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Abstract

Study Design: A prospective, case-based, observational study.

Objectives: To investigate how microscope-based augmented reality (AR) support can be utilized in various types of spine
surgery.

Methods: In 42 spinal procedures (12 intra- and 8 extradural tumors, 7 other intradural lesions, 11 degenerative cases, 2
infections, and 2 deformities) AR was implemented using operating microscope head-up displays (HUDs). Intraoperative low-
dose computed tomography was used for automatic registration. Nonlinear image registration was applied to integrate multi-
modality preoperative images. Target and risk structures displayed by AR were defined in preoperative images by automatic
anatomical mapping and additional manual segmentation.

Results: AR could be successfully applied in all 42 cases. Low-dose protocols ensured a low radiation exposure for registration
scanning (effective dose cervical 0.29 + 0.17 mSv, thoracic 3.40 + 2.38 mSv, lumbar 3.05 + 0.89 mSv). A low registration error
(0.87 + 0.28 mm) resulted in a reliable AR representation with a close matching of visualized objects and reality, distinctly
supporting anatomical orientation in the surgical field. Flexible AR visualization applying either the microscope HUD or video
superimposition, including the ability to selectively activate objects of interest, as well as different display modes allowed a smooth
integration in the surgical workflow, without disturbing the actual procedure. On average, 7.1 + 4.6 objects were displayed
visualizing target and risk structures reliably.

Conclusions: Microscope-based AR can be applied successfully to various kinds of spinal procedures. AR improves anatomical
orientation in the surgical field supporting the surgeon, as well as it offers a potential tool for education.
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Introduction

Head-up displays (HUDs) integrated in operating microscopes

provide a straightforward implementation of augmented reality

(AR) when combined with standard navigation. The concept of

superimposing structures that were segmented in preoperative

image data, was already developed in the 1980s1,2 and was

broadly implemented in cranial neurosurgery since the mid-

1990s.3-6 This microscope-based AR became more and more

sophisticated over the years by a better 3-dimensional (3D)

object representation and an improved immersive display of

these objects, as well as by integrating various kinds of pre-

operative imaging data, resulting in multimodality AR.7-9

However, despite navigation is also available in spine surgery

for many years, only recently mainly head-mounted devices

(HMDs) were investigated for implementation of AR in spine

procedures.10-16 A major challenge in most of these setups is
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Table 1. Patient Characteristics.

No. Age, y Sex Diagnosis Approach Procedure

1 65 Female Meningioma WHO I C2-C3 Posterior cervical Laminectomy C2-C3, resection
2 59 Male Metastasis squamous cell lung

carcinoma C0-C3
Posterior cervical Craniotomy posterior fossa, laminectomy C1-C3,

resection
3 75 Female Metastasis mamma carcinoma L2 Lateral lumbar Tumor resection, vertebral body replacement L2
4 51 Male Suspected intradural lymphoma L1-L3 Posterior lumbar Laminectomy, biopsy
5 61 Male Recurrent lumbar disc herniation L3/4

right
Posterior lumbar Removal of free disc fragment and spondylodesis L3/4

(transforaminal lumbar interbody fusion [TLIF])
6 75 Male Small-cell lung carcinoma T8 and T9 Posterior thoracic Posterior fixation T6 - T11, hemilaminectomy T8-T9,

decompression, and biopsy
7 59 Male Neuroendocrine carcinoma metastasis

T6
Posterior thoracic Laminectomy T6, complete resection

8 54 Male Spondylodiscitis T7/8 and T8/9 Posterior thoracic Posterior fixation T5-T11, decompression T8
9 31 Female Benign cystic lesion T11-T12 Posterior thoracic Partial laminectomy T11, laminectomy T12, cyst drainage
10 61 Female Adhesive arachnoiditis T3-T4 Posterior thoracic Laminoplasty T3-T4, intradural decompression
11 68 Female Mesenchymal chondrosarcoma T2 and

T6
Posterior thoracic Posterior fixation T1-T4, laminectomy T6,

decompression, partial resection
12 73 Female Spinal stenosis C5 þ C6, cervical

myelopathy
Anterior cervical Vertebral body replacement C5 þ C6 and C4-C7 lateral

mass fixation
13 60 Male Recurrent lumbar disc herniation L4/5

right
Posterior lumbar Removal of free disc fragment/decompression

14 64 Male Small-cell lung carcinoma T1 Anterior thoracic Corpectomy T1, vertebral body replacement T1,
posterior fixation C7-C2

15 38 Female Adjacent level disease after
spondylodesis/pseudarthrosis L5/S1

Posterior lumbar L5/S1 cage revision, revision S1 screws, new S2 screws

16 58 Female Spondylodiscitis destruction of T8 and
T9, previous fixation T4-T11

Posterior thoracic Vertebral body replacement T8 and T9

17 66 Male Meningioma WHO I T7 Posterior thoracic Laminectomy T6-T8, complete resection
18 44 Male Lateral disc herniation L3/L4 right Posterior lumbar

paramedian
Paramedian approach, removal of disc fragment

19 84 Female Lateral disc herniation L3/L4 left Posterior lumbar
paramedian

Paramedian approach, removal of disc fragment

20 84 Female Meningioma WHO I T1-T2 Posterior thoracic Laminectomy T1-T2, complete resection
21 57 Female Meningioma WHO I C1 Posterior cervical Laminectomy C1, complete resection
22 19 Female Intradural adhesions after resection of a

chondrosarcoma T5 and T6
Posterior thoracic Intradural decompression T5-T6

23 46 Male Deformity C2-C5 Anterior cervical Decompression, vertebral body replacement C2
24 46 Male Deformity C2-C5, revision Anterior cervical Refixation of vertebral body replacement C2
25 58 Female Metastasis adenocarcinoma of the lung

T1-T2
Posterior thoracic Laminectomy T1-T2, decompression, intradural biopsy,

duraplasty
26 50 Male Medial disc herniation T8/9 (after

laminectomy)
Lateral thoracic Lateral approach, removal of calcified disc herniation

and posterior fixation T8/T9
27 67 Female Lateral disc herniation L4/L5 left Posterior lumbar

paramedian
Paramedian approach, removal of disc fragment

28 38 Female Intradural myelon tethering after
trauma T3/T4

Posterior thoracic Laminectomy T3-T4, de-tethering

29 76 Female Meningioma WHO I T11-T12 Posterior thoracic Laminectomy T11-T12, complete resection
30 66 Female Meningioma WHO I C1 Posterior cervical Laminectomy C1, complete resection
31 58 Male Arteriovenous fistula L4 Posterior lumbar Laminectomy L4, occlusion of fistula
32 29 Male Arachnoidal cyst Posterior cervical Laminectomy C1, complete resection
33 59 Male Glioma WHO II C0-C2 Posterior cervical Craniotomy posterior fossa, laminectomy C1, biopsy
34 52 Female Neurinoma WHO I L2 left Lateral lumbar Paraspinal approach, complete resection
35 62 Female Medial disc herniation T8/9 Lateral thoracic Lateral approach, removal of disc herniation
36 38 Female Ependymoma WHO II C7-T2 Posterior

cervicothoracic
Laminectomy C7-T2, complete resection

37 61 Male Foraminal stenosis L4/L5 left,
compression L4

Posterior lumbar Midline posterior approach, decompression

38 50 Female Osteoclastoma L1 Lateral lumbar Corpectomy L1, vertebral body replacement L1,
posterior fixation T11-L3

39 36 Female Hemangioblastoma WHO I C1 Posterior cervical Laminectomy C1, complete resection
40 55 Male Intradural fibroma L3/L4 Posterior lumbar Laminectomy L3, complete intradural resection
41 81 Female Metastasis thyroid cancer L3 Posterior lumbar Laminectomy L3, resection of extradural tumor
42 60 Male Lateral disc herniation L4/L5 left Posterior lumbar

paramedian
Paramedian approach, removal of disc fragment
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that in contrast to the phantom experiments, where a clear out-

line of a structure can be optically adjusted to the AR visuali-

zation by the HMD, in real surgical situations such an optical

matching registration is not possible, so registration procedures

like they are implemented for spinal navigation have to be

applied, for example, point matching or intraoperative imaging.

The flexibility of the spine causes that the registration pro-

cess, that is, adjusting image space and real space, is even more

challenging than in cranial navigation. Preoperative images,

which are regularly used to define the structures that are visua-

lized by AR in cranial procedures, usually do not reflect the

actual 3D anatomy and alignment of the spine, since patient

positioning on the operating room table and during preopera-

tive imaging differs, so the alignment of the vertebra does not

match. Therefore, we implemented a combination of intrao-

perative computed tomography (iCT)–based automatic patient

registration and nonlinear image registration to minimize over-

all registration errors when applying AR for spine surgery.17

This prospective observational study summarizes our expe-

rience we gained with microscope-based AR support in 42

procedures among them different approaches covering the

whole spine, mainly for intradural tumors and lesions, extra-

dural tumors, and degenerative diseases. The main focus of this

article is on the feasibility of AR for spine surgery, as well as on

the radiation exposure that is necessary, for iCT-based auto-

matic registration to achieve high reliability.

Materials and Methods

Patients

Between July 2018 and April 2019, 42 spinal procedures were

performed with AR support. Patient selection was random to

select different procedures to be tested. This includes a total of

41 patients (23 females, 18 males; age range: 19-84 years,

mean age 57.3 + 14.7 years) undergoing surgery for tumors

(n ¼ 20; intradural tumors 12, extradural tumors 8), other

intradural lesions (n ¼ 7), degenerative diseases (n ¼ 11),

infection (n ¼ 2), or deformity (1 patient who was operated

upon twice). Patient data and procedure details are summarized

in Table 1. Informed consent was obtained from all individual

patients included in this prospective observational study. We

obtained ethics approval for prospective archiving clinical and

technical data applying intraoperative imaging and navigation

(study no. 99/18).

Preoperative Imaging and Object Definition

Preoperative image data were used for anatomical mapping

(mapping element software, Brainlab, Munich, Germany) to

automatically segment the vertebra. Each vertebra was

assigned with a unique color. Additional manual segmentation

(smart brush element software, Brainlab) was applied to correct

the results of automatic segmentation in case of erroneous level

assignment and insufficient 3D outlining. This software tool

was also used to segment the target and risk structures (tumor,

cysts, vessels, disc fragment, etc). In case preoperative multi-

modality data were integrated, to begin with these data were

rigidly registered (image fusion element software, Brainlab). If

this image fusion showed a mismatch in the area of interest due

to the flexibility of the spine resulting, for example, in a chan-

ged sagittal alignment between the different imaging time

points, non-linear image fusion was performed (spine curvature

correction element software, Brainlab). The final alignment

was mainly checked by observing whether the segmented out-

lines of the vertebra matched closely.

Intraoperative Setting

The patient was positioned in supine, lateral, or prone position

directly on the operating table of a 32-slice, movable CT scan-

ner (AIRO, Brainlab). Details of the surgical setting are pub-

lished elsewhere.17 Depending on the approach the reference

array was attached on a spinous process (larger posterior thor-

acic and larger median lumbar approaches), at the head clamp

(in upper posterior cervical approaches), at the retractor system

(in lateral thoracic and lateral lumbar approaches), or taped

firmly on the skin in case of small approaches (anterior cervi-

cal, posterior lower cervical, anterior upper thoracic, posterior

thoracic, posterior median lumbar, and posterior paramedian

lumbar). For calculation of the target registration error (TRE),

adhesive skin fiducials were placed around the skin incision

prior draping. Registration scanning was performed after per-

forming the surgical approach to the spine and retractor place-

ment to prevent positional shifting due to the approach

preparation. Low-dose scan protocols were used for the iCT

registration scan (sinus-80%: axial acquisition, 7.07 mA, 120

kV; c-spine-70%: helical acquisition, 28 mA, 120 kV; t-spine-

70%: helical acquisition, 33 mA, 120 kV, with weight modula-

tion; l-spine-70%: helical acquisition, 33 mA, 120 kV, with

weight modulation; neonate full body: helical acquisition, 7

mA, 80 kV).

The effective dose (ED) was calculated by multiplying the

total dose length product (DLP) referring to a phantom with a

diameter of 16 cm (cervical) or 32 cm (thoracic and lumbar)

with a ED/DLP conversion factor (cervical: 5.4mSv/Gy�cm,

thoracic: 17.8 mSv/Gy�cm, lumbar: 19.8mSv/Gy�cm), which if

necessary was weighted according to the amount of vertebra

covered in the cervicothoracic or thoracolumbar junction.

After the iCT images were send to the navigation system,

automatic registration took place and registration accuracy was

documented applying a navigation pointer selecting character-

istic anatomical and artificial landmarks, as well as the skin

fiducials for measuring the TRE. Then the iCT image data was

registered with the preoperative images, including the preo-

peratively defined objects in the same manner as the preopera-

tive image data were registered (see above).

Augmented Reality

After automatic registration was checked, the HUD of the oper-

ating microscopes Pentero or Pentero 900 (Zeiss, Oberkochen,

Carl et al 43S



Germany) was calibrated by centering the microscope over the

registration array so that the microscope crosshair pointed into

the central divot of the registration array. Then the displayed

outline of the registration array could be checked with the real

outline of the array and adjusted if necessary, to achieve an

optimal matching. Immediately afterward, full AR support was

available. In general, each object could be switched on or off,

as well as the color that was assigned to the object could be

altered to allow a better distinction from the background, which

was necessary in certain situations, when the background color

resembled the color of the object too much. Using the HUD for

AR provided two different display modes, either the colored

objects were displayed in a line-mode or a 3D representation.

The line-mode representation depicted a solid line showing the

extent of the object perpendicular to the viewing axis of the

microscope in the focal plane in combination with a dotted line

showing the maximum extent of the object beyond the focal

plane. The 3D representation visualized the objects as 3D

objects in a semitransparent way with contours in varying

thickness giving an impression on the 3D shape. Additionally,

to selectively switch on or off certain objects, the HUD itself

could be switched off completely to allow an undisturbed view

of the surgical field at any time. In these situations, AR was still

visible as a visualization showing the superimposition of the

objects on the microscope video on monitors close to the sur-

gical field. Additional to this display a 3D representation of the

image data in combination with the video frame, illustrating

how the video frame was actually placed in relation to the 3D

data, was available, as well as a target visualization of the 3D

objects alone, and standard navigational views in probe’s eye

view, inline views, and axial, coronal and sagittal views. In all

these views, the center of the microscope in the focal plane was

visualized as a crosshair corresponding to the crosshair in the

microscope view itself. Additionally, blue lines delineated the

viewing axis of the microscope and the extent of the viewing

field, if the image representation was not rectangular to the

microscope viewing axis, the viewing plane was represented

as an oval or circle. This latter mode was visible if the naviga-

tion pointer was placed in the surgical field, while applying

microscope-based AR, allowing additional measurements in

the surgical field during microscope usage.

Results

AR Was Successfully Implemented in All 42 Procedures

Preoperative automatic mapping for vertebra segmentation had

to be adjusted by additional manual segmentation especially in

cases of previous surgery and large lesions deforming standard

anatomy. Preoperative image processing, which was done nor-

mally on the day before surgery, including automatic segmen-

tation, linear and nonlinear registration of multimodality

images, as well as manual fine-tuning depended mainly on the

number of objects integrated in the setup, as well as, how

meticulously the outlines of each vertebra were fine-tuned to

provide an appealing 3D visualization. In total, this process

ranged from 5 to 30 minutes.

Among the 42 cases, the patient was placed in prone posi-

tion in 33 procedures, 5 patients were operated in lateral posi-

tion, and 4 in supine. The selected approaches were: 3 anterior

cervical, 7 posterior cervical, 1 posterior cervicothoracic, 1

anterior thoracic, 2 lateral thoracic, 13 posterior thoracic, 3

lateral lumbar, 8 posterior lumbar midline, and 4 posterior

lumbar paramedian (see Table 1).

Intraoperative registration scanning, starting with sterile

covering of the surgical field, adjustment of the navigation

camera, definition of the scan range, the scout scan, and the

actual iCT registration scan needed in most of the cases about 5

minutes. After registration of the iCT images with the preo-

perative planning and microscope calibration AR was imme-

diately available.

The total ED (summarizing scout scan and iCT registration

scan) ranged from 0.09 to 8.71 mSv. Grouped by the 3 spine

sections the total ED was: cervical 0.29 + 0.17 mSv (mean +
standard deviation [SD]) (range 0.09-0.53 mSv); thoracic 3.40

+ 2.38 mSv (range 0.27-8.71 mSv); lumbar 3.05 + 0.89 mSv

(range 1.59-4.54 mSv). For reduction of radiation exposure,

we could omit the scout scan in 8 patients by defining the scan

range on the draping with a marker pen. This further reduced

overall ED, which is of high relevance, because the scout scan

itself could contribute significantly to the overall ED. In 34

patients, the ED of the scout scan ranged from 0.05 to 0.92

mSv (mean + SD: 0.32 + 0.20 mSv) with a scout scan length

of: 101 to 384 mm (mean + SD: 187 + 68 mm). Figure 1

depicts the total ED for all 42 cases classified by the applied

scan protocol in relation to the vertebra covered by the iCT

registration scan. Weight modulation resulted in different EDs

in comparable scan ranges. The iCT scan length varied between

60 and 312 mm; cervical 60 to 176 mm (mean + SD: 93.3 +
37.7 mm); thoracic 86 to 321 mm (mean + SD: 158.7 + 76.3

mm); lumbar 81 to 213 mm (mean + SD: 132.6 + 44.4 mm).

Further reduction of radiation exposure was possible, as

demonstrated in case 16 in which we applied a neonate protocol

that resulted in an extremely reduced ED of 0.27 mSv despite

of a scan length of 244 mm. This was possible due to the fact

that in a previous surgery this patient had received an instru-

mentation. These implants allowed a reliable registration

despite the low image quality of the neonate protocol registra-

tion scan (Figure 2). Compared with case 36, which was

scanned with a nearly identical scan length of 248 mm in the

thoracic region (t-spine-70% protocol with an ED of 8.71

mSv), this is a reduction of a factor of 32 due to the neonate

protocol.

Landmark checks proved the high overall registration

accuracy, the TRE ranged from 0.45 to 1.29 mm (mean +
SD: 0.87 + 0.28 mm). Repeated landmark checks ensured

that during surgery there was no positional shifting decreasing

accuracy. These repeated landmark checks were mandatory if

the system issued a warning, that a movement of the reference

array was detected, indicating a potential collision of

44S Global Spine Journal 10(2S)



an instrument with the reference array, which means posi-

tional shifting.

The number of objects segmented for display by AR ranged

from 1 to 25 (mean + SD: 7.1 + 4.6). During surgery, this

number was often reduced to 3 to 4 objects that were actually

displayed simultaneously; in case of an intradural tumor pre-

paration, this was often further reduced just to the tumor object.

In case the AR display obscured the clear view of the surgical

field, the HUD was switched off completely and was switched

on again if requested. The HUD was switched off and turned

on again on an average of 3 to 4 times during all surgeries to

obtain an unobscured view for some moments. The frequency

was quite variable comparing the different procedures and

reached a maximum in the intramedullary lesions, where

sometimes the AR visualization blurred the identification of

the border between the lesion and the medulla during micro-

surgical preparation. In these cases, the HUD was turned off

also for longer periods of preparation. AR was still visible for

the surgeon and the team in case the HUD was switched off,

because an AR visualization as video superimposition was

constantly provided on monitors in viewing range. The 2

AR display modes were both used; the line-mode representa-

tion offered sometimes a better overview compared with the

full 3D visualization, because the thicker lines of the 3D

representation sometimes prevented a clear view of the surgi-

cal field, which was of special importance in the intramedul-

lary tumors. On the other hand, the 3D mode gave a more

intuitive depth perception when looking at the scenery at low

magnification. For comparison of both display modes see

Figure 6A-C. The hand-eye coordination was smooth as there

was no need to look away from the surgical field unless the

HUD display was activated.

Illustrative Cases

Figure 3 illustrates an example for intradural tumor surgery

with a biopsy of a glioma reaching from C0 to C2 (case 33),

a total of 6 objects were visualized by AR (tumor, brain stem

and medulla, C0, C1, C2, and tractography). An example for

nontumorous intradural lesions is a dural arteriovenous fistula

below the right L4 pedicle in a patient (case 31) with a com-

plicated anatomical situation with an intra- and extradural

lipoma and a tethered cord due to a spina bifida occulta. The

area of the fistula was segmented in the preoperative images

and visualized by AR (Figures 4 and 5). Figures 6 and 7 are

examples for extradural tumor surgery. Figure 6 illustrates a

corpectomy of T1 via an anterior approach for removal of a

metastasis of a small cell lung carcinoma and stabilization

(case 14). In Figure 7, an osteoclastoma in L1 was removed

and an expandable cage was inserted via a lateral approach

(case 38; a video of this case demonstrating HUD-based AR

can be found in the Supplemental Material). An example for

AR in infectious diseases is shown in Figures 8 and 9; a poster-

ior vertebral body replacement is performed via a posterior

approach (case 16); this is the case in which the neonate scan

protocol could be applied for registration (see above). Repeated

scans in the cases with vertebral body replacements offered an

additional possibility to check overall AR accuracy. The

implants were segmented and in all such cases a very close

matching of the visualized implant AR object matched reality

(see Figures 7C/D and 9G). An example for AR in degenerative

surgery is depicted in Figure 10 with a patient undergoing

surgery for a recurrent disc (case 13).

Discussion

Microscope-based AR can be successfully applied in spinal

surgery. We had implemented microscope-based AR

using commercially available system components17,18 after

the feasibility of microscope-based AR had been shown in a

visualization of osteotomy planes19 and in cervical foraminot-

omy.20 In our observational study on 42 patients, AR sup-

ported various kinds of spine procedures and facilitated

anatomical orientation in the surgical field in all cases. Target

and risk structures could be reliably visualized. AR demon-

strated its benefit especially in challenging anatomical

Figure 1. Total effective dose (ED; scout and intraoperative computed
tomography [iCT] scan) visualized for all 42 procedures in relation
to the scanned levels and scan protocol (light blue: sinus-80%; green:
c-spine-70%; red: t-spine-70%; orange: neonate full body; dark blue:
l-spine-70%) (note that the length of each bar represents the vertebra
included in the scan range and not the actual scan length).
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situations, like reoperations and complex anatomical situa-

tions, as well as it will be beneficial in aiding the training

of residents for a quicker and better understanding of anat-

omy.21 All spinal procedures that are suitable for microscope

usage are candidates for microscope HUD-based AR,

independent of the spine region, patient positioning, and the

approach to the spine.

For a reliable use of AR, high registration accuracy, as well

as correct AR calibration are mandatory. Automatic registra-

tion based on intraoperative imaging in combination with

Figure 2. In a 58-year-old female patient with a destruction of T8 and T9 due to spondylodiscitis with previous fixation T4-T11 (case 16), a
neonate protocol was used for intraoperative computed tomography (iCT)–based patient registration; registration with preoperative image
data was possible due to the previous instrumentation, which was visible in preoperative, as well as in the blurry iCT images, note that the
outline of the vertebra is not clearly visible in the neonate protocol images; in A-D, the pointer is placed on the rod segmented in blue; in E-H,
the pointer is placed in the head of the right screw of T10 (A/B/E/F: neonate protocol iCT; C/D/G/H: preoperative CT) (A/C, B/D, E/G, and F/H
show corresponding images after registration) (A/C/E/G: axial; B/D/F/H: sagittal view).
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nonlinear registration of preoperative image data accounting

for the flexibility of the spine, resulted in a very low overall

registration error of 0.87 + 0.28 mm. The microscope HUD

calibration was routinely checked in the process of initializing

AR use in each procedure, by controlling the exact matching of

the visualized AR outlines and the AR 3D representation of the

reference array with reality and the possibility to adjust this

matching if needed. Additionally, overall AR accuracy also

depends on a correct segmentation of the visualized structures,

as well as, a correct linear or nonlinear registration of the

various multimodality images.

Automatic, that is, user-independent patient registration

ensures the high registration accuracy. Intraoperative imaging

is key for this automatic registration process.22 We used iCT

for intraoperative registration imaging, which has the princi-

pal disadvantage of radiation exposure for the patient. Since

radiation exposure has the potential side effect to induce can-

cer, we used low-dose protocols and tried to minimize the

scan range for registration. However, especially in the thor-

acic region for an unambiguous vertebra identification of cor-

rect level registration longer scan ranges were often necessary

resulting in higher EDs. Low-dose protocols resulted in a

mean ED for the cervical region of 0.29 mSv, for the thoracic

region of 3.40 mSv, and for the lumbar region of 3.05 mSv.

These doses for the thoracic and lumbar region are in the

range of the typical individual exposure of radiation of a US

Figure 3. In a 59-year-old male patient, a glioma was biopsied with augmented reality (AR) support (case 33); the tumor object is segmented in
yellow, the brain stem and medulla are segmented in green, C0/C1/C2 are visualized in different shades of violet, additionally tractography data
are visualized (A: axial; B: coronal, C: sagittal T2-weighted images, D: AR visualization; E: probe’s eye view; F: target view; G: 3-dimensional
overview)
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citizen from natural background sources of about 3 mSv per

year. Publications analyzing the mean radiation exposure by

standard diagnostic CT scans report 3 mSv for neck

examinations and 7 mSv for spine examinations,23 scans

being classified as chest or abdominal scans reach mean EDs

of 11 and 17 mSv.24

Figure 4. A 58-year-old male patient (case 31) with an arterio-venous fistula below the right pedicle L4 was visualized with augmented reality
(AR). The surgical situation was complicated due to a spina bifida occulta with an intra- and extradural lipoma and a tethered cord; the area
where the fistula was expected was segmented in orange, additionally the dural sac and the vertebrae T12-S5 were segmented in individual
colors and visualized by AR; the situation after laminectomy of L4 and preparation of the extra- to intradural transition of the lipoma is displayed,
the blue crosshair in E depicts the center of the microscope view and corresponds to the position depicted in A-D and F and H (A: axial, B:
sagittal view of registration intraoperative computed tomography [iCT]; corresponding axial (C) and sagittal view (D) of preoperative T2-
weighted images; E: AR view with all objects activated; F: probe’s eye view of T2-weighted images; G: enlarged target view; H: 3-dimensional (3D)
overview depicting how the video frame is related to the 3D anatomy)
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In some cases, we could even pass the scout scan, which

contributed substantially to the total ED, especially in case of

scanning with low-dose protocols. Under special conditions, a

further reduction of radiation exposure is possible, as we could

demonstrate by scanning applying a neonate protocol that

resulted in an extremely reduced ED of 0.27 mSv despite of

a scan length of 244 mm in the mid-thoracic region. This was

possible because of the fact that the patient undergoing ver-

tebral body replacement for spondylodiscitis, had received

posterior screw fixation in a previous surgery. Despite the

Figure 5. The same patient as in Figure 4 after dural opening; the fistula is clearly visible in the enlarged view and enclosed by the orange contour
(E), note that the blue lines representing the microscope-viewing field are much smaller compared with Figure 4 representing the enlarged
microscope magnification (A: axial, B: sagittal view of registration intraoperative computed tomography (iCT); corresponding axial (C) and
sagittal view (D) of preoperative T2-weighted images; E: enlarged augmented reality (AR) view, only the target object is activated; F: probe’s eye
view of T2-weighted images; G: enlarged target view; H: 3-dimensional (3D) overview depicting how the video frame is related to the 3D
anatomy).
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high image noise due to the extreme low-dose neonate pro-

tocol these implants could still be visualized in their 3D

geometry and could be registered with preoperative image

data reliably. A patient scanned with a nearly identical scan

length received despite a low-dose protocol (�70%) was

used an ED of 32-fold compared to the application of the

neonate protocol.

The challenge in finding the lowest dose possible is to indi-

vidually define the threshold when extreme low-dose scanning

results in an increase in image noise that prevents reliable

registration with preoperative image data. This depends on the

scan region, patient weight, and whether there are potential

artificial landmarks that might allow further reduction of radia-

tion exposure. Analyzing the fundamental physical limits

shows that there should be still potential for further reduction

of radiation exposure.25

Alternatives for radiation-free registration are single

level point to point registrations, as often used in standard

navigation for pedicle screw implantation. However, com-

pared with intraoperative imaging-based registration, point

to point registration is less accurate and more time con-

suming and can be used reliably only for one level.26

Additionally, these techniques are only validated for pos-

terior approaches, so they cannot be applied in anterior or

lateral approaches, as well as they are not suitable for

percutaneous procedures.

Other intraoperative imaging registration alternatives are

intraoperative magnetic resonance imaging (iMRI) and intrao-

perative ultrasound (iUS). Skin fiducial–based registration in

combination with iMRI was demonstrated for spinal interstitial

laser thermotherapy.27 However, up to now there is no report

on an automatic registration setting for spine surgery when

applying iMRI, as it is implemented for cranial procedures

supported by iMRI with a marker array that is integrated into

the imaging coil. The known geometry of the marker array can

be automatically detected in the intraoperative images, result-

ing in automatic patient registration.28 Attempts at applying

iUS for registration of spinal structures are still in an experi-

mental state and not yet accurate enough.29,30

Potential intraoperative pitfalls decreasing AR accuracy

relate to intraoperative events changing the structure or

alignment of the spine, so performing the registration scan

after approaching the spine and placement of the retractor

systems is recommended. Positional shifting, that is, a

movement of the reference array in relation to the surgical

site, is an additional challenge, especially in case the refer-

ence array is not rigidly fixed to the spine or related bony

structures like the iliac crest. Repeated landmark checks are

advised, especially in case something collided with the ref-

erence array and the system is issuing a warning of a poten-

tial movement of the array. In case of decreased accuracy,

repeated intraoperative registration scanning offers the

Figure 6. A 64-year-old male patient (case 14) undergoing corpectomy of T1 via an anterior approach for removal of a small cell lung carcinoma
metastasis and stabilization with an expandable implant; the neighboring vertebrae are visualized (C7: blue; T2: green), A/C allows a comparison
of the 2 augmented reality (AR) display modes (A: AR as 3-dimensional [3D] representation; B: 3D overview display visualizing how the video
frame relates to the 3D anatomy with the objects rendered in 3D; C: AR as line-mode representation; D: probe’s eye view of intraoperative
computed tomography (iCT) images, the blue circle represents the microscope viewing field).
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possibility to restore AR accuracy by updating the image

and registration data.

Applying the operating microscope HUDs for AR did not

disrupt the surgical workflow. There is no problem in hand-eye

coordination and no parallax problem since AR can be visua-

lized without being forced to look away from the surgical site

as it might be necessary in AR settings displaying the AR

information on separate monitors only.31 The perception loca-

tion on the patient, which is ensured by the microscope HUD is

much more intuitive.32 Both AR display modes provide an

intuitive impression of the extent of structure perpendicular

to the viewing axis, and a good depth perception either by

displaying a 3D-shaped object in 3D mode or by displaying a

dotted line for the maximum extent of a structure beyond the

focus plane in line-mode AR representation. In clinical prac-

tice, availability of the different AR modes was beneficial.

Sometimes the 3D mode obscured the clear view of the surgical

site, then the line-mode AR provided a better alternative by a

more low-key AR representation. Additionally, the flexible

usage of AR with its possibility to selectively activate and

deactivate objects, prevented an information overflow in the

surgical field. On average, 7 different objects were prepared for

intraoperative AR visualization, however the actual number

was often reduced to a lesser number in the critical phases of

surgery to maintain a good overview in the surgical field. In

case an AR-free clear overview of the surgical field was

needed, the HUD could be easily switched off and activated

again repeatedly. In case the HUD was deactivated, AR was

still presented as video overlay on monitors in close viewing

range, providing immediate orientation if needed.

The AR display has to become even more immersive, so that

the impression that the visualized objects are just overlaid on

top of surgical site is prevented. Potential improvements relate

to the technical side of the HUD, as well as the AR rendering

itself. A higher resolution of the HUD is mandatory in the

future since 4K video systems will become standard, otherwise

the AR visualization would appear pixelated. However, the

resolution of the image data, which is the base for object gen-

eration is less than the optical or video resolution, so that for

object generation sophisticated smoothing and interpolation are

required. Additionally, the contrast ability and adjustment of

individual objects and colors of the HUD has to be improved,

because large changes of luminance can occur at any time in

the surgical field. Furthermore, there is room for improvement

in the AR rendering itself, how the objects are visualized in

case they are covered by structures in the surgical field, leading

to a merged reality situation, where potentially the AR objects

could also interact with reality. All these improved graphics,

Figure 7. A 50-year-old female patient (case 38) with an osteoclastoma in L1 that was removed and an expandable implant was inserted via a
lateral approach; A: augmented reality (AR) display with the 3-dimensional (3D) representation of the vertebrae T11-L3 and the tumor outline in
L1 (orange), additionally the fixation T11/T12-L2/L3 that was implanted before is visualized in blue; B: enlarged view of A with the pointer in the
surgical field, the pointer tip is visualized as green crosshair, while the microscope focus point is visualized as a blue crosshair; C: after removal of
the tumor and insertion of the expandable cage a repeated intraoperative computed tomography (iCT) was performed, in which the implant was
segmented and subsequently visualized by AR (dark blue) showing the close matching of AR object and implant; D: overview display of C,
depicting how the video frame is placed in relation to the 3D image anatomy.
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higher resolutions, and quicker renderings of AR will need

increasing computing power to avoid delays, which otherwise

would disrupt immersiveness.33

In case of procedures where an operating microscope is not

necessary, for example, in percutaneous procedures, HMDs are

an interesting alternative to the operating microscope for AR in

spine surgery. HMDs were developed as early as 196834 and

first applied in neurosurgery in the mid-1990s.35,36 Wearable

devices like HMDs are investigated in different surgical set-

ups.10-16 In a phantom study, an optical see-through HMD

Figure 8. The same patient (case 16) as in Figure 2—a posterior vertebral body replacement was performed via a posterior approach; A:
augmented reality (AR) view with the 3-dimensional (3D) outline of the vertebrae T7-T11, the myelon is segmented in violet, and the implants
are segmented in blue (screws and rod on the left side, for the approach the right rod was removed), a close matching of the screw head and the
AR representation is visible; B: probe’s eye view of preoperative computed tomography (CT) images; C: target view; D: 3D video overview; E-H:
navigation view of preoperative images with the pointer inserted in the resection cavity at the ventral border of T8/T9 (E: axial, F: sagittal view,
G/H: 3-D representation in different viewing angles).
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offering a mixed reality experience was tested successfully for

kyphoplasty.12 For visualization, a “world-anchored” view was

defined by the operator by locking the display to a specific position

in the environment. Such an approach is possible for phantom

studies, where a clear outline of the phantom and the AR visuali-

zation is visible, and which can be adjusted easily. In real-world

surgery, this kind of registration is not possible, so that sophisti-

cated methods for patient registration, like intraoperative imaging,

have to be implemented. When using HMDs like the HUDs in

operating microscopes for AR visualization, it is also crucial that a

3D tracking of the HMD during surgery is established.37,38

Endoscopic spine procedures potentially would also benefit

from AR support, since the surgical orientation might be com-

plicated and there might be a substantial learning period of such

procedures before an adequate performance can be achieved.39

When implementing AR support for endoscopic procedures, it

has to be taken into account that the endoscope video image is

optically distorted. A prototype setup using wireframes for AR

representation in endoscopic transsphenoidal surgery was

tested,40 and recently, an implementation of AR for intraven-

tricular neuroendoscopy was reported41; both setups might also

be suitable for AR implementation in endoscopic spinal proce-

dures. AR will also be an important addition when exoscopes

are used for spine procedures.42

Apart from AR displays on monitors,31 an alternative to HUD-

or HMD-based AR might be projection systems offering direct

augmentation by spatial AR projecting images directly onto the

physical object surface without the need to carry or wear any

additional display device.33 Systems providing such an augmen-

tation in the open space would increase the surgeon comfort com-

pared with wearing heavy HMDs for longer procedures and

would improve sharing and collaboration during a procedure;

however up to now, such systems are not yet available.

Among the limitations of our study is that it is difficult to

exactly measure the additional benefit of the AR application in

each individual procedure. Usability questionnaires might be a

tool to document surgeon acceptance.15 Since in this study the

technique was used by a small team that also initially implemen-

ted the technique, such a survey would probably have a positive

bias, so that these surveys will make more sense when surgeons

that were not yet familiar with the technique can use it. The

effects of AR in spine surgery for resident education will have

to be measured by observing the learning curves of the proce-

dures.21,33 To actually prove the hypothesis that AR support

provides an additional benefit for spine surgery, homogeneous

patient groups being operated upon with and without AR will

have to be compared in regard to operating time and clinical

outcome. However, even now there is no doubt that AR is able to

Figure 9. The same patient as in Figures 2 and 8 after implantation of the expandable cage and repeated intraoperative computed tomography
(iCT) documenting the high registration accuracy in updated augmented reality (AR; the new implant is segmented in green); A/B: axial and
sagittal view with the navigation pointer tip placed on the implant; C-F: navigation view with the operating microscope (C: axial; D: sagittal view;
E/F: 3-dimensional (3D) rendering in different viewing angles, the microscope field of view is visualized as a blue oval); G: AR view with the new
implant demonstrating the close matching of AR and reality; H: 3D video overview, showing the relation of the video frame and 3D anatomy.
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offer a better at least easier understanding of the intraoperative

3D anatomy during spine surgery, supporting the surgeon. Hope-

fully this will lead to better clinical outcomes.

Conclusions

Microscope-based AR can be successfully applied to various

kinds of spine procedures. Automatic image registration by iCT

in combination with non-linear registration of preoperative image

data ensures a high intraoperative AR visualization accuracy. The

method is open to integrate various image modalities. AR sup-

ports the surgeon by definitely improving the anatomical

orientation in the surgical field. Therefore, it has a huge potential

in complex anatomical situations, as well as in resident education.
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