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Mass spectrometry-based metaproteomics has emerged as a prominent technique for interrogating the
functions of specific organisms in microbial communities, in addition to total community function.
Identifying proteins by mass spectrometry requires matching mass spectra of fragmented peptide ions
to a database of protein sequences corresponding to the proteins in the sample. This sequence database
determines which protein sequences can be identified from the measurement, and as such the taxonomic
and functional information that can be inferred from a metaproteomics measurement. Thus, the con-
struction of the protein sequence database directly impacts the outcome of any metaproteomics study.
Several factors, such as source of sequence information and database curation, need to be considered dur-
ing database construction to maximize accurate protein identifications traceable to the species of origin.
In this review, we provide an overview of existing strategies for database construction and the relevant
studies that have sought to test and validate these strategies. Based on this review of the literature and
our experience we provide a decision tree and best practices for choosing and implementing database
construction strategies.
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1. Introduction

Metaproteomics is an umbrella term encompassing approaches
for the large-scale identification and quantification of proteins
frommicrobial communities [1]. Metaproteomics provides insights
Fig. 1. Overview of how protein sequence database construction impacts protein identific
metaproteomic mass spectrometry data and the computational steps done on the datab
spectra are then compared with the in silico generated spectra from the database. We d
uncurated) and their ultimate impact on the output and interpretation of metaproteom
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into the expressed genes and thus actual phenotypes on the molec-
ular level whereas the more popular DNA sequencing approaches
can only determine functional potential by profiling gene content
[2–4]. As part of the molecular phenotype of the cell, proteins pro-
vide more direct insight into what is happening physiologically in
ation. The figure shows an overview of the wetlab experimental portion of acquiring
ase that mirror the wet lab steps. In the database search step the experimental MS2

ifferentiate in the figure between two distinct database quality levels (curated and
ic experiments.



Box 1: Definitions of key terms used in the manuscript
Tandem mass spectrometry: A mass spectrometry technique where (peptide) ions are isolated by their mass to charge ratio and then
fragmented in the mass spectrometer, both the initial mass of the ion and the masses of the resulting fragment ions are recorded.

MS1 spectrum: Mass spectrum of intact (peptide) ions i.e. not fragmented.

MS2 or MS/MS spectrum: Mass spectrum of (peptide) fragment ions generated by tandem mass spectrometry.

Database search algorithm: An algorithm that identifies peptides from tandem mass spectrometry data by matching experimental
MS2 spectra to MS2 spectra generated in silico from a protein database. The algorithm also scores and ranks the best matches for
each MS2 spectrum.

Protein database: Database of protein sequences in FASTA file format used by a database search algorithm.

Peptide-spectrum match (PSM): Match between an MS2 spectrum and a peptide sequence found by a database search algorithm.

False discovery rate (FDR): Proportion of PSMs, peptides or proteins passing selection criteria (e.g. search algorithm score thresh-
old) that are incorrect.

Target-decoy search strategy: A database search strategy to estimate false discovery rates in which the mass spectrometry data is
searched against a database made up of correct protein sequences (targets) and incorrect protein sequences (decoys). Commonly
decoy sequences are generated by reversing the sequences in the target database.

Metagenome-assembled genome (MAG): Genome fragments (contigs) extracted from metagenomic assemblies and combined
into what is thought to be a close representation of an actual individual genome that matches a specific strain/species in the
sequenced sample. Sometimes the product of the initial contig grouping is called a ‘‘bin” and only after various quality checks
for completeness and contamination is the bin then considered a ‘‘MAG” if quality thresholds are met [37].

Genome-resolved metagenomics: A metagenomic processing strategy in which the goal is to extract metagenome-assembled
genomes. At the center of this strategy are binning methods, which group sequenced genome fragments into MAGs based on
characteristics such as tetranucleotide frequency and sequencing coverage.

Matched metagenome database: Protein database that is derived from metagenomic sequencing of samples that match the ones
used for metaproteomics.

Reference protein database: Protein database derived from public repositories such as NCBI or UniProt.

Unmatched metagenome: Protein database derived from previous metagenomics and isolate sequencing efforts of a specific sys-
tem. Sometimes these metagenomes are published as gene catalogs. Examples include the mouse gene catalog [38] or the IGC
[39].

Protein unique peptide: A peptide identified by a database search algorithm that is unique to a single protein sequence in the
database.

Average nucleotide identity (ANI): Ameasure of genome similarity that is commonly used to classify genomes into species [40,41].

Protein group: A group of similar, but not identical, protein sequences that share identified peptides and which cannot be distin-
guished due to the lack of protein unique peptides.

Lowest common ancestor (LCA) : A taxonomy assignment strategy that matches a sequence (raw read, protein, or contig) to a
reference database and assigns the taxonomy of the lowest unambiguous taxonomic rank of similar sequences in the reference
database.
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the cells within microbial communities [5]. For example, a study of
symbiotic marine worms discovered abundant enzymes for the use
of carbon monoxide as an energy source in the symbionts, reveal-
ing the first animal known to be able to use this poisonous gas [6].
Another study identified an increase in the abundances of iron
sequestration enzymes in the microbiota of human preterm infants
with necrotizing enterocolitis (NEC), suggesting an association
between iron homeostasis and NEC [7]. In mouse gut communities,
Patnode et al. found distinct expression of polysaccharide utiliza-
tion loci (PUL) in the presence of different food grade fibers and
showed that these PULs were necessary for the competitive fitness
of specific Bacteroides species in the presence of these fibers [8].
Finally, Li et al. confirmed the assimilation of methanol by
microbes in the plant rhizosphere by first detecting abundant
methanol dehydrogenases and associated oxidation pathways,
then using 13C-labeled methanol to confirm the incorporation of
labeled carbon into proteins of organisms that expressed these
proteins [9].
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The leading technique for identifying and quantifying proteins
in biological samples is called shotgun proteomics [10]. For shot-
gun proteomics proteins are first isolated from samples and then
(sometimes) separated by gel electrophoresis. Isolated proteins
are digested into peptides using trypsin, and these peptides are
separated by liquid chromatography based on physicochemical
properties before analysis in a mass spectrometer. Both intact pep-
tide masses (MS1) and, after fragmentation, the masses of their
fragments (MS2) are measured in the mass spectrometer. This
technique is called tandem mass spectrometry. To identify pro-
teins, a bioinformatics method called database search matches
peptide tandem mass spectra to theoretical spectra derived from
an in silico digested protein database (Fig. 1) [11,12,13,14]. Tens
of thousands of peptides can be analyzed using this method [15–
17]. These peptides can subsequently be used to infer the presence
of thousands of proteins in the sample.

While the shotgun proteomics approaches described above
were originally developed to analyze proteomes of individual
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organisms, they have been adapted in a very similar form for
metaproteomics [1,5,18]. However, metaproteomics comes with
unique challenges not encountered when working with single
organisms including (1) the difficulty of obtaining protein
sequences from the organisms in the often highly diverse microbial
communities and (2) the fact that the presence of homologous
sequences from related organisms can make protein inference
much more difficult [19,20]. Some researchers avoid the protein
inference problem by using a peptide-centric approach, which
skips the protein inference step and infers taxonomy and function
directly from detected peptides by matching the peptide sequences
to peptide sequences generated from public protein sequence ref-
erence databases [21,22]. The peptide-centric approach has the
advantage that it avoids the protein inference step, however, it
comes at the cost of being unable to know which specific proteins
are present in a sample and thus functions and presence of taxo-
nomic groups have to be aggregated at a relatively unspecific level.

In this review, we focus on a protein-centric approach, which
seeks to identify and quantify specific proteins, which are ulti-
mately the biological unit investigated with metaproteomics. The
protein-centric approach, when coupled with a well curated pro-
tein sequence database, is more sensitive and selective for taxo-
nomic and functional annotation than the peptide-centric
approach as key information for the taxonomic and functional clas-
sification of a protein can be accessed [23,24]. This information
includes the genome of origin of the protein sequence [25–26],
which provides information on the taxon of origin and the neigh-
borhood of the expressed gene, which, in prokaryotes, can often
be very informative for deriving protein function [27,28]. Our
intended audiences for this review are (1) proteomics experts
who have not previously worked with microbial communities
and as such may be unfamiliar with some of the additional chal-
lenges involved in database construction for metaproteomics, (2)
microbiologists who are interested in metaproteomics and are
looking for concise guidance on specific elements of the metapro-
teomic process, and (3) metaproteomics experts seeking an over-
view of which database construction strategies have been
developed and validated so far and where further need for devel-
opment and validation still exists. Here we focus on construction
of the protein sequence database, a key element of any metapro-
teomic study. This review is divided into two sections. In the first
section we describe how protein database source and construction
can impact peptide identification, protein inference, and taxo-
nomic assignment. In the second section we provide a decision
making framework for constructing protein databases for metapro-
teomics. For other topics, we refer the reader to articles on the
overall metaproteomic workflow [18,29], and on methodological
considerations for specific components of the metaproteomic
workflow [30–36].
2. Protein database source and construction affects peptide
identification, protein inference, and taxonomic assignment in
metaproteomics

Assigning peptide sequences to tandem mass spectra and infer-
ring proteins depends on the sequence database provided to the
database search algorithm. In this section, we provide an in depth
review of the interconnection of the sequence database with pep-
tide identification and protein inference and how the source of
sequences in the database influences peptide identification and
protein inference. Furthermore we review the current literature
on studies that have sought to evaluate the impact of different
database sources and construction strategies on the quality and
information content of metaproteomic data.
940
2.1. Peptide identification by database search algorithms

To understand the importance of protein sequence databases
for shotgun proteomics it is critical to understand how database
search algorithms work. For a detailed explanation we would like
to refer readers to an excellent article by Marcotte [42]. Briefly,
database search relies on a target protein sequence database to
provide a search space of theoretical MS2 spectra for peptides that
might be in the sample. The algorithm tries to match the experi-
mental peptide MS2 spectra to these theoretical spectra. If a spec-
trum is successfully matched to a peptide, this is referred to as a
peptide-spectrum match (PSM). Database search algorithms score
and rank PSMs based on the similarity of the match between the-
oretical and experimental MS2 spectra. Since the implementation
of the first 1994 algorithm - SEQUEST - many additional algorithms
have been developed with accompanying improvements in the
scoring scheme and search speed [11,43–46]. Metaproteomic stud-
ies tend to have more mass spectra and a larger search space than
single organism studies, making certain search algorithms unable
to handle the data due to time or memory limitations. There are,
however, many database search platforms able to process
metaproteomic data. These platforms include MetaproteomeAna-
lyzer [47], MetaProIQ [48], and Sipros Ensemble [49], which have
been built specifically for metaproteomic data, and more general
proteomics pipelines, such as the open source Crux toolkit [50]
and commercial pipelines such as Thermo Fisher’s Proteome Dis-
coverer and Bioinformatics Solutions’ PEAKS.

After database search, PSMs are filtered to only retain quality
PSMs. Commonly PSMs are filtered based on database search algo-
rithm scores and peptide properties such as length and missed
cleavages to meet a specified false discovery rate (FDR). To calcu-
late the FDR, a decoy database made up of reversed or randomized
sequences from the target database is included in the database
search [51]. The FDR is calculated using a target-decoy competi-
tion, where the top PSM (target or decoy) for a MS2 spectrum is
retained and the FDR is the proportion of total PSMs that are decoy
hits at the used score threshold [51]. Crude FDR filtering using indi-
vidual database search algorithm scores can lead to biased removal
of PSMs with specific properties. This issue has been addressed by
the development of machine learning algorithms, such as Percola-
tor [52] and Sipros Ensemble [49], which consider a large diversity
of scores and peptide properties for FDR-based PSM filtering.
Advice on FDR thresholds is out of scope for this article, but thresh-
olds typically range between one and five percent. PSMs from the
target database whose score passes the FDR threshold are consid-
ered identified and used for protein inference. A problem with the
target-decoy competition for FDR calculation that the literature
has just started to address is that it assumes that there is only
one peptide per MS2 spectrum; however, sometimes the mass
spectrometer co-isolates multiple peptides with similar mass to
charge ratios. The higher complexity of metaproteomics studies
increases the probability of these co-isolation events. Though some
solutions have been suggested [53–55], further discussion is
beyond the scope of this review.

The size and comprehensiveness of the protein database
impacts the number of PSMs that can be identified. The compre-
hensiveness of the database (i.e. how many of the proteins in the
sample are represented as sequences in the database) constrains
the maximum number of peptides that can be detected in a sample
as peptides not present in the database cannot be identified by
database search. Increased database size, especially with regards
to sequences not expected to be present in the sample, increases
the number of high-scoring random hits to both the target and
decoy portion of the database. These high-scoring random hits
are false positives that lead to a tighter score threshold needed
to attain the desired false discovery rate [56,57]. The tighter score
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threshold needed for large databases with unnecessary sequences
leads to the filtering out of true PSMs that would be retained with
score thresholds needed for a smaller, better fitting database. Small
non-comprehensive databases experience a similar problem, when
not handled carefully, as similar sequences (very similar precursor
mass and some shared y- and b-ions) can receive the best score
when the real sequence is absent [58]. Thus, a large database, espe-
cially with many sequences not relevant to the sample, or a small
non-comprehensive database limit the potential for peptide
identifications.

A solution for issues with very large databases that has been
proposed is a two-step or multi-step search approach. In this
approach, searches made with higher (>5%) or no FDR thresholding
are used to generate a protein database restricted to just sequences
that had a match in the initial search against the very large data-
base. Two-step approaches have been shown to increase peptide
identifications when databases are very large [59]; however, the
validity of this kind of approach is debated because it takes advan-
tage of prior information to improve the FDR [32,60,61]. Some
solutions to this problem have been suggested but not fully vali-
dated [58,62].

Automated peptide de novo sequencing fromMS2 spectra repre-
sents an alternative to database search algorithms for obtaining
peptide sequences from mass spectrometry data [63–65]. While
no longer constrained by the database search space for peptide
identification [66], peptide de novo sequencing approaches typi-
cally generate fewer peptides than database search [67], and still
depend on a protein sequence database for protein inference [68]
and subsequent biological interpretation [66]. Thus, de novo pep-
tide sequencing approaches do not overcome the need for high
quality protein sequence databases in metaproteomics.

2.2. Protein inference after database search

Peptides that pass the FDR threshold can be used to infer pro-
teins by mapping identified peptide sequences back to proteins
in the protein database. A challenge with this approach, known
as the protein inference problem, is that some peptides are shared
between protein sequences making it difficult to determine which
protein was the actual source of the peptide and should thus be
identified as present in the sample [20]. Metaproteomics exacer-
bates this problem on two levels. First, metaproteomic samples
often contain many relatively closely related strains/species which
have a partially shared set of homologous proteins. Depending on
the sequence similarity between these homologs, a set of peptides
that can be derived from these proteins will be identical between
multiple strains/species, making them ‘‘non-unique” to a protein
from a specific strain/species. These ‘‘non-unique” peptides can
therefore only be used to determine the presence of a protein,
but not its source species/strain. Second, sequence databases often
contain very similar or identical sequences. This sequence redun-
dancy can either be caused by having multiple identifiers for iden-
tical or highly similar sequences caused by bringing together data
from multiple metagenomic assemblies or public databases, or the
presence of strains/species with very similar sequences in a
sequenced sample. Ultimately, both presence of proteins that yield
identical peptides and sequence database redundancy lead to the
same outcome of protein inference, namely the ambiguous match-
ing of peptides to multiple sequences in the database. While no
perfect approach exists to address the protein inference challenge
in metaproteomics and even for single organisms proteomics,
there are several approaches to limit the impact of protein infer-
ence challenges on metaproteomic data interpretation.

To address the protein inference challenge, several metrics can
be employed to improve confidence in protein identification. The
most critical is filtering of inferred proteins to attain a specific
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FDR cutoff. FDRs on the protein level are estimated with the same
target-decoy approach described above for PSM identification. Dif-
ferent protein inference methods and algorithms use a diversity of
parameters to filter inferred proteins. These parameters can
include the number of peptides matching to a protein [15,69,70],
uniqueness of peptides matching to a protein (unique peptides)
[26,71], and the quality scores or FDR of peptides matching to a
protein [72,73]. In addition to FDR filtering, parsimony methods
are frequently used to group proteins that share peptides, but have
no independent evidence in the form of unique peptides, into pro-
tein groups of shared evidence [74–76]. Thus the detection of pep-
tides unique to a protein sequence critically impacts the
interpretation of identified proteins in metaproteomics [24]. Pro-
teins with unique peptides have the advantage of being unambigu-
ously identified and can be directly linked back to the taxon of
origin if the protein sequence came from a taxonomically classified
genome, whereas protein groups can potentially not be associated
with a specific taxon only with a wider group of taxa. Protein
groups, however, can still provide a clear identification of a partic-
ular protein function. To deal with unnecessary sequence redun-
dancy in databases and to increase the number of identified
unique peptides metaproteomics researchers frequently use a
sequence clustering algorithm, such as CD-HIT [77] or UCLUST
[78], to group highly similar or identical protein sequences, adding
only one representative protein sequence with a single identifier to
the protein sequence database [18]. This approach has been
applied in many studies [7,26,30,70,79] and is discussed in detail
in section 3.3.

2.3. Sources of sequence information to construct protein databases for
metaproteomic studies

In metaproteomics, creating a protein database that is both
comprehensive and not larger than it needs to be is particularly
challenging. In a proteomics study with only one organism, the
associated protein sequence database comes from predicted or
known protein sequences derived from the organism’s genome
[56]. Ideally, this protein database comes from publicly available
and reviewed reference proteomes, such as those found in NCBI
RefSeq [80] or UniProt [81]. In metaproteomics, sequences from
multiple organisms need to be acquired to create a comprehensive
representation of the protein sequences likely to be in the sample.
With the exception of artificially created, fully defined, communi-
ties [8,82] or symbioses with a limited number of highly specific
symbionts [6,83–86], it is often not possible to create this database
by just combining the relevant RefSeq/UniProt reference pro-
teomes or by using previous sequencing initiatives because the
composition of environmental microbial communities cannot be
known in advance without some form of prior sequencing. Even
if the composition of a community is known (e.g. from amplicon
sequencing), genomes for the organisms in the community are
often not available in public databases [87,88,174]. Adding compli-
cation, in many cases, the microbial composition of a system can be
different from sample to sample, as is the case for intestinal micro-
biome samples [89,90]. All this makes assembling the set of
sequences needed for a metaproteomic study a task that requires
careful consideration to obtain and combine the best possible set
of sequences.

In the following we will describe the different types of sources
of sequence information that have been used in the past to create
metaproteomic protein databases.

1. Matched metagenomes: sequences collected from metagen-
omes assembled from a set of samples that match the metapro-
teomic samples [26,70,79]. The main advantage of this
sequence source is that it provides a set of protein sequences
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derived from the genomes of the organisms present in the sam-
ples interrogated by metaproteomics. With extensive process-
ing, these matched metagenomes can be made genome-
resolved by extracting metagenome-assembled genomes
(MAGs) using a variety of binning methods to assign genome
fragments (contigs) from a metagenomic assembly to individual
genomes (see section 3.2) [120–122]. Protein sequences pre-
dicted from MAGs have the advantage that more information
is available for analyses after identification, such as genomic
neighborhood and taxonomic classification by the genome of
origin [7,25,26]. Genome-resolved metagenomics, however,
has the limitation that it has historically required extensive
metagenomics expertise often unavailable to mass spectrome-
try groups. It is also currently infeasible to bin all the sequences
in a metagenome into MAGs, which leads to loss of information
if only binned sequences are used [6]. To save time, the protein
database can also be assembled from genes predicted directly
from raw sequence information [88,94] or unbinned metage-
nomic assemblies [70,79,88]. This comes at the cost of lost tax-
onomic resolution as discussed in section 3.4.

2. Unmatched metagenomes: sequences collected from metage-
nomic data from the same system (e.g., human or mouse gut)
but different samples potentially from different studies and lab-
oratories [48,169], sometimes called gene catalogs [38,39,91].
Use of sequences from unmatched metagenomes is most com-
mon in human microbiome studies where there have already
been massive sequencing efforts [48,169]. The use of results
from these sequencing initiatives for metaproteomics results
in databases of millions of sequences that can make it difficult
to achieve a high number of identifications at a low false discov-
ery rate without a multi-step search strategy [48,59,170]. This
approach also limits the taxonomic resolution to higher levels
(e.g. phylum or genus level) when MAGs are not included
[169–171]. In instances where the community is known to be
the same despite different samples, such as microbial sym-
bioses with highly specific symbionts, this approach can be
equivalent to a matched metagenome [6,83–86].

3. Unrestricted reference databases: this approach uses all of the
sequences from one of the major sequence repositories (e.g.
NCBI RefSeq). Large unrestricted databases have the advantage
of covering a large sequence space; however, they suffer from
not being specific to the sample, leading to the possibility of
false hits [57,102] and low identification numbers [88,92–94]
due to the tight PSM identification scores needed to achieve a
desired FDR with a large database (see section 2.1). Also, public
databases are currently very incomplete with regards to gen-
ome coverage for microbial communities [87,88,174]. As evi-
denced by the fact that 80%-90% of the MAGs in metagenome
projects belong to unnamed species absent from public reposi-
tories [172,173].

4. Restricted reference databases: this approach uses prior
knowledge of the community’s composition to acquire taxo-
nomically relevant reference proteomes. For artificially defined
communities (e.g., germ-free mice inoculated with a set of bac-
terial isolates), this approach is equivalent or better than
matched metagenomes in terms of taxonomic resolution and
completeness because the exact community composition is
known in advance and reference proteomes of the specific
members can be used [8,82]. When the exact community com-
position is not known, an alternative approach is to use results
from a phylogenetic marker gene analysis of the sample, such as
16S rRNA gene sequencing, to identify reference genomes that
correspond most closely to the phylogeny of the marker genes
[88,106]. This approach relies on the relevant reference gen-
omes being present in a public repository, and depends on
strains from the same species, let alone genus, having similar
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gene content. Many strains from the same species, however,
do not have the same gene content as evidenced by studies
on the massive pangenomes of some microbial species such
as Legionella pneumophila [175] and Escherichia coli [176], which
have variable gene content between strains.

We outlined the advantages and disadvantages of these different
sources of sequence information in Table 1. As mentioned in the
above text, there are some specific cases where previous sequence
information or reference databases can provide equivalent or better
sequence information than a matched metagenome. The matched
metagenome, however, is often a critical component, along with
some specific reference genomes for creating a database that is
comprehensive without adding too many extraneous sequences.

2.4. Studies on the effects of protein database construction on
metaproteomic studies

Comparisons of the impact of different database construction
strategies on peptide identification, protein inference, taxonomic
assignment, and functional assignments in metaproteomic studies
are critical for making informed decisions for protein database con-
struction. Several studies have evaluated the effects of protein
database construction on peptide identification, particularly with
regards to source of sequence information. These studies focused
on the number of peptides identified and generally found that pro-
tein databases from matched or unmatched metagenomes yielded
more peptide identifications than protein databases from reference
proteomes [48,88,92–94]. A 2016 article written by Tanca et al.
presents a thorough evaluation of the effects of different database
construction approaches on peptide identification [88]. In that
paper, Tanca et al. compared databases derived from matched
metagenomes to databases derived from UniProt [81]. These Uni-
Prot databases were made up of either all bacteria sequences in
UniProt or were restricted to taxa identified by 16S rRNA gene
sequencing at the family, genus, or species level. Tanca et al. found
that the matched metagenomes yielded more peptides from
human stool samples than any database constructed from UniProt.
They also compared matched and unmatched metagenomes to a
UniProt derived protein database for mouse and human fecal sam-
ples, and found that the matched metagenomes yielded more pep-
tide identifications than unmatched metagenomes. In this
evaluation, Tanca et al. found that the the mouse microbiome
was underrepresented in UniProt and as a result the UniProt data-
base had even fewer peptide identifications for the mice as com-
pared to humans, indicating that reference proteomes may not
be a good source of sequence information for environmental sam-
ples in general.

Furthermore, Tanca et al. evaluated the effects on peptide iden-
tification of databases that combined protein sequences from mul-
tiple sources. They found that combining metagenomes from
multiple human or mouse subjects yielded more peptide identifi-
cations, as long as the matched-metagenome was included. Fur-
thermore, they found that combining all the databases, including
the UniProt one, did not decrease the number of identifications.
This result indicates that missing sequences have a greater impact
on the peptides identified than increased database size. This is in
line with a 2013 study, in which Tanca et al. found that a protein
database made up of genomes sequenced from isolates in a mock
community yielded more peptides than a database derived from
metagenomic sequencing of the mock community [92]. In another
study on arctic ocean samples, May et al. also found that combin-
ing the results from reference database and metagenome derived
protein databases yielded more peptides than metagenome
derived databases alone; however, these databases were not
searched together making this result inadequate for determining



Table 1
Characteristics, advantages and disadvantages of sequence sources for metaproteomic databases.

Matched metagenome Unmatched metagenome Unrestricted reference
database

Restricted database
amplicon sequencing

Restricted database
defined community

Monetary cost Sample type dependent
$100-$2,000/sample or
pooled samples

Free Free $50-$100/sample Free

Time cost (labor &
computation)

Genome-resolved month-
year, otherwise weeks

Days Days Weeks Days

Presence of sequences
representing proteins
not actually in the
sample

Low, sequences are
derived from sample

Medium, sequences are
derived from system but
not specific sample

High, sequences
represent all of
sequenced life

Medium, sequences
are derived from
same taxa as the
sample, but not the
same genomes

Low, exact composition
is known and reference
database is used

Likelihood of sequences
missing

Low to medium,
Dependent on depth of
sequencing and inclusion
of unbinned sequences.

Medium to high,
dependent on similarity
between previously
sequenced samples and
samples measured by
metaproteomics.

Medium to high, even if
relatives of community
members are present in
public repositories, even
closely related strains
differ significantly in
gene content.

Medium to high, even
if representative
genomes for
identified taxa are
available, closely
related strains differ
significantly in gene
content.

None to low

Potential sources for
redundant (highly
similar or identical)
sequences

Artificial: bringing
together sequences from
sequential gene prediction
and multiple assemblies.
Biological: similar genes in
different strains from the
same species or genus.

Artificial: bringing
together sequences from
sequential gene prediction
and multiple assemblies.
Biological: similar genes in
different strains from the
same species or genus.

Artificial: bringing
together sequences from
multiple sources.
Biological: similar genes
in different strains from
the same species or
genus.

Artificial: bringing
together sequences
from multiple
sources. Biological:
similar genes in
different strains from
the same species or
genus.

Biological: similar
genes in different
strains from the same
species or genus.

Taxonomic resolution If genome-resolved
subspecies to species,
otherwise genus to
phylum based on LCA to
reference databases

If genome-resolved
subspecies to species,
otherwise genus to
phylum based on LCA to
reference databases

Genus to phylum based
on LCA of all matches in
the reference databases

Genus to phylum
based on LCA to
reference databases

Subspecies to species

Likelihood of
misidentifying taxa

Low Medium, dependent on
relevance of metagenome
to sample

High, many sequences
missing from database
and many sequences in
the database are not in
the sample

Medium, dependent
on relevance of
selected reference
genomes to actual
genomes in sample

Low
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impact of database size on peptide identification [94]. The results
from May et al., however, do provide some insight on the impact
of database size on peptide identification. The authors found that
thousands of peptides identified in the smaller metagenome-
derived database were missed when searching against the larger
NCBI environmental database despite those peptides being present
in the NCBI database, which shows that increased database size
leads to peptides not being identified. A contrasting result was
obtained by Zhang et al., who found that an unmatched metage-
nomic database made up of millions of sequences from the exten-
sive metagenomic sequencing efforts previously done in humans
yielded more peptide identifications than a matched metagenome
[39,48]. This result could suggest that with enough sequencing
efforts, as has been done in humans, unmatched metagenomes
could be equivalent to a matched metagenome in terms of number
of peptides identified; however, Zhang et al. conducted this com-
parison using a two-step search approach, which blunts the effects
of large protein database size using techniques that have not been
fully validated (see subsection 2.1). Together these studies show
the importance of matched metagenomes for creating complete
protein databases when sequences for proteins in the sample are
not present in public databases. These studies also show that
matched-metagenomes alone do not necessarily provide complete
databases.

One feature that has a major impact on the completeness of
protein databases from matched metagenomes is sequencing
depth. In their 2016 article, Tanca et al. showed that increasing
sequencing depth had a positive linear relationship with the num-
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ber of peptides identified. Sequencing depth in this evaluation was
limited to eighteen megabase pairs (Mbps) per sample. Later in the
study, when comparing matched to unmatched metagenomes in
mice and humans, they sequenced metagenomes that were six
gigabase pairs (Gbps) per sample. These sequencing depths are
not high enough to produce a complete evaluation of the effects
of sequencing depth on peptide identification based on simple cal-
culations (expected number of organisms X average length of an
organism’s genome X desired sequence coverage). For comparison,
assuming an average genome length of 3.8 Mbps [95] and a desired
coverage of 20-fold [96], 7.6 Gbps are needed to obtain good cov-
erage of a 100 species community. As such, further evaluations of
sufficient depth are needed to find how much sequencing is really
needed to generate a protein database using matched metagen-
omes that cover all detectable proteins in metaproteomic samples.

How protein sequences are predicted from a metagenome and
whether they are predicted from raw reads or assembled contigs
also impacts the completeness of a metagenome derived protein
database, and as a result, how many peptides can be identified
by database search. Proteins can be predicted from raw reads or
contigs using brute-force six-frame translations or dedicated gene
prediction softwares [88]. Six-frame translations extract all possi-
ble open reading frames (ORFs) above a certain length cutoff from
a contiguous DNA sequence even if the ORFs overlap. Gene predic-
tion softwares use models of prokaryotic genes to predict non-
overlapping ORFs likely corresponding to true genes [97]. In their
2016 article, Tanca et al. found that six-frame translation yielded
fewer peptides than gene predictions on both assembled contigs



Fig. 2. Decision tree reflecting the steps to take when constructing a protein
sequence database for metaproteomics. We define a synthetic community as one
that is designed by the researcher (e.g. defined communities, mock communities,
gnotobiotic systems). We define a natural community as a community taken from
the environment (e.g. soil, fecal, ocean).
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and raw reads, and gene predictions from raw reads yielded
slightly more peptides than gene predictions from contigs [88].
In contrast, significantly more peptides were assigned a functional
annotation when genes were predicted from contigs instead of raw
reads. May et al. identified substantially more peptides when
predicting genes on raw reads versus contigs, but more peptides
were identified in total when combining the two approaches
[94]. The effect of raw reads or contigs on taxonomic assignment
was inconclusive and neither of these approaches looked at the
effects of these database construction approaches on protein infer-
ence nor the effect of protein inference on functional annotation.
Our assumption would be that protein inference and gene predic-
tions on contigs would yield better functional annotations since
length or completeness of a predicted gene has been shown to
yield more sensitive and accurate annotations [23,98–100]. Addi-
tionally, none of the evaluations mentioned in this paragraph pro-
cessed their assembled metagenomes into MAGs, thus they were
not able to evaluate whether MAGs improved taxonomic assign-
ment or functional annotations. Benefits such as improved taxo-
nomic classification, assignment of complete pathways to
individual organisms, and the ability to analyze genes in their
genomic context have led to MAGs being a critical component of
the many studies that have investigated function with metapro-
teomics at the species and genome level [6,7,9,25,26,90,101].
Therefore, the use of genome-resolved metagenomes in metapro-
teomics databases deserves more careful future evaluations.

The studies described in this section provide insight into the
effect of database size and completeness on the number of pep-
tides identified, but offer only limited information on the effects
of protein database construction on protein inference, taxonomic
resolution and accuracy, functional assignment and interpretation,
and whether low FDR peptides are actually being identified accu-
rately. More evaluations are needed, especially in light of an article
by Timmins-Schiffman et al., which showed that protein databases
generated from assembled metagenomes versus reference
databases yielded very different taxonomic compositions and func-
tional results [102]. These different taxonomic compositions were
observable even at the phylum level, and the 10 functions that
changed the most varied depending on the database used.
Timmins-Schiffman et al. suggested that metagenome derived
databases were likely the safer option based on these results, but
they did not further evaluate if the metagenome was indeed the
most accurate database in this study. In their 2013 study, Tanca
et al. showed that assembled (but not genome-resolved) matched
metagenomes had lower mismatches at the species level than pro-
tein databases made up of all bacteria, fungi, and viruses in UniProt
or NCBI, when evaluating taxonomy of a mock community of
known composition [92]. Since this study was not genome-
resolved, taxonomy was assigned separately to individual peptides
using the UniPept [21] or MEGAN [103] softwares, which use LCA
methods to identify a consensus taxonomy based on matching the
sequences to taxonomically classified sequences in UniProt or
NCBI. This leads to somewhat circular logic as the taxonomy is
being evaluated using the databases to which peptides are com-
pared to in the analysis. Further evaluations are needed to investi-
gate the accuracy of species level assignments independent of
these reference databases. This sort of evaluation would need to
be done in the context of MAGs as discussed in the previous para-
graph. Beyond taxonomic accuracy, the impact of different protein
database construction strategies on FDR estimation of peptides and
proteins still needs to be studied. Since FDR is just an estimation of
peptide or protein identification accuracy, the actual accuracy
needs to be evaluated empirically. Kumar et al. provide some
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insight into how to do this by including a set of sequences known
to not be in the sample in the target database (an entrapment data-
base) [62]. They then evaluated the number of identifications after
database search that were from the entrapment database to esti-
mate FDR calculation accuracy in their evaluation of multi-step
search methods. An alternative approach could be to use spiked-
in peptides or proteins in various quantities to create a population
of peptides known to be in the sample. Spiked-in peptides are a
form of ground truth typically used in the evaluation of proteomic
quantification methods [104]. By spiking peptides into some sam-
ples, but not into others, spiked-in peptides could be used as a way
to evaluate whether peptides known to be in the sample or absent
from the sample are being detected by database search. Finally,
studies are also needed to evaluate the effect of database construc-
tion on peptide and protein identification beyond just source of
sequence information. For example, evaluations on the effect of
sequencing depth and removal of sequence redundancy on peptide
identification and particularly protein inference are still needed.
Despite these limitations, the information above can be used to
inform the construction of a protein database based on the current
standards of the field, which we explore in section 3.

3. Considerations and best practice suggestions for constructing
a metaproteomics protein database

The information provided in section 2 can guide decision mak-
ing for constructing a metaproteomic protein database. A well-
constructed database has three main elements: (1) comprehensive
sequence coverage while minimizing irrelevant sequences (cov-
ered in subsections 3.1 and 3.2), (2) a link to the genome of origin
for each protein sequence when possible (covered in 3.2 and 3.4),
and (3) curation of redundant sequences to facilitate unambiguous
protein inference and annotation (covered in 3.3 and 3.4). In Fig. 2
we provide a decision tree that divides database construction into
these four main steps: (1) community assessment, (2) sequence
acquisition, (3) database construction, and (4) annotation. We dis-
cuss these steps in detail in the following subsections. In addition
to the steps represented in the decision tree, we provide an addi-
tional section that discusses functional annotation of the protein
database (section 3.5).

3.1. Assessing the community prior to protein database construction

The first step of any metaproteomics study should be to deter-
mine the composition of the studied microbial community to cre-
ate a protein database. In most cases this can be done using prior
literature, amplicon sequencing [105,108,109] or metagenomic
sequencing [7,107,108]. In specific cases, the exact composition
of a microbial community in a sample is known as in the case of
constructed, fully defined communities [8,82] or well-
characterized highly specific symbioses [6,83–86]. Often, however,
the exact community composition is unknown, as discussed in sec-
tion 2.3. In these cases, sequencing the samples can provide insight
into the steps that need to be taken. Though not typically done, it
can be beneficial to conduct a preliminary amplicon sequencing
analysis, prior to shotgun metagenomic sequencing. Amplicon
sequencing results can be analyzed using robust analysis platforms
such as mothur [177] or QIIME2 [178]. In contrast to metapro-
teomics, which allows the analysis of proteins from all domains
of life in a single analysis, determining microbial community com-
position with amplicon sequencing may require separate analysis
of multiple different marker genes to obtain a comprehensive over-
view of community composition (e.g. 16S rRNA gene for Archaea
and Bacteria, and 18S rRNA gene and Internal Transcribed Spacer
(ITS) for various eukaryotes) [109]. These preliminary analyses
can provide insight into the availability of genomes from commu-
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nity members in public repositories, if and how much metage-
nomic sequencing is needed, and metagenomic processing steps
needed to cover the community (see section 3.2).

3.2. Acquiring sequences for protein database construction

Once the community in the samples in question has been
assessed, the next step is to gather protein sequences that cover
all sequences of proteins potentially present in the samples. If
the microbial community composition is known in advance and
genomes of specific strains are publically available, these microbial
protein sequences can be acquired by going to the source and
downloading them. In the case of a defined/synthetic community
with reference genomes, this involves going to RefSeq or UniProt
and downloading the relevant FASTA files for the reference pro-
teomes of the strains in question. If genomes are not available in
reference repositories, this involves acquiring the sequences from
sources found through the data accessibility statement of previous
manuscripts [6] or by sequencing the isolates making up the
defined community [92]. Please note that we suggest only collect-
ing reference protein sequences from public repositories if you can
be certain that they correspond to the strains in your samples. We
do not recommend the use of genomes from relatives based on
phylogenetic marker gene analysis as gene content of even closely
related strains can differ widely (see section 2.3).

In addition to microbial sequences, additional sequences of pro-
teins that may be in the sample need to be gathered, for example,
host sequences for host-associated microbiomes, culture media
components, dietary components if working with gut micro-
biomes, and common laboratory contaminants [6,26,79]. The cRAP
database provides many of the common contaminants found in
proteomics studies [179]. In the case of studies on host-
associated microbiomes, such as from humans, mice, or Arabidop-
sis, complete protein sequence sets (reference proteomes) can be
acquired from UniProt’s reference proteomes [81].

In most cases protein sequences for the studied microbial com-
munity are not available from repositories and then metagenomic
and sometimes metatranscriptomic sequencing is the most
straightforward way to obtain sequences for metaproteomics. The
first decisions to make when starting a metagenomic study are
the sequencing technology to use and the sequencing depth to
aim for. Currently most of the tools for analyzing shotgun metage-
nomic data are built to use paired-end reads from Illumina sequen-
cers and how much sequencing is needed can be calculated based
on the assessment of microbial community composition suggested
in section 3.1 (See section 2.4 for details on how this could be cal-
culated). After DNA extraction, library preparation and sequencing
of the samples can be done at a core sequencing facility or commer-
cial service provider. Once raw sequence data are provided by the
sequencing facility, publicly available tools that are relatively easy
to install and have good documentation can be used to acquire a
comprehensive set of predicted protein sequences, many of which
come from MAGs. These tools can be used in individual steps as
detailed below or as easily installable bundled workflows such as
Anvi’o [110], MetaWRAP [111], and ATLAS [112].

1. Decontamination: sequencing reads are quality checked and
trimmed for adapters and low quality regions if necessary. This
can be done automatically using, for example, Trim Galore
[113]. Additionally, undesired contaminating sequences, such
as host derived sequences and the Illumina control spike-in
PhiX, can also be removed using an aligner, such as BBMap in
the BBtools suite [114], BWA [115], or Bowtie [116].

2. Assembly: metagenome-specific assemblers extend short read
sequences into contigs using iterative de Bruijn graph assembly.
Generally, metaSPAdes [117] generates the most accurate
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assemblies , while MEGAHIT [118] generates reasonably good
assemblies but has the advantage that it is an order of magni-
tude more efficient in terms of time and memory usage [119].
MEGAHIT also has the ability to assemble reads from multiple
samples in tandem to form a consensus assembly (co-
assembly) between all the samples in a study.

3. Contig binning: To obtain genome-resolved metagenomes,
contigs are grouped into bins using so-called binning
approaches. Binning approaches use contig-intrinsic informa-
tion such as read coverage in several samples (differential cov-
erage) and tetranucleotide frequencies. These binning
approaches are implemented in automated software tools such
as the frequently used CONCOCT [122], MetaBat2 [121], and
MaxBin [120]. Performance of the different binning approaches
is sample specific and can be empirically evaluated with tools
like DASTool [123] and MetaWRAP [111].

4. Evaluation of bin quality to determine which bins can be
considered metagenome-assembled genomes: the most com-
mon approach for evaluating if a bin potentially corresponds to
a partial or complete genome is the assessment of single copy
gene content of bins [124,125]. Essentially a list of genes that
have been empirically shown to be present as a single copy in
genomes of specific phylogenetic groups is used to taxonomi-
cally classify bins at a higher taxonomic level and to evaluate
the percent completion and contamination (redundancy) of
each bin. The tools Anvi’o, BUSCO, and CheckM produce this
evaluation automatically [110,124,125]. Other metrics, such as
number of tRNAs and the presence of rRNA genes can also be
used to evaluate MAG quality, as well as general assembly qual-
ity metrics, such as N50 and circularity [37,107]. There are addi-
tional steps that can be taken to improve bin quality, such as
manual curation and re-assembly [107], facilitated by tools
such as Anvio and MetaWRAP [110, 111]. For a good review
on generating high quality MAGs see [107]. The specific com-
pleteness and contamination levels for when a bin can be con-
sidered a MAG vary in the literature. Generally, following the
recommendations set forth by the Genomic Standards Consor-
tium (GSC) is recommended for any MAGs that will be submit-
ted to a public repository, such as the NCBI databases [37,126].
These recommendations include a > 50% completion and < 10%
contamination cutoff for MAGs to be considered medium qual-
ity genomes [37]. It’s still not clear, however, if these cutoffs are
ideal for the construction of protein databases for metapro-
teomics, as there can still be useful information about gene
neighborhoods and a protein’s organism of origin for organisms
whose genome could not be assembled into a medium quality
MAG. Further evaluations are needed to investigate the impacts
of different MAG quality thresholds on protein database con-
struction from MAGs, as discussed in section 2.4. It is possible
that there will not be one hard set of rules, as these cutoffs
may end up being system or study specific.

5. Organizing MAGs into species and subspecies groups: once a
set of acceptable MAGs has been selected, they can be grouped
into species and subspecies groups by average nucleotide iden-
tity (ANI), with tools such as dRep [7,127]. The genomic delim-
iter of bacterial species has been shown to be 95% ANI [40,41].
Higher ANI thresholds, such as 98% have been used to delineate
subspecies groupings [7]. dRep outputs the highest quality
MAG, by single copy gene metrics, for an ANI group as a repre-
sentative genome. dRep also outputs a table containing the
information about which MAGs were grouped by ANI.

6. Gene annotation: after a set of MAGs has been selected,
prokaryotic gene calling algorithms can be used to predict
genes on binned and unbinned contigs. Many metagenomic
studies set a contig length cutoff of 1000 bp to reduce the num-
ber of predicted genes that are fragmented, but it can be bene-
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ficial to use a lower cutoff for a metaproteomic protein database
in order to not lose potentially identifiable peptide sequences.
Prodigal [97] and MetaGeneMark [128] are common gene anno-
tators used in metagenomics and both softwares output trans-
lated amino acid sequences for the predicted genes. Many
bioinformatics tools for processing and analyzing metagenomic
data or providing functional annotation to genes use Prodigal
for gene prediction (more details in section 3.5)
[125,127,129–132].

The above steps favor the detection of bacterial and archeal
genes and MAGs. If assessment of the community, as described
in section 3.1, indicates the substantial presence of one or more
eukaryotic organisms in the community that has no or low quality
public data, then additional steps need to be taken to acquire those
protein sequences. Eukaryotic contigs will often be present in the
unbinned fraction of a metagenomic assembly, and gene calls from
a prokaryotic gene caller, like Prodigal, can still be used to identify
eukaryotic proteins as was done with green algae by Kleiner et al.
[24]. These gene predictions are, however, often highly fragmented
and incomplete due to the presence of introns in the genes of many
eukaryotes, nevertheless they can potentially be classified as
eukaryotic using an LCA approach as described later in section
3.4. To acquire better gene annotations for eukaryotes there are
two options: (1) use de novo assembled transcripts from RNA-seq
to identify eukaryotic transcripts and predict their complete
encoded protein sequences as was done for crustacean [133] and
gutless worm hosts [134], or (2) retrieve eukaryotic contigs from
the metagenome and apply eukaryotic specific gene prediction
algorithms. A workflow for retrieving eukaryotic contigs using
machine learning, and applying binning methods to assemble
eukaryotic MAGs, was proposed by West et al. and benchmarked
using a variety of data sets [135]. West et al. further used this
approach to identify proteins of the yeast Candida in preterm
infants using metaproteomics [101]. The BUSCO tool can be used
to classify bins as eukaryotic, bacterial, or archaeal, and provides
gene predictions and completion versus contamination metrics
for those bins [124]. None of the approaches described here to
obtain eukaryotic protein sequences are ideal either in terms of
quality in the case of Prodigal gene predictions, or labor in the case
of the West et al. approach; however, they represent the current
state of the field for acquisition of eukaryotic protein sequences
for metaproteomics.

In summary, assessment of community composition in advance
provides a powerful framework with which to select the sources of
sequence information needed for a metaproteomics study,
whether it be reference proteomes for known communities or
metagenomic/metatranscriptomic sequences for understudied
communities.

3.3. Assembling and curating the protein database

After acquiring the protein sequences the next step is to assem-
ble the database. For this, all sequences from different sources (in
FASTA format) acquired in the sequence acquisition step need to be
combined into a single database. A simple linux utility like ‘‘cat”
can be used for simply combining all fasta files. Sometimes simply
combining fasta files is not the best mode of action, for example,
when the same sequence may be present multiple times in the var-
ious sequence sources used. In these cases sequences can be com-
bined in a stepwise fashion considering their annotation quality
(see below). The next step after combining sequences is to remove
redundant sequences, i.e. highly similar or identical sequences that
have different identifiers (accession numbers). This can be done by
clustering sequences based on amino acid identity (percentage of
amino acids that match between sequences) with algorithms, such
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as UCLUST [78] or CD-HIT [77], which in addition to a FASTA file
with representative sequences also provide an output file that
specifies which sequences were clustered together.

For sequence clustering the choice of the identity threshold at
which sequences are clustered is critical. Various studies have used
sequence identity thresholds for clustering that range from 90 to
100 percent amino acid identity [7,18,26,70,79,86]. Lower identity
thresholds will result in smaller databases and allow for a greater
number of possible unique peptides at the price of losing peptide
sequences that are distinct between similar protein sequences, as
well as the ability to differentiate proteins from very closely
related organisms. Higher identity thresholds allow for better spe-
cies and subspecies level resolution by retaining more similar
sequences, at the cost of increased database size and identification
of proteins without unique peptides. The optimal clustering
threshold needs to be determined specifically for each study and
sample type, for example, by searching a subset of the data against
databases with different clustering levels and then evaluating
quality metrics such as number of protein unique peptides identi-
fied, number of unambiguously identified proteins, and percentage
of proteins traceable to a specific species or subspecies group.

If sequences from multiple sources are used and some sources
have more useful information associated with them, such as being
derived from taxonomically classified MAGs or reference pro-
teomes, it can be beneficial to cluster sequences in a way that will
preferentially retain the better annotated sequences as the repre-
sentative sequence of a cluster. This was, for example, done in a
study by Kleiner et al. when combining protein sequences from
MAGs and unbinned contigs [6]. Kleiner et al. preferentially
retained the well annotated sequences from the MAGs and only
added sequences from unbinned contigs if no similar sequence
from a MAG was available. For this, the authors used CD-HIT-2D,
an extension of CD-HIT, which allows users to compare databases
and output sequences that are unique to one of the databases.
Specifically after combining and clustering the well annotated
sequences with CD-HIT, the authors compared the sequences from
unbinned contigs against this initial ‘‘higher-quality” database
using CD-HIT-2D and then added sequences absent from the
‘‘higher-quality” database to the final database.This approach will
maximize unambiguous identification of protein sequences, while
favoring better annotated sequences.

3.4. Annotating the protein database with taxonomic information

Once the protein database has been assembled, the database
needs to be annotated with functional and taxonomic information.
Taxonomy can be assigned to the protein sequences that make up a
metaproteomic protein database based on their genome of origin
or through a consensus taxonomy acquired from similarity
searches against reference databases (i.e. LCA). For proteins that
originate from a genomic unit (i.e., acquired from strain specific
reference proteomes or MAGs), the most straightforward course
of action is to assign the taxonomy of the genome. Proteins
acquired from a strain-specific reference proteome can simply be
assigned the species of that reference proteome; however, proteins
acquired from MAGs require the MAG to be taxonomically classi-
fied. For MAGs, if the species has already been discovered and
has a representative in a reference database, the MAG’s species
can be assigned by matching with an ANI of 95% or greater to its
representatives in a reference database. If the species of the MAG
does not have a representative genome in a reference database,
then the lowest possible taxonomy can be predicted using the con-
sensus taxonomy from similarity searches of all the genes in the
genome, as done by BAT [136], or by using phylogenomic methods
to place the genome in a tree of life. GTDB-Tk does the ANI and
phylogenetic comparison automatically for bacterial and archaeal
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MAGs based on the Genome Taxonomy Database [129]. The Gen-
ome Taxonomy Database is built from genomes of sufficient qual-
ity in NCBI’s genbank along with some additional MAGs
[129,137,138]. While MAGs that do not have a representative in
a reference database cannot be assigned a species name, proteins
from these MAGs can still be traced to an unnamed species using
the species and subspecies groupings described in section 3.2. This
unnamed species can be assigned a unique identifier for the study,
which can then be used in the submission of the MAG to NCBI.
Since proteins are often gathered from multiple sources and clus-
tered to remove redundancy, as discussed in section 3.3, the taxo-
nomic origin of all the sequences that make up a cluster should be
considered when assigning taxonomy based on the genome of ori-
gin. Based on our experience, we suggest doing this as follows. If all
protein sequences in a cluster come from genomes of the same
subspecies or species (see section 3.2), then that species or sub-
species can be assigned to the representative sequence of the clus-
ter. If there are protein sequences in a cluster that come from
genomes that are not the same species, then the representative
protein could be labeled as multi-species, while retaining informa-
tion about all the possible origin species. If none of the sequences
that make up a cluster can be linked to a genome then the taxon-
omy can be determined using LCA approaches as described in the
next paragraph. For proteins that can be traced to a specific species,
a predefined species code can be added to the identifier of the pro-
tein to facilitate interpretation of the data once the metaproteomic
data has been processed, as described here [24].

For proteins that do not retain their genome of origin, for exam-
ple, unbinned contigs in a metagenome, unbinned gene catalogs
built from previous metagenomic studies [38,39], or from a general
download of one of the major reference databases like UniProt, tax-
onomy can only be acquired by doing similarity searches against
reference databases using LCA algorithms. If proteins come from
an unbinned contig with multiple genes, then the consensus taxon-
omy of all the genes in the contig can be used. This is done auto-
matically by the algorithm CAT [136]. If proteins are independent
singletons, they can be assigned a taxonomy using a standard
metagenomic LCA method, such as those provided by MEGAN
[103], Kaiju [139], Centrifuge [140], or Kraken2 [141]. For LCA
approaches, if a sequence similar (>95% identity) to the protein
in question is not present in any of the genomes present in a public
reference database, then it is impossible to assign a species specific
taxonomy.

3.5. Annotating the protein database with functional information

To assign putative functions to protein sequences, they are com-
pared to sequences or profiles/models of sequence groups in public
reference databases of protein function, for example eggNOG [142],
KEGG [143], UniProt [81], InterPro [144], MEROPS [145], MetaCyc
[146], and CAZy [147], among others. The KEGG and MetaCyc
databases are mostly focused on enzymes though they do provide
information about other cellular processes, such as transporters.
Other databases such as eggNOG, UniProt, and InterPro are more
comprehensive, including information for many cellular processes.
In addition to these more general databases there are specialized
databases such as MEROPS and CAZy that focus on peptidases and
carbohydrate active enzymes, respectively. The quality of the
functional annotations in these databases, and their link to the
metaproteomic protein database, plays a major role in determining
functional output of anymetaproteomics study. An example of high
quality annotations would be the reviewed fraction of the UniProt
database (Swiss-Prot) as compared to the computationally gener-
ated unreviewed fraction [81]. Functional information from these
databases comes in the form of functional descriptions found in
the header of protein sequences in FASTA files or in tables provided
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by these databases, and in the form of functional classification
systems. These functional classification systems can be general,
such as Gene Ontology terms (GO) [148]; based on protein families,
like eggNOG [142], COG [149], or KEGG ORTHOLOGY (KO) [143]; or
more focused on specific metabolism, like the enzyme commission
(EC) numbers [150], Transporter Classification (TC) [151], or
Carbohydrate-Active enZYmes (CAZy) [147].

Several tools provide automated functional annotation of
protein sequences with the above classifications. Evaluating these
tools is outside of the scope of this review, but several studies have
been conducted that provide some insight [152–154]. There are full-
service genome annotation tools, such as RAST [155], Prokka [130],
DRAM [131] , andMetaErg [132], that work on contigs and genomes
predicting genes and their functions in tandem. These tools also pre-
dict other non-protein coding genetic features, such as tRNAs and
rRNAs. RAST and Prokka are older softwares, originally developed
for single prokaryotic genomes, and are limited to functional
descriptions and EC numbers, while DRAM, andMetaErgweremore
recently developed for unbinnedmetagenome andMAG annotation
and provide a wide array of functional classifications. Web-based
tools such as RAST have the advantage of providing easy access to
visualizations of the gene neighborhood of all the genes predicted
on a contig, providing insight into the potential function of
unknown proteins and easy comparison with other genomes.

If the protein database has already been compiled, but more
functional annotations are needed, other annotation tools can be
used to annotate protein sequences directly, such as eggNOG-
mapper [152], InterProScan [156], dbCAN2 [157] and GhostKOALA
[158]. These tools can be run on a curated protein database or on
only the protein sequences that have been identified, saving com-
putational time. InterProScan and eggNOG-mapper provide a wide
array of functional annotation information, while dbCAN2 and
GhostKOALA are more specialized, focusing on CAZy enzymes
and KO terms, respectively. In the end, the choice of annotation
tool depends on the desired functional outcomes of any given
metaproteomic study.

4. Perspectives and concluding remarks

Construction of the protein sequence database plays a critical
role in the outcome of any metaproteomics study. In this review,
we have provided a comprehensive overview of the effects of pro-
tein databases on peptide identification and protein inference, as
well as their subsequent taxonomic and functional interpretation.
Existing evidence indicates that peptides and proteins are best
identified, and taxonomically classified, when the database is com-
plete and has minimal extraneous sequences, which is usually best
accomplished through sequencing sample-matched metagenomes
or comprehensive prior sequencing of a specific system. For contin-
ued improvement of protein sequence databases, future evalua-
tions should focus on how different metagenomic processing
methods used for protein database construction affect peptide
identification numbers, peptide identification accuracy, and taxo-
nomic accuracy (e.g. discussed in 2.4). For example, one option in
database generation that has not been evaluated is if and how
combining metagenomes from multiple samples impacts peptide
identification numbers and accuracy i.e. will having sample speci-
fic databases or databases that combine all metagenomes for the
whole experiment be better. Improving the accuracy of peptide
and protein identifications in the context of multi-step search
strategies, such as two-step searches [59], is also needed because
their validity has recently been put into question [62], and they
are needed for the identification of peptides and proteins using
the massive databases from previous sequencing initiatives [48].

As large genome-resolved gene catalogs become available for
more biological systems, such as mice [159], it will become all
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the more critical to evaluate the utility of these databases for
metaproteomic studies and to develop better database reduction
strategies. We still do not fully understand if distinct construction
strategies produce databases that perform differently on biological
systems of variable complexity since the most thorough evalua-
tions described in this paper were done only on mice and human
gut samples [88]. Community efforts such as the Metaproteomics
Initiative [160], which, for example, recently carried out an inter-
laboratory comparison of metaproteomic workflows [19], may rep-
resent an excellent mechanism to evaluate the impact of database
construction approaches on metaproteomics.

Emerging technologies in the realms of DNA sequencing, pep-
tide mass spectrometry and novel protein measurement
approaches will likely impact protein database construction for
metaproteomics. With regards to DNA sequencing technologies,
long-read sequencing technologies, such as Oxford Nanopore
[161] and PacBio [162], as well as sequencing technologies that
connect DNA reads based on their cell of origin, such as Hi-C
sequencing [163], provide avenues for obtaining higher quality
MAGs with better taxonomic resolution. With regards to protein
identification, new technologies, such as ion mobility spectrometry
TOF mass spectrometers [164], data-independent acquisition (DIA)
[165], or actual sequencing of proteins independent of mass spec-
trometry using nanoPores [166] provide new avenues to improve
metaproteomic depth, quantification and protein inference. These
technologies are likely to change how protein databases affect
the outcome of a metaproteomic study. In the case of the newmass
spectrometry technologies, however, recent publications indicate
that identification of proteins using these technologies will follow
similar principles with regards to spectral matching and FDR calcu-
lations as database search [167,168], indicating that many of the
principles described in this review will still apply. In the case of
protein sequencing technologies, protein databases will likely no
longer be needed for the identification of proteins; however, pro-
tein databases will still be important for taxonomic and functional
classification. Therefore, at least for the foreseeable future, protein
database construction remains critical for investigating molecular
phenotypes of microbial communities.
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