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Abstract

Decades of research have led to several competing theories regarding the neural contributors 

to impaired reading. But how can we know which theory (or theories) identifies the types of 

markers that indeed differentiate between individuals with reading disabilities (RD) and their 

typically developing (TD) peers? To answer this question, we propose a new analytical tool for 

theory evaluation and comparison, grounded in the Bayesian latent-mixture modeling framework. 

We start by constructing a series of latent-mixture classification models, each reflecting one 

existing theoretical claim regarding the neurofunctional markers of RD (highlighting network

level differences in either mean activation, inter-subject heterogeneity, inter-region variability, 

or connectivity). Then, we run each model on fMRI data alone (i.e., while models are blind 

to participants’ behavioral status), which enables us to interpret the fit between a model’s 

classification of participants and their behavioral (known) RD/TD status as an estimate of its 

explanatory power. Results from n=127 adolescents and young adults (RD: n=59; TD: n=68) 

show that models based on network-level differences in mean activation and heterogeneity failed 

to differentiate between TD and RD individuals. In contrast, classifications based on variability 

and connectivity were significantly associated with participants’ behavioral status. These findings 

suggest that differences in inter-region variability and connectivity may be better network-level 

markers of RD than mean activation or heterogeneity (at least in some populations and tasks). 

More broadly, the results demonstrate the promise of latent-mixture modeling as a theory-driven 

tool for evaluating different theoretical claims regarding neural contributors to language disorders 

and other cognitive traits.
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1. Introduction

Reading disability (RD) is the most common neurodevelopmental disorder, with an 

estimated prevalence of 10-15% of children (Fletcher et al., 2007; Lyon, 1995). It is a 

life-long disorder, with detrimental effects lasting into adolescence and adulthood (Bruck, 

1992; Shaywitz et al., 1999, 2003). Neuroscientists have long been interested in the 

neurofunctional markers of poor reading. Works comparing the brain activity during reading 

of participants with RD to typically developing (TD) readers can be traced back to early 

studies using EEG (Colon et al., 1979; Sklar et al., 1972), a line of work that became 

more prevalent with the advent of hemodynamic tools in the 1990′s (Rumsey et al., 1992; 

Salmelin et al., 1996; Shaywitz et al., 1998). Since then, a large and constantly growing 

number of studies followed up on these earlier observations with the aim of unveiling the 

neural contributors to impaired reading.1

There is no doubt that the increase in the amount of functional neuroimaging data on 

reading disabilities is laudable. Among other advantages, a large amount of data enables 

data accumulation across studies and highly powered meta-analyses (e.g. Paulesu et al., 

2014; Richlan et al., 2009). Yet a large number of studies also brings a unique challenge: 

Decades of research resulted in numerous observations of differences between individuals 

with RD and their TD counterparts, leading to several different theoretical claims regarding 

the neural markers of impaired reading. Yet, there are reasons to believe that some of these 

observations may not be replicable, and consequently that the theories that were construed 

based on them have limited explanatory power. This is because a large number of studies 

increases the risk that at least some observations reflect Type-I errors (a problem that is 

further exacerbated by multiple comparisons per study, e.g., Lindquist and Gelman, 2009, 

and flexibility in analytical practices, e.g. Botvinik-Nezer et al., 2020; Hong et al., 2019).2 

Moreover, the generally limited sample sizes in neuroimaging studies means that many 

positive findings might not reflect true effects (e.g., Button et al., 2013; Szucs and Ioannidis, 

2017). How can we then identify from all reported observations, and from the theories that 

were built in light of these findings, the markers that indeed differentiate between readers 

with and without RD?

The aim of the current paper is to provide a formal framework that directly evaluates 

the predictive power of different theoretical claims regarding neurofunctional markers. 

In a nutshell, we do so by adopting a Bayesian latent-mixture approach, a sub-type of 

generative modeling where classification models are constructed in a theory-driven manner 

1In fact, a Web of Science search with the keywords “fMRI” AND (“dyslexia” OR “reading disability”) on publications from 1996 to 
2019 shows that the average number of publications per year grew from 4.0 in 1996-2000, to 37.2 in 2015-2019.
2To clarify, we do not claim that all reasons behind the limited replicability in the field are statistical in nature. Other relevant factors 
include variability in design, diagnostic criterion, and potentially, the studied language.
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(see details below). Here we adapt the latent-mixture modeling approach to build a series 

of classification models, each reflecting one theoretical claim regarding the markers that 

distinguish between individuals with and without RD in functional magnetic resonance 

imaging (fMRI) data of reading. That is, each of the models we build “translates” a 

theoretical claim regarding neurofunctional markers of RD into an explicit and formal 

generative model: By ’explicit’ we mean a model where all assumptions are clearly stated, 

and by ’generative’ we mean a model that specifies and estimates a set of latent parameters 

that presumably gave rise to the observed data. Then, each model is fitted to fMRI data from 

different individuals (some with and some without RD), while being blind to individuals’ 

actual (i.e., behavioral) RD status. This procedure results in a group classification parameter 

for each individual, reflecting the model’s certainty in classifying a person into the RD 

vs. TD group. We then compare the group classification parameter estimated by each 

model to the actual group classification of each participant, to examine which model(s) 

produces group classification (based on fMRI data only) that fits participants’ actual group 

membership. This enables us to draw conclusions regarding the explanatory power (or lack 

thereof) of the different theoretical claims that each of these models represents.

Before diving into details, we wish to emphasize from the onset the major differences - as 

well as commonalities - between our approach and standard analytical frameworks. The vast 

majority of functional neuroimaging studies are set to test a specific hypothesis or theory, 

most commonly using univariate statistics (e.g., is activation in region X different between 

individuals with and without RD?). The univariate approach differs from our framework in 

two major aspects. First, univariate analysis is meant to test a single a priori hypothesis, 

and is therefore not suited for evaluating and contrasting multiple competing theories. In 

contrast, in our use of the latent-mixture modeling framework we evaluate and compare 

the predictive power of different theories. The second difference is that univariate statistics 

are more powerful when examining predictions that are confined to specific regions or a 

small number of regions (or else a correction for multiple corrections is needed, resulting in 

reduced power). The latent-mixture models we use, however, is particularly geared towards 

examining network-level (rather than region-specific) markers.

Other approaches to neurofunctional data analysis are multivariate and data-driven, 

including in particular Machine Learning algorithms (see Hoeft et al., 2011; Tamboer et 

al., 2016 for applications in the context of RD). What is shared between these data-driven 

approaches and our latent-mixture approach is that both focus on network-level differences. 

Indeed, we apply the latent-mixture approach to test claims about brain activity across wide 

networks, or even the whole brain (but see General Discussion for suggested extensions to 

examine specific regions-of-interests, ROIs). Crucially, the central difference between our 

approach and Machine Learning and other data-driven approaches (e.g., Connectome-based 

predictive analysis, Shen et al., 2017) are that the approaches from the latter class are 

not meant to test or evaluate theories: The signal that they look for as differentiating 

between groups of individuals (e.g., RD/TD) is not defined or constrained by theory. Instead, 

data-driven predictive frameworks aim to maximize classification performance by revealing 

the parts of the signal that best differentiates between the relevant groups of individuals - 

yet this signal may very well be non-transparent theoretically. In contrast, our approach does 

not aim to maximize classification performance, but instead to directly evaluate and compare 
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theories (i.e., to maximize theoretical transparency). Methodologically, this is reflected by 

the fact that our models classify individuals based on theorized neural differences between 

TD and RD readers while being blind to their actual (i.e., behavioral) group status.

2. Directly testing theories using a Bayesian latent-mixture modeling 

framework

The Latent-mixture approach we utilize here is a sub-type within the broader Bayesian 

generative modeling framework. As such, it shares many of its basic attributes with Bayesian 

modeling more generally (including the specification of prior distributions, the update of 

priors given data to estimate posterior distributions, and the interpretation of posterior 

distributions as reflecting researchers’ current beliefs). For readers who are not familiar 

with the basics of Bayesian inference, we provide a brief overview of the approach in the 

Supplementary Materials S1. Importantly, we chose the Latent-mixture modeling approach 

because, as we explicate below (see Methods, sub-section Bayesian Latent-mixture models), 

it is particularly suited for evaluating competing theories regarding which parameters 

contribute to the classification of individuals into two groups of subjects (in the current 

case – individuals with and without RD). Also note that related implementations of this 

approach were previously used in different domains using behavioral data (e.g., Ortega et al., 

2012; Siegelman et al., 2019).

In the current paper we applied the Bayesian latent-mixture framework to investigate the 

neurofunctional markers of reading disabilities. Thus, we built a series of latent-mixture 

models, each of them reflecting one theoretical claim regarding the markers that differentiate 

individuals with and without RD in fMRI data. After running each model on fMRI 

data acquired during a word recognition task from individuals with and without RD, we 

examined which latent-mixture model(s) classified individuals (based on their fMRI data) 

in a way that matched their actual (known, behavioral) RD status. Statistically, we did so 

by examining for each model whether a produced classification parameter, estimated by the 

model for each participant, was related to their actual behavioral status (see methodological 

details below). Importantly, since the models were blind to the subjects’ actual TD/RD 

classification, this comparison evaluated directly which model could successfully classify 

participants into RD and TD sub-groups based on neuroimaging data alone. And since 

each model was built to reflect one theoretical claim regarding neurofunctional markers of 

RD, we could infer from these results which claim(s) indeed have explanatory power in 

differentiating between RD and TD participants.

3. Candidate theoretical claims

The first step in our approach is to refine from the literature candidate theories that are 

then translated into generative classification models. In this first paper, we chose to focus 

on a few candidate theories – yet we emphasize that these are not meant to provide an 

exhaustive list of all theoretical claims in the literature. Rather, they are meant to represent a 

few common and/or plausible theoretical claims, both as a way of estimating these theories’ 

explanatory power in the context of RD and more broadly to evaluate and exemplify our 

novel approach.
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All the candidate theories below share the notion that there are neurofunctional 

differences between individuals with and without RD, which should be captured by 

hemodynamic changes as measured in fMRI, consistent with observations of robust 

structural abnormalities in RD readers (e.g., Eckert et al., 2016; Richlan et al., 2013). 

The crucial difference between these candidate theories is that each of them highlights a 

different type of signal as the marker that differentiates between the two groups. Thus, 

broadly speaking, the candidate theoretical claims we examined can be categorized into four 

sets, according to the neurofunctional contributors they emphasize as differentiating between 

RD and TD individuals: (1) claims regarding differences in mean activation; (2) claims 

regarding differences in heterogeneity (i.e., variability across subjects); (3) claims regarding 

differences in intra-subject (inter-region) variability; and (4) claims regarding differences in 

functional connectivity. Note that these theoretical claims are not mutually exclusive (i.e., 

more than one model may successfully identify RD individuals) – and indeed below we 

present analysis of the added value provided by multiple successful models. In the rest of 

this section, we briefly review these four categories and the relevant literature that motivated 

our selection. We stress from the outset that some of the claims we test originated from 

mechanistic accounts, whereas others are motivated by empirical findings or more intuitive 

explanations; in this paper, we are agnostic to the claims’ origins, but focus instead on their 

operational predictions.

3.1. Differences in mean activation

The majority of work into neurofunctional markers of RD examines differences in group

level (or mean) activation between individuals with impaired vs. typical reading. Thus, 

a large number of studies documented functional differences between these two groups 

of individuals during reading as reflected in fMRI data (see, e.g., D’mello and Gabrieli, 

2018 for review). From this wide breadth of data, converging evidence points to decreased 
activation for individuals with RD in a network of left-hemispheric regions that are 

considered canonical hubs of typical reading, including occipito-temporal, temporo-parietal, 

and inferior frontal regions (e.g., Hoeft et al., 2007; Paulesu et al., 2014; Pugh et al., 

2001; Shaywitz et al., 1998), while also suggesting that individuals with RD may show 

increased activation in right-hemispheric regions (e.g., Hoeft et al., 2011; Simos et al., 2002; 

Waldie et al., 2013). There are also reports of increased activation in RD in non-canonical 

regions that are not part of the typical reading network (Richlan et al., 2009; Shaywitz et 

al., 1998). Thus, while RD/TD group differences are consistently observed, whether the 

difference has to do with higher or lower activation in RD may vary by hemisphere and 

region. Nonetheless, the most frequent findings are reduced signal in RD for canonical and 

left-hemispheric regions, along with increased signal for right-hemispheric regions, and we 

test these claims here.3

To do so, we represented theoretical claims regarding differences in group-level activation 

in a series of ’mean-activation’ models. These models classify participants to groups of RDs 

vs. TDs based on network-wide differences in mean activation over a network of regions 

3Note that while we had a directional prediction in mind, our models were built in a way that makes them sensitive to activation 
differences in either direction. See below for full specification of models.
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(e.g., RDs show less activation compared to TDs in left-hemispheric ’canonical’ regions of 

reading but more activation in non-canonical regions; RD show less activation in the left 

hemisphere but increased activation in the right; etc.).

3.2. Differences in inter-subject heterogeneity

A different potential marker we examined does not have to do with differences in mean 

activation, but rather with the extent of heterogeneity (i.e., inter-subject variability) in groups 

of RD and TD participants. The motivation for this model traces back to behavioral studies, 

showing that RD individuals are characterized – despite being concentrated in a limited 

part of the lower tail of the reading skill distribution – by substantial heterogeneity in 

various reading and non-reading tasks and also by comorbid conditions that could impact 

reading (e.g., Pennington and Bishop, 2009; Zoubrinetzky et al., 2014). This observation 

raises the possibility that individuals with RD also show increased heterogeneity in terms 

of patterns of brain activation (i.e., more variability around a central tendency compared 

to TD individuals), potentially reflecting RD’s greater likelihood to utilize highly varied 

and/or idiosyncratic networks. In this regard then, even the absence of a mean difference 

in activation between TD and RD in a region could reflect a pattern of highly variable 

circuit building in RD. Given the intuitive appeal of this notion that RD may fail to show 

activation in nomothetic analyses given greater variation, and despite the fact that previous 

studies have not directly examined variance differences, we investigate this possibility here. 

In sum, a potential marker of RD is a more heterogeneous brain activation than in TD 

(i.e., greater inter-individual variability in RD vs. TD), which we examine via a model that 

classifies individuals into two groups that are similar in their activation means but differ in 

inter-subject variability (i.e., a “heterogeneous” group, which supposedly include the RD 

readers, and a “homogeneous” group, which supposedly consist of TD individuals).

3.3. Differences in within-subject variability

In addition to inter-subject variability as captured by the model above, we also examined a 

candidate theory according to which RD and TD individuals differ in terms of intra-subject 

variability (Hancock et al., 2017; Hornickel and Kraus, 2013; Malins et al., 2018). This 

was motivated in part by EEG research which found that individuals with RD differ from 

TD in instant-to-instant variance during assessment of complex auditory brainstem measures 

(Hornickel and Kraus, 2013; Neef et al., 2017), as well as in cortical activity (Centanni 

et al., 2018). In line with these findings, a recent paper suggested that this increased 

instance-to-instance variation may reflect a putative neural noise deficit in RD, stemming 

from abnormal balance of excitatory and inhibitory expression (Hancock et al., 2017). 

With regard to fMRI findings, a recent study found that good and poor readers differ in 

intra-subject variance, with TD readers showing increased trial-by-trial variability in the pars 

triangularis sub-section of the left inferior frontal gyrus, perhaps reflecting a more adaptive 

or flexible state (Malins et al., 2018). In short, there are intriguing findings that point to 

the importance of models rounded in variance but evidence is limited and may differ across 

imaging modalities. This focus on within-subject variability has become prominent in other 

clinical domains (Dinstein et al., 2015; Easson and McIntosh, 2019) and merited analysis in 

the current paper. Following this line of reasoning, we simulated a model according to which 

RD and TD individuals differ in the extent of variability across regions (i.e., intra-subject 
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inter-region variability). This is because both the potential utilization of non-reading regions 

and neural noise (among other factors) may result in increased inter-region variability in RD. 

This model thus classifies individuals into two groups, one comprising individuals who are 

characterized by increased variability across regions (which we predicted should include RD 

readers), and the other by lesser inter-region variance (the presumably TD group).

3.4. Differences in functional connectivity

A last category of models we considered reflects common claims that RD is associated 

not (only) with differences in activation – either in terms of mean activation or between/

within-subject variability – but rather with differences in functional connectivity between 

regions. Thus, findings demonstrate differences between RD and TD groups in functional 

connectivity between various hubs of the reading network, most typically in the left 

hemisphere (see, e.g., Koyama et al., 2013 for review). These include several reports of 

disrupted connectivity in RD individuals in connections to/from the angular gyrus (Horwitz 

et al., 1998; Pugh et al., 2000), the inferior frontal gyrus (Richards and Berninger, 2008), 

and the occipitotemporal region (Koyama et al., 2013; Shaywitz et al., 2003; van der Mark 

et al., 2011; and see Finn et al., 2014 for a whole-brain analysis). Based on these findings, 

we examined whether functional connectivity differentiates between individuals with and 

without RD by building a model that classifies individuals into two groups of subjects that 

show either greater or lesser network-level between-region connectivity.

4. The current study

The structure of the remainder of the paper is as follows. In the Methods section, we 

describe our general design and procedure (participants, task, acquisition parameters, and 

preprocessing procedure). Then, in the Results section, we go over each candidate theory, 

describe the specification of a Bayesian latent-mixture model built to reflect it, and the 

classification results of this model. In reviewing the results, we focus on the relations 

between a classification parameter obtained from each of the models we fitted to the fMRI 

data and participants’ behavioral known RD/TD status. This enables us to examine which 

of the model(s) - and consequently, the theoretical claims it reflects - indeed differentiates 

between RD and TD individuals. At the end of the Results section, we present data on 

the added predictive value of each of two different models that were characterized by 

successful classification, to examine whether each highlights unique markers of RD in 

relation to the other (or whether their classification overlaps), as well as the results of 

analyses examining the predictive value of models fitted to activation to non-print stimuli. 

Then, in the General Discussion, we discuss the implications of our findings both from the 

narrower perspective of theories regarding neurofunctional contributors to RD, and from a 

broader methodological perspective regarding the utility of our theory-driven classification 

approach in neuroimaging research of language disorders.

Siegelman et al. Page 7

Neuroimage. Author manuscript; available in PMC 2021 November 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



5. Methods

5.1. Participants and behavioral RD/TD classification

The results we present below are based on data from a community sample of n=127 

adolescents and young adults (age range: 13.5-25.2 years, mean age = 19.9; 72 males and 55 

females). All participants provided informed consent and the ethics protocol was approved 

by Yale University’s Institutional Review Board. A subset of this sample (n =59) was also 

used in an earlier publication on memory consolidation focusing on a different fMRI task 

not reported here (Landi et al., 2018). All these participants passed fMRI quality controls 

(see below), and completed behavioral assessment using the two sub-tests of the TOWRE-II 

(Torgesen et al., 2012): Sight Word Efficiency (timed test of word reading) and Phonemic 

Decoding Efficiency (pseudoword reading). Behavioral (i.e. actual) group membership was 

defined using a conventional in-study criterion of <90 standard score in either word or 

pseudoword naming sub-tests (see e.g., Arrington et al., 2019; Siegelman et al., 2020). 

Per this criterion, our sample included 59 participants who were defined as RD and 68 

defined as TD. Table 1 presents basic characteristics of the two groups (reading skills, age, 

gender, and mean in-scanner motion). fMRI task. Functional volumes were acquired while 

participants completed a task in which they processed visual and auditory stimuli. The task 

consisted of four conditions: i) printed real words; ii) spoken real words; iii) printed symbol 

strings; and iv) noise-vocoded spoken words. This design has been shown to be sensitive to 

individual differences in reading skills (Chyl et al., 2018; Malins et al., 2016). In each trial, 

subjects were presented with four stimuli in rapid succession in one of the four conditions. 

For the visual conditions, items within tetrads were present on the screen for 250 ms, with 

an ISI of 200 ms. Auditory items had a mean duration of 536 ms (SD = 110.2 ms) and were 

presented within tetrads with an SOA of 800 ms. At the beginning of the session, subjects 

were instructed to attend to the stimuli and told they would be given a short recognition 

memory test at the end of each run to motivate paying attention. Across all trials in the 

experiment, the time between trial onsets was jittered between 4 and 13 s. The task was 

performed in two runs, each lasting 5 minutes and 2 seconds. All conditions were presented 

in each run, with 48 trials per run in a pseudorandom order. No condition could repeat more 

than three times in a row. In total, this resulted in 24 trials (each trial being a tetrad of 

stimuli) per condition. Stimuli were presented using E-Prime.

5.2. Acquisition of MRI data

Images were acquired using a Siemens TIM-Trio 3T magnetic resonance imaging system 

(Siemens AG, Erlangen, Germany) with a 12-channel head coil. Prior to functional imaging, 

sagittal localizers were run (matrix size = 240 × 256; voxel size = 1 × 1 × 4 mm; FoV = 

240/256 mm; TR = 20 ms; TE = 6.83 ms; flip angle = 25°). Next, anatomical scans were 

acquired for each participant in an axial-oblique orientation parallel to the intercommissural 

line (MPRAGE; matrix size = 176 × 256 × 256; voxel size = 1mm3; FoV = 256 mm; TR 

= 2530 ms; TE = 3.66 ms; flip angle = 7°). Following this, T2*-weighted images were 

collected in the same orientation as the anatomical volumes (32 slices; 4 mm slice thickness; 

no gap) using single-shot echo planar imaging (matrix size = 64 × 64; voxel size = 3.4375 

× 3.4375 × 4 mm; FoV = 220 mm; TR = 2000 ms; TE = 30 ms; flip angle = 80°). To allow 

for stabilization of the magnetic field, the first four volumes within each run were discarded. 

Siegelman et al. Page 8

Neuroimage. Author manuscript; available in PMC 2021 November 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Participants completed two runs in the functional task, which had a combined duration of 10 

minutes and 4 seconds. fMRI processing. Data were preprocessed using AFNI (Cox, 1996; 

RRID: SCR_005927). Prior to running the afni_proc.py pipeline on the data of each subject, 

the @SSwarper program was run for brain extraction of the anatomical image and to apply 

the nonlinear warp of the anatomy to MNI space. Functional images were preprocessed by 

first correcting for slice acquisition time (3dTshift). Then, functional images were aligned 

with the anatomical images using the warps computed by the @SSwarper program (using 

the tlrc_NL_warped_dsets and volreg_tlrc_warp options). These steps were combined into a 

single transform that also forced a 3 mm isotropic voxel size on the data. All images were 

then smoothed (3dmerge) using a Gaussian kernel with a full width at half maximum of 8 

mm (i.e., twice the between-plane distance of 4 mm; Skudlarski et al., 1999) and data were 

scaled (3dcalc) so that each voxel’s time series had a mean of 100 for each run allowing the 

interpretation of EPI values as a percentage of the mean. During this scaling step, values in 

excess of 200 (meaning a > 100% signal increase) were clipped; this is the default value for 

scaling in AFNI and was selected to retain the precision of scaled short values.

Single trial estimates were obtained using a General Linear Model including nuisance 

regressors for the six motion parameters. This model was specified using the stim_times flag 

for 3dDeconvolve in AFNI. The regression used a generalized least-squares time-series fit, 

with a restricted maximum likelihood estimation of the temporal auto-correlation structure 

(3dREMLfit). The hemodynamic response function was approximated using a gamma 

function. When performing the GLM, any volume that exceeded the thresholds of 0.3 mm 

Euclidean movement and/or if more than 10% of the voxels were flagged as outliers (using 

the regress_censor_outliers flag) and were censored from further analysis.

5.3. ROI selection for the canonical and non-canonical networks

As described below, our models used a categorization of ROIs into four different networks; 

left canonical; left non-canonical; right canonical and right non-canonical. Left canonical 

ROIs were based on a recent meta-analysis that reports peak activation coordinates for 

reading in adults (Martin et al., 2015). Left non-canonical areas were selected from a 

functional brain topography based on resting-state connectivity (Power et al., 2011). All left 

hemispheric coordinates that did not overlap with the canonical regions and were not within 

2 mm of the central sulcus were included as left non-canonical ROIs. Note that this set of 

non-canonical regions include a large number of (cortical and sub-cortical) ROIs, many of 

them not specific to reading or language. The networks in the right hemisphere were mirror 

images of the left networks. As a result of this procedure, canonical networks consisted of 

11 ROIs per hemisphere (see Table 2 for coordinates) and the non-canonical networks of 

120 ROIs per hemisphere. We then created spheres with a radius of 3mm centered on these 

coordinates as ROIs, and obtained for each participant the mean beta across all trials in a 

given condition for each of these ROIs.

5.4. Input matrix (for mean-, heterogeneity-, and variability-based models)

The preprocessing procedure yielded a 127 × 262 matrix: Each value in this matrix was the 

mean estimated beta across trials in a given condition for each of the 127 subjects in each of 

the 262 ROIs (11 canonical + 120 non-canonical in each hemisphere). Our central analysis 
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below focuses on the print condition. In the input to these analyses, we subsetted the 

columns of this matrix to include only ROIs that showed significant group-level responses 

to print (p < 0.01). This was done to increase the signal-to-noise ratio in the input and 

improve model convergence (preliminary analyses revealed that many of the models failed 

to converge without such censoring). As a result, the print-activation input matrix included 

140 ROIs: 10 canonical regions in each hemisphere, 57 left-hemispheric non-canonical, and 

63 right-hemispheric non-canonical (see Figure in Supplementary Materials S2 for location 

of ROIs). All values in these remaining ROIs were scaled and centered within ROI (again 

to facilitate convergence, and to have a more interpretable scale on which to define prior 

distributions4). As a last step, we removed outliers with mean beta values farther than 

3 SDs from the mean of each ROI. The resulting matrix served as the input to models 

1-3 below (i.e., mean activation models, heterogeneity model, and intra-subject variability 

model).5 Additional models were run on parallel matrices reflecting activation in two other 

task conditions - the false-font and the spoken-word condition; the goal of these additional 

analyses was to examine whether models’ performance was specific to print processing 

or could be generalized to other types of materials (i.e., non-print visual stimuli and/or 

auditorily presented words). The procedure of the creation of these matrices was identical. 

However, note that the subsetting procedure was always based on condition-specific values, 

and therefore the matrices for different conditions included different ROIs (see more below).

5.5. Processing and input matrix for connectivity-based model

For the connectivity-based analysis, we had to create another input matrix, this time 

including connectivity values (rather than mean activation). There are multiple options for 

how to calculate functional connectivity, including resting state and task-based connectivity 

(e.g., psychophysiological interaction, Friston et al., 1997), and beta-series correlations 

(Rissman et al., 2004) methods, all with its own (dis)advantages. In this study we decided 

to use the full time-course during the task, for two main reasons: i) the number of trials 

(maximum of 24 per condition, and often less because of movement) was relatively limited 

for purely task-based connectivity analyses, and ii) recent work showing that cognitive 

tasks that are related to the skill of interest (here reading/language) amplify trait-relevant 

individual differences in functional connectivity patterns during the entire experiment 

(Greene et al., 2018).

To obtain connectivity metrics we examined the EPI values of the entire time-course of the 

experiment (i.e., across all conditions of the experiment, not just print trials), correlating 

each ROI with each other ROI, resulting in a 262 × 262 matrix per participant. Then, for 

each ROI we averaged the r-to-z transformed correlation with other ROIs that are in the 

same subnetwork resulting in a 127 (participants) by 262 (mean connectivity for each ROI 

4Although the motivation for the scaling was methodological, we note that applying it may have led to over-weighing of ROIs that 
are less active on average. In other words, because input matrices included scaled values, less activated ROIs may have contributed 
more to the classification than they would when using classification based on raw values. We leave it to future work to explore these 
alternative procedures, while noting that using raw values requires careful consideration of models’ convergence and use of proper 
prior distributions for different ROIs.
5Note that our input matrix included estimated activation for print overall (i.e., printed words vs. fixation contrast) rather than more 
specific contrasts (e.g., printed words vs. printed symbol strings; printed words vs. spoken words). We opted for this more general 
contrast in order to maximize the signal strength and the number of ROIs included in the analysis: More specific contrasts were 
associated with weaker signal overall and significant activation in a smaller number of regions.
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with other ROIs in its sub-network) matrix. Note that to increase the comparability with the 

activation-based models fitted to print data (which becomes relevant when comparing the 

added classification value across these models, see below), in the analysis below we again 

subsetted the columns of this matrix to include the same 140 ROIs used in the print-models.6 

We again scaled values within columns and removed outliers farther than 3 SDs from each 

column’s mean.

5.6. Processing and input matrix for connectivity-based model

In the latent-mixture modeling approach, two competing (i.e., latent) models are specified 

(Groups 1 and 2) and are pitted against each other, using a larger model that contains 

the two competing models and a binary classification parameter (zi ). This classification 

parameter examines, for each individual, whether their data are more likely under the 

specification of Group 1 or under Group 2.7 Operationally, the model is structured in a way 

that in each Monte Carlo Markov Chain (MCMC) iteration zi can be either 0 or 1: zi = 

0 reflects classification to Group 1 (i.e., data more likely under sub-model 1), and zi = 1 

reflects classification to Group 2. Then, similarly to all Bayesian models, the distribution 

of the classification parameter zi across iterations can be taken as a proxy of the posterior 

distribution of this parameter (Kruschke, 2014; Lee and Wagenmakers, 2013). Specifically, 

in the latent-mixture case, the posterior distribution reflects the certainty in classifying 

subject i as following sub-model 2 (compared to sub-model 1): The mean of zi across 

iterations is the model’s certainty in classifying subject i as a member of Group 2 (e.g., 

zi = 1 reflects full certainty in classification as Group 2; zi = 0 reflects full certainty in 

classification as Group 1). Note that latent-mixture models allow for individual differences 

or mixture in the data (hence their name): that is, a situation where some individuals in the 

sample are classified as members of Group 1, whereas others of Group 2.

We re-iterate that in all analyses presented below, models were only fitted to fMRI data; 

only after the zi parameter was estimated for each subject (under each model) we compared 

it to the actual group membership of participants. This means that in contrast to common 

approaches (e.g., Machine Learning), our approach does not require cross-validation. In 

other words, in contrast to typical approaches where models are trained on both predictors 

(in the current case, fMRI data) and outcome (RD/TD status), in our approach parameters 

are estimated only on the predictors, which eliminates the risk of overfitting and hence 

obviates the need for cross-validation.

In the Results section, we describe the performance of a series of Latent-mixture models 

each built to reflect one of the theories laid out in the Introduction. For readability, we 

describe each model’s specification along with its classification performance. Note that 

6In this connectivity matrix values represented the mean connectivity between each of the 140 ROIs and all other regions in the 
same sub-network, regardless of whether they were included in the subset of 140 ROIs. A slightly different approach is to confine 
connectivity estimates only to the subset of 140 ROIs (i.e., calculate the connectivity between each of the 140 ROIs and all other 
regions in the same sub-network that were also part of the 140-ROI subset). Running the models described below on this modified 
input matrix resulted in qualitatively similar results.
7The latent-mixture modeling approach requires a binary criterion. In all our analysis below, we therefore use a binary split of 
participants into RD and TD sub-groups. Our choice here is driven by methodological considerations and should not be taken to reflect 
a theoretical claim regarding whether individuals with RD constitute a qualitatively distinct subgroup or simply the lower end of the 
reading skill continuum.
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the different models were built to maximize their similarity to one another, with minimal 

changes implemented to reflect the critical difference(s) regarding the source of RD/TD 

classification (i.e., all models share many assumptions, except for those related to the type 

of signal they view as the source of RD/TD classification). This was done to ensure that all 

models have a similar potential to pick up on meaningful individual differences.

5.7. Specification and estimation of Bayesian models

MCMC samples were run using JAGS (Depaoli et al., 2016), version 43.0, and the rjags 
package in R (Plummer, 2016), version 4-10. In all estimations we used three separate 

MCMC chains with random starting points. Each chain included 2000 iterations after 5000 

burn-in iterations; the goal of the burn-in iterations was to ensure that samples were taken 

from the posterior distribution only after the MCMC procedure was sufficiently stable. To 

check whether the 3 chains converged to similar posterior distributions we used the Gelman

Rubin diagnostic measure (Gelman and Rubin, 1992). Lower values reflect high agreement 

across chains, with values under 1.1 generally interpreted as good model convergence. 

Convergence estimates for the models below were generally under this threshold, both 

for group-level parameters and for the majority of subject-level classification parameters 

(see Supplementary Materials S3 for full information). Full codes with th6e specification 

of Bayesian models, the data fed to the models (i.e., input matrices), and already-fitted 

posterior distributions (which were used in the results below) are available via the project’s 

OSF page, at: https://osf.io/2vrwa/.

6. Results

6.1. Analysis of basic print activation

Before turning to the main analysis (using the Bayesian latent-mixture models), we first 

examined the activation of the print vs. fixation cross contrast in our sample (across all 

subjects). Fig. 1 shows the voxel-by-voxel activation map for this contrast, at a threshold 

of p < .001. As can be seen, we observed strong bilateral print-related activation across 

reading-related areas including the fusiform gyri, superior temporal, inferior parietal and 

frontal gyri, extending into sub-cortical structures such as the thalamus and putamen. This 

is expected for this print contrast and in line with previous findings with this task (Chyl et 

al., 2018; Malins et al., 2016). In addition, the mean beta for ROIs in the left (β = 0.135) 

and right (β = 0.128) canonical reading networks were stronger than in the left (β = 0.040) 

and right (β = 0.041) non-canonical networks. These results corroborated that we were 

adequately measuring activation for print and were distinguishing well between canonical 

and non-canonical regions.

6.2. Bayesian latent-mixture models: specification of models and classification 
performance

As mentioned above, our central focus in this paper is the evaluation of a series of 

latent-mixture classification models built in light of four sets of theories regarding the 

classification of RD vs. TD individuals from fMRI data. In this section we review, for each 

model, the major assumptions that went into it – in the main text we provide a more intuitive 

explanation, yet detailed descriptions are available in the Supplementary Materials S4. Then, 
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we report each model’s classification performance, focusing on whether the classification 

produced by the model matched individuals’ actual (i.e., behavioral) group membership.

6.2.1. Mean-activation models

Model specification.: Here we describe a series of models that classify individuals into 

two groups based on differences in mean activation (see Fig. 2, Panel A, for the general 

architecture). Building upon observations of mean hemispheric differences between TD and 

RD individuals (see Introduction), the first mean-activation model we specified was a model 

we refer to as Model 1A: left-right model. The priors of this model are shown in Fig. 2 panel 

B.

Recall that the left-right model classifies individuals into two groups – Group 1 has a greater 

mean activation in the left hemisphere compared to the Group 2 (in both canonical and 

non-canonical regions), and Group 2 has a greater mean activation in the right hemisphere 

than Group 1 (again, in both canonical and non-canonical sub-networks). This is reflected in 

the constraints on the models’ parameters that express the population means in each of the 

four sub-networks – see Fig. 2 and its caption, and details in Supplementary Materials S4. 

Importantly, the latent-mixture model estimates, for each individual, whether they belong 

to Group 1 or Group 2. This is done based on the crucial classification parameter zi, a 

dichotomous parameter that in each iteration of the model can be either 0 or 1. If zi=0, 

then the subject’s mean activation parameters are taken from a distribution under Group 1; 

while if zi=1 they follow a distribution under Group 2. The mean of zi across iterations thus 

reflects the model’s certainty in classifying the subject i to Group 2 compared to Group 1.

In addition to the left-right mean-activation model, we defined two other mean-activation 

models to further explore classification based on network-level mean activation differences. 

One was a left-only model (model 1B); Under this model, Group 1 has a greater mean 

activation than Group 2 in the left hemisphere (in both canonical and non-canonical 

networks; same as in model 1A above), but there is no difference between the two groups in 

mean activation in the two sub-networks of the right hemisphere. The other mean-activation 

model is a left-canonical-only model (model 1C), according to which the difference between 

the two groups is specific to the left-canonical sub-network (with greater activation in Group 

1 than 2), while the population means of the two groups are equal in the remaining three 

sub-networks. See Supplementary Materials S4 for formal specification.

Classification Results.: The results of model 1A: Left-right model are presented in Fig. 

3. Panel A presents the histogram of the mean group classification parameter (zi) across 

subjects (as well as the estimated population-level means in the two Groups); Panel B 

presents the mean classification parameter across subjects in the TD and RD groups (based 

on their behavioral status); Panel C presents individual-level distribution of the group 

classification parameter along with their actual group membership (i.e., TD/RD status); 

and Panel D presents the dichotomous classification performance of the model. The later 

was examined by categorizing participants according to whether their mean zi was above 

or below the median group classification parameter of the sample, and cross-tabulating this 

information with participants– behavioral group membership.
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As can be seen in Panel 3A, the model produced a bimodal distribution of mean zi 

parameters across participants, suggesting that indeed it discovered two groups of subjects 

in the data based on differences in mean activation (i.e., two groups of participants such 

that participants belonging to Group 1 had greater mean activation in the left hemisphere 

than those in Group 2, and participants in Group 2 had greater mean activation in the right 

hemisphere than those in Group 1). The estimated population means presented in Panel 

3A suggests however that the distinction between the two groups was driven mostly by 

differences in right-hemispheric activation (i.e., the population means of the two groups in 

the left hemisphere were estimated to be almost identical). Importantly, Panel 3B shows 

that the classification of this model did not match the actual RD/TD group membership 

of the subjects in our sample. Thus, the two groups only minimally differed in their mean 

classification parameter across participants (TD: zi = 0.47, SD = 0.45; RD: zi = 0.46, SD = 

0.45), a difference which was not statistically significant (Mann-Whitney-U(125)=1992, p 
= 0.95;8 see also Panel 3C for individual-level data). In the same vein, the dichotomous 

classification performance was not significantly different than a chance-level of 50% 

(64/127 (50.3%) participants classified correctly, p = ~1; see Panel 3D).

We also fitted to our data the two additional mean-based activation models: the left-only 
model (1B) and the left-canonical-only model (1C). For brevity, we do not report the results 

of these models here – the full results are presented in the Supplementary Materials S5. In 

a nutshell, these models again did not produce a classification that matched the actual group 

membership of the participants in our sample.

6.2.2. Heterogeneity-based model

Model specification.: The next model we specified was a heterogeneity-based model 
(Model 2). This model classifies individuals into two groups not based on differences in 

mean activation, but instead based on inter-subject variability. Thus, it aims to discover two 

sub-groups of individuals that differ in their heterogeneity (but not in their mean activation). 

Intuitively, since the model assumes that there are two latent populations with identical 

means but differences in inter-subject variability, individuals with more extreme values (i.e., 

further away from the population means in the different sub-networks) are more likely 

to be classified into the more heterogeneous group (and vice-versa for subjects closer to 

the sub-groups’ means). Formally, the architecture of this model is similar to that of the 

mean-activation models (Fig. 2A), but differs in the a priori constraints it applies on the 

unobserved parameters. Thus, the heterogeneity-based model assumes that the two groups 

differ in their inter-subject variability (i.e., between-subject standard deviations): Group 1 is 

defined as the more heterogeneous group, and Group 2 as the more homogeneous group (see 

Supplementary Materials S4 for details). Note that under this model, the two groups have 

identical population means in all four sub-networks.

Classification performance.: The results of the heterogeneity-based model are presented 

in Fig. 4. Panel 4A shows that the model identified two groups of subjects differing in 

8We used here and below the non-parametric Mann-Whitney test rather than a t-test because the classification parameter (zi) was not 
distributed normally across participants. The results were qualitatively similar when using a two-sample t-test (all significant tests 
remained significant; all insignificant tests remained insignificant).
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their inter-subject variability: Group 1 being the more heterogonous group and Group 2 

being the more homogenous group. Panel 4B shows, however, that there was no evidence 

for a difference in the group classification parameter between RD and TD individuals in 

our sample (TD: zi = 0.47, SD = 0.40; RD: zi = 0.49, SD = 0.38; Mann-Whitney-U(125) = 

2048, p = .84). The dichotomous classification success of this model was similarly around 

chance-level (successful classification of 62/127 participants, or 48.9%; Panel 4D).

6.2.3. Variability-based model

Model specification.: This model classifies subjects into two groups based on their extent 

of (intra-subject) inter-region variability. It uses a modified architecture and priors shown 

in Fig. 5. Most of the model’s specification is similar to that of the models above. It 

again uses higher-order parameters to estimate population means and (inter-subject) standard 

deviations, which in this case are equal in the two groups (i.e., the two groups have the 

same mean activation and inter-subject heterogeneity). Crucially, this model differs from 

the previous models in how it estimates the parameters reflecting intra-subject inter-region 
variability. Thus, the estimation of these parameters depends on each subject’s group 

membership (using the same latent-mixture strategy as the models above): With subjects 

showing more variability across ROIs (in all four sub-networks) classified into Group 1 

and those showing less variability classified into Group 2 (please refer to Supplementary 

Materials S4 for details).

Classification performance.: Similarly to previous models, the variability model was able 

to identify two groups of subjects with generally high certainty (Fig. 6, Panel A). Critically 

– and in contrast to other models reviewed so far - this assignment (based on fMRI data) 

was related to participants’ actual (i.e., behavioral) group membership. Thus, there was a 

significant difference between the RD and TD groups (as defined by their behavioral reading 

performance) in the mean classification parameter: TD: zi = 0.56, SD = 0.43 RD: zi = 0.38, 

SD = 0.41; Mann-Whitney-U(125)=1591, p = 0.04 (Panel 6B). Note that RD participants 

were more likely to be classified to the more variable group, in line with the underlying 

theory’s predictions (see also Panel 6C for individual-level distribution). The dichotomous 

classification performance of the model was also significantly greater than chance, with a 

successful classification of 78/127=61.4% participants (p = 0.01; see Fig. 6 Panel D).9

One possible concern is that the differences in intra-subject variability between the two 

groups were related to other confounding factors, not inherent to the individuals’ RD/TD 

status. Such factors include the extent of motion during the scan session, or differences 

in gender and/or age distribution between the two groups (age in particular is a potential 

confound given the significant age difference between the TD and RD groups in our 

sample, see Table 1 above). To rule out this possibility, we ran a logistic multiple 

regression model with behavioral group classification as the dependent variable, with mean 

9Given the successful classification of the variability-based model, we went back to the raw data and calculated the mean intra-subject 
inter-region variability in the two groups. In line with the results of the model, RD participants had greater variability than TD 
participants, consistently observed in the four sub-networks. At the same time, these numerical differences were not deemed as 
significance in standard analyses, which suggests that the Bayesian models we used are more sensitive than these techniques. See 
Supplementary Materials S6 for details.
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zi, age, gender, and percent TRs censored due to motion (proxy of extent of motion) as 

predictors. The results of this analysis, presented in Table 3, revealed that the link between 

the estimated group classification parameter and participants’ actual group membership 

remained significant (p = 0.008) also when controlling for these possible confounds.

6.2.4. Connectivity-based model

Model specification.: The architecture of the connectivity model is identical to that of 

the mean-activation (and heterogeneity) models above (Fig. 2). The crucial difference is 

in the input to those models – which uses connectivity values (a matrix with mean r-to-z 
transformed correlations between each region and all other regions in the same sub-network; 

see Methods) instead of activation values. In terms of priors, the connectivity-based model 

employs constraints on population connectivity means, such that the mean connectivity of 

Group 1 is constrained to be higher than that of Group 2 (in the same direction in all 

four sub-networks). All other parameters are similar to those in the mean-based activation 

models (only now they represent connectivity values rather than activation). Overall, then, 

the connectivity-based model classifies individuals into two groups, one that has greater 

mean connectivity (across sub-networks) compared to the other.

Classification performance.: The results of the connectivity-based model are presented 

in Fig. 7. Similar to the models above, this model produced a bimodal distribution of 

the group classification parameter (Panel 7A). Importantly, the model’s classification was 

associated with individuals’ actual group membership: RD individuals had a higher mean 

classification parameter on average compared to TD individuals (TD: zi = 0.44, SD = 0.46; 

RD: zi = 0.63, SD = 0.47; Mann-Whitney-U(125)=2489.5, p = .01; Panel B). This means 

that RD individuals were more likely to be classified as belonging to the group showing less 
inter-region connectivity (Group 2), in line with the prediction of the model’s underlying 

theory (see also Panel 7C). The dichotomous classification performance of this model was 

also above-chance, with 77/127 (60.6%) individuals classified correctly (p = .02; Panel D). 

Note that again, the group classification parameter predicted behavioral group membership 

also when controlling for age, gender, and motion (Table 4).

6.3. Added classification value of the two successful models

So far, our results show that two models – the intra-subject variability-based model and 

the connectivity-based model – produced successful classification reflecting participants’ 

actual group membership. A follow-up question is whether the two models have any added 

value on top of the other. Specifically, one may posit that the extent of connectivity and 

inter-region variability are related, as greater inter-region variability in activation for printed 

words may reflect poorer connectivity between regions (computed across all trials). We 

therefore ran additional analyses to assess the relation between the group classification 

parameters produced by the two models, and examine whether each of the two models 

predicted individuals’ actual RD/TD status beyond the information produced by the other.

First, we estimated the correlation between the group classification parameter estimates 

under the two models, revealing that they were weakly and not significantly associated 

(r = .03, p = .70). This already suggests that the two classification models utilized non
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overlapping signal. Next, we ran a logistic model, where we predicted the behavioral 

group membership (TD/RD) from the group classification (zi) parameters produced by both 

models, while also including motion, gender, and age as controls. The results, presented 

in Table 5, showed that the group classification estimates produced by each of the models 

still significantly predicted individuals’ behavioral group membership above and beyond 

the other, again pointing to the utilization of non-overlapping signal, which is differentially 

captured by measures of variability and connectivity. That is, individuals with greater zi 

value per the variability model (classified as the less variable group), and smaller zi per 

the connectivity model (classified as the group with the greater connectivity), were more 

likely to have an actual TD (rather than RD) diagnosis. Lastly, we ran a classification 

analysis based on the dichotomous classification produced by the two models, where for 

each individual we examined whether they were classified into the presumably RD group 

according to both models, only according to the variability-based model, only according 

to the connectivity-based model, or in neither case (i.e., classified as TD in both). The 

results are presented in Table 6, showing that the actual group membership for individuals 

who were classified as either TD or RD under both models was highly likely to fit with 

the models’ classification: That is, the conjunction of the two models’ classification had a 

success rate of 71.9% (46/64) in participants for whom there was an agreement between the 

two. The fact that this classification rate was higher than in each of the models alone (see 

above), again suggests that the two successful models tap into non-overlapping parts of the 

signal, and thus that each theoretical claim carries unique explanatory power. We return to 

this point in the General Discussion below.

6.4. Classification based on non-print activation

In analyses reported so far, models fitted to activation matrices (i.e., mean activation, 

heterogeneity, and variability-based models) used input matrices reflecting activation to 

printed words. We next examined whether the results of these models are specific to 

activation to print, or whether they generalize to responses to other types of materials used 

in the task. We did so by fitting the same models to two additional input matrices, each 

including beta values reflecting activation to one of two conditions: False-font visual stimuli, 

and spoken words. The full results are reported in Supplementary Materials S7. In a nutshell, 

the results of the false font condition were essentially identical to that from the print-based 

models above: That is, at-chance classification based on mean-activation and heterogeneity, 

along with successful (i.e., above-chance) classification based on inter-region variability. 

Moreover, the estimated zi parameters from the print and false-font models correlated 

strongly (r = 0.51, p < .001), and their predictive value of RD/TD over-lapped substantially 

(i.e., no significant independent predictive value of either when both are included in the 

same logistic model). This suggests that inter-region variability in false-font activation 

patterns is as informative regarding TD/RD status as variability for print. In contrast, we 

found that classification based on speech matrices was at chance for all models (including 

the variability model). We return to discuss the implications of these findings below.
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7. General discussion

The goal of the current paper is to propose a novel framework for evaluating different 

theoretical claims regarding the neurobiological markers of a given behavioral trait. To 

this aim, we adopt the Bayesian latent-mixture modeling method, which was successfully 

implemented in previous behavioral work in multiple domains (see, e.g., Siegelman et al., 

2019; Steingroever et al., 2019 for recent applications), and apply it for the first time to 

neuroimaging data. The strength of this approach, we argue, is that it is geared specifically 

for the problem of evaluating competing theories regarding classification of individuals, as it 

combines features from different common techniques of neuroimaging data analysis that are 

particularly important for this purpose. Thus, on the one hand, our approach is theory-driven 

– much like often-used univariate statistical methods – which enables us to use our models’ 

classification performance as a proxy for the explanatory power of the theories that each 

of them reflects. On the other hand, our approach shares some features with data-driven 

approaches (such as Machine Learning algorithms), particularly in how it identifies markers 

at the network-level. In a sense, then, our latent-mixture modeling approach complements 

existing neuroimaging data analysis procedures, that either test singular theories that are 

often region-specific, or detect network-level patterns without regard to whether or not they 

are theoretically transparent.

In this first paper, we applied the latent-mixture approach to fMRI data to unveil the 

neurofunctional markers of impaired reading. We compared four classes of existing and 

plausible theoretical claims regarding classification of RD and TD individuals from 

fMRI data, each underlining a different type of signal as the one that differentiates 

between these two groups of individuals. Namely, we tested theories that stress differences 

in mean activation, inter-individual variance (i.e., heterogeneity), intra-individual (inter

region) variance, and functional connectivity. To re-iterate, all models were fitted to 

fMRI data alone, and therefore they could classify individuals in concordance with 

their actual behavioral status only if the theories they were built to reflect capture 

relevant neurobiological markers. We found that the models built to reflect theories 

regarding differences in intra-individual variability and functional connectivity produced 

classifications that were significantly associated with participants’ actual (i.e., behavioral) 

RD/TD status (while models positing global mean activation and heterogeneity differences 

failed to do so). This result suggests that key neural correlates of reading (dis)abilities are 

found beyond differences in mean activation. As such, it strengthens previous systems-level 

oriented reports of associations of reading skills with metrics of functional connectivity 

(e.g., Finn et al., 2014; Pugh et al., 2000; Wang et al., 2013), and the emergent literature 

on the role of neural variability in reading development (Hancock et al., 2017; Hornickel & 

Kraus, 2013; Malins et al., 2018).

At the same time, it is notable that despite the significant associations between the 

variability- and connectivity-based models’ estimated classifications and individuals’ 

behavioral status, their overall performance was somewhat limited. Concretely, our models’ 

classification performance was notably lower than that reported in papers using data-driven 

methods (compare for example the binary classification success rate of around 61% in both 

our successful models, to performance of about 80% in work using Multivoxel Pattern 
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Analysis by Tanaka et al., 2011). We note that the disparity between data-driven models 

and our approach is expected: As mentioned in the Introduction, our models do not aim to 

maximize classification performance but rather theoretical transparency, whereas data-driven 

approaches can pick up on any part of the input signal that contributes to successful 

classification (i.e., their classification rate is not constrained by a theory). Importantly, the 

higher performance achieved by the data-driven approaches compared to our theory-driven 

models suggest that there are in fact other informative parts in the fMRI signal that are 

associated with TD/RD status, which are not captured by current theories (or at least not by 

the ’global’ models examined here). In general, the precision of available theories presents 

an upper-bound for the classification success of our latent-mixture models: A theory-driven 

model can only be as precise as the theory it reflects. As theories become more precise 

and complete, we expect the classification rate of theory-driven models to increase as well, 

eventually reaching values similar to those obtained by data-driven methods.

Importantly, we stress that even our “theory-constrained” classification rates became higher 

when information from both types of successful models were combined. Thus, group 

classification parameters produced by each of the models predicted behavioral group 

membership beyond that produced by the other, and binary classification rate based on 

the conjunction of the two models was high among individuals who were classified into 

the same group by both models. This result suggests that the two types of signals used 

for classification by the two successful models tap into non-overlapping information: That 

is, that differences in inter-ROI variability cannot be reduced to differences in (the more 

frequently studied measure of) functional connectivity, or vice versa. More broadly, this 

result underlines the importance of the development of mechanistic accounts that consider 

multiple types of signals, explain how they are related to each other, and how they eventually 

lead to a behavioral deficit (as an example, consider models tying suboptimal balance 

of neurometabolites to increased neural noise, which then contributes to RD’s auditory 

processing deficits and inefficient print-speech binding; Del Tufo et al., 2018; Hancock et 

al., 2017; Pugh et al., 2014).

Another intriguing finding worth emphasizing is the similarity in classification performance 

between models fitted to different types of visual stimuli (and the dissimilarity of these 

conditions from that of the speech condition). Thus, regardless of whether models were 

fitted to input matrices with activation to printed words or to false-font stimuli, they resulted 

in very similar performance, with successful classification based on inter-region variability 

in activation to the two types of stimuli. At face value, this finding may be taken to 

suggest that whatever deficit increased inter-region variability reflects, it generalizes beyond 

printed words and similarly applies to the processing of other visual stimuli, in line with 

visual deficit theories of reading disabilities (Eden et al., 1996; Lobier et al., 2012). Yet 

given the similarity between false font and printed words, it is entirely possible that the 

processing of false font stimuli is the consequence of the organization of the reading system 

given an individual’s exposure to print, rather than reflecting differential processing of 

visual materials more generally. In other words, processing of false font may reflect how a 

well-established print system “attempts” to code such stimuli, leading to the strong overlap 

and classification similarity between the print and false font conditions. This interpretation 

is also consistent with the high proportion of regions involved in processing false font 
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stimuli that were also activated when reading printed words (out of the 106 showing group

level activation at the false font condition, 94 also had significant activation for print; see 

Supplementary Materials S7). With the current data, we cannot adjudicate between these 

two accounts; future research can do so by comparing classification performance based on 

variability in activation across other visual conditions that carry less resemblance to printed 

words.

In addition to the implications of these positive findings, we wish to clarify what can – 

and cannot – be concluded from the unsuccessful classification produced by some of the 

models we tested (i.e., the null findings produced by the mean activation models: Both 

the left-right model reported above, and related models reported in the Supplementary 

Materials S5). The conclusion that can be drawn from these null findings is that global 

mean-activation differences are not sensitive enough to distinguish between individuals with 

and without RD, at least not in the current sample and design. We note that there may be, 

however, developmental changes in TD/RD differences in mean activation. In fact, work by 

Shaywitz and colleagues (2002, 2007) showed that while TD individuals show relatively 

stable patterns of activation over age (see also Church et al., 2008), individuals with RD 

exhibit a substantial increase in activation over development in large parts of the brain. It 

is therefore possible that although the RD and TD individuals in our sample (who already 

had years of exposure to print) did not show global differences in mean activation, such 

differences may be more diagnostic among younger populations (and see Maurer et al., 2011 

for longitudinal evidence). Furthermore, the task used may modulate the informativeness of 

such mean-activation differences. In fact, it was shown that activation changes differently 

over trials within a task in RD and TD; With repetition TD readers reduce BOLD signal 

while RD increase it producing a crossover interaction in the same regions (Pugh et al., 

2008), implying that static group contrasts of activation are context sensitive. It is crucial 

that future studies further map the factors that determine when and to what extent mean 

differences are diagnostic of RD/TD status, which can be done by applying our method to 

data from different tasks and developmental stages.

In addition to these important factors, it is possible that RD and TD individuals do differ 

in activation in one or in some small set of ROIs (consistent with meta-analytic findings; 

Paulesu et al., 2014; Richlan et al., 2009). Our current specification of models – which 

searches for global differences in mean activation over networks of regions – cannot capture 

such region-specific differences. That being said, the latent-mixture models we use can be 

adapted to reflect theories that focus on one or on a specific set of ROIs (for instance, 

claims regarding differences in activation between TD and RD individuals in the Visual 

Word Form Area, Dehaene and Cohen, 2011; van der Mark et al., 2009). Such adaptations 

can be made not only in mean activation models, but also in models that did already 

result in above-chance classification (based on connectivity and intra-subject variability): 

Our specification of models was only meant to serve as a coarse-grained representation of 

current theories, testing for overall differences in connectivity/variability across the brain, 

not to assess more spatially-specific claims (e.g., the importance of connectivity to and 

from the occipitotemporal region; Koyama et al., 2013; Shaywitz et al., 2003; van der 

Mark et al., 2011). We leave it for future work to examine whether models positing region
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specific differences –in activation and other types of markers - do in fact result in improved 

classification.

Throughout this work, we promoted the use of the latent-mixture approach in the analysis of 

neuroimaging data. Indeed, we are hopeful that the tool we offer will contribute to advances 

in identifying and refining theories in the field of reading and language disorders, as well 

as other cognitive deficits. But our embrace of this approach should not be taken as a 

criticism of other methods. As mentioned above, we see our approach as one that is meant 

to complement – not override – other techniques. Thus, standard univariate approaches are 

still patently useful when it comes to examining one hypothesis in limited sample sizes, 

especially when it comes to region-specific predictions (although global differences can be 

examined via extensions to univariate mixed-effect models, see Chen et al., 2019). Standard 

approaches also offer the option of relating brain signal to behavior continuously, in contrast 

to our approach which at least in the current specification requires a dichotomous behavioral 

outcome. In parallel, data-driven methods are valuable because they can help estimate the 

upper-bound classification levels one can expect from theory-driven methods, and because 

they are key in exploratory research whose goal is to identify novel candidate theories. 

Once such candidate theories are identified, they should be incorporated and tested using 

theory-driven tools, such as the one we present here, which are built to evaluate existing 

theories.

Undeniably, the Bayesian modeling approach (and any other type of generative modeling) 

requires researchers to be explicit regarding how a series of latent parameters gave rise to 

the observed data. We see this as an advantage of our approach – using this method, we 

hope, will encourage researchers to be confronted with their (often implicit) assumptions. At 

the same time, methods that require explicit specification always incorporate a series of non

trivial assumptions, and the models we used here present no exception to this rule. In the 

current case these include, for example, assumptions regarding the distribution of beta values 

over subjects and ROIs (assumed to be normal within populations of subjects/networks) 

and about the assignment of ROIs into sub-networks (with ROIs labeled as belonging to 

four sub-networks of canonical and non-canonical regions in the two hemispheres). It is 

inevitable that the accounts of other researchers will vary to some extent from the one 

reflected by the assumptions we incorporated in our models. Importantly, the Bayesian 

framework provides a clear way of incorporating and testing different assumptions in a 

formal manner: All assumptions in our models are explicitly stated and can be easily 

changed; once such modifications are made, a model’s output can be re-examined to check 

how the change in assumptions impacts a model’s classification performance (i.e., whether 

the success/failure of a model is contingent on specific assumptions). In this first paper, we 

did not attempt to cover different possible models’ architectures, but our approach provides 

a straightforward framework for proposing alternative models and revisit our assumptions. 

We are certain that our models are bound to become more precise with increasingly more 

sophisticated formulations of brain organization proposed by the research community.

We end by returning to the starting point of this paper ’ the question of what are the 

neurofunctional markers of impaired reading. Our work, we believe, already shows promise 

for advancing theory-grounded research into this question – highlighting the types of 
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markers that indeed differentiate between RD and TD individuals at the network-level. 

At the same time, we wish to underline some open questions that should be examined 

by future research. The first question has to do with development. We already discussed 

above how developmental changes may have contributed to the (null) findings in the mean 

activation models. Similarly, questions remain about how the contributions of connectivity 

and variability to TD/RD differences change over age and experience. Much like in the 

case of mean activation differences, it is crucial that future research examine whether these 

differences are present already from a young age (as suggested, for example, by studies 

showing prospective correlations of connectivity before literacy onset and later reading 

skills, Jasińska et al., 2020), or whether the profiles we see in adults and adolescents is 

the result of a differential growth in these metrics over age and/or exposure to print in 

TD and RD populations (Morken et al., 2017). A second open question has to do with 

the multi-dimensional nature of RD. In the current (and first) specification of the models, 

classification was based on variation along a single axis. However, key accounts of RD 

suggest that there may be multiple deficits contributing to reading disorders, where multiple 

risk factors accumulate until the threshold of categorical diagnosis is met (Pennington, 

2006; Snowling and Hulme, 2020). Such a multiple deficit can be incorporated (and tested) 

in modified generative models, where classification is informed by multiple dimensions, 

reflected in different types of neural signatures (potentially, in different regions) that all 

contribute to the categorical TD/RD parameter. Note that a successful classification based 

on multiple signals may be present even in the absence of increased inter-subject variability 

along a single axis, which was directly tested in our heterogeneity model (and in fact, the 

added predictive value of the connectivity and variability models, even in the absence of 

increased network-level heterogeneity in activation, is consistent with this notion). Lastly, 

another open question has to do with imaging modality: Whereas we only focused on 

functional MR data, neural correlates of reading skills are well-documented in other imaging 

modalities, including in various measures of neuroanatomy (e.g., Tamboer et al., 2016; 

Wai et al., 2008; but see Ramus et al., 2018 for a more critical review), and in other 

neurofunctional techniques (including EEG, e.g., Ackerman et al., 1994; Maurer et al., 

2007; Sklar et al., 1972; and more recently fNIRS, Jasińska et al., 2020). Future work 

should therefore adapt the current models to accommodate different types of inputs – with 

the eventual goal of examining theories spanning brain structure and function and being 

informed by different types of data. Going forward, the computational framework used here 

can serve as a foundation for these and other extensions, providing researchers with a tool 

for evaluating different theoretical accounts in explicit, quantifiable terms. This approach 

should therefore prove valuable in advancing fleshed out accounts of reading difficulties, as 

well as of other language- and cognitive impairments.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Fig. 1. 
Voxel-by-voxel significant activation (p < .001) for the print condition.
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Fig. 2. 
Visual depiction of activation-based models. Panel A: models’ architecture. The notation 

follows that of Lee and Wagenmakers (2013): White nodes: unobserved (i.e., to-be

estimated) parameters; grey nodes: observed data or known values; rounded rectangles: 

loops (running over subjects/trials). The subscript i to refer to subjects and j to refer to 

ROIs (e.g., βij - activation for the subject i in ROI j) . The four sub-networks of regions 

(i.e., the left canonical network, left non-canonical network, right canonical network, 

and right non-canonical networks) are shown in different quartiles within dashed boxes 

and are marked with different superscripts (Left side: left hemisphere, marked L; Right 

side: right hemisphere, marked with R; Top: canonical regions, marked with C; Bottom: 

non-canonical regions, marked with nC). Panel B: central priors in the left-right mean 
activation model (model 1A). In the left-canonical and left non-canonical networks, Group 
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1′s population means can a priori be any standard value between −3 and +3 (μgr1
LC U( − 3, 3), 

μgr1
LnC U( − 3, 3)), a range which presumably includes any reasonable true value (i.e., an 

uninformative prior). Group 2′s means in the same networks are expected to be smaller 

than that of Group 1, and are thus defined as the population mean of Group 1 minus a 

difference parameter (μgr2
LC μgr1

LC − dLC; μgr2
LnC μgr1

LnC − dLnC). The difference parameters 

can a priori take any positive value up to 3 standard deviations (dLC ~ U(0, 3), dLnC 

~ U(0, 3)). In the right hemisphere, in contrast, the population means for Group 2 are 

higher than for Group 1 (in both canonical and non-canonical ROIs): Group 2′s means 

follow an uninformative prior (μgr2
RC U( − 3, 3), μgr2

RnC U( − 3, 3)), and the population mean for 

Group 1 is smaller by a difference parameter from these values (i.e. dRC ~ U(0, 3), dRnC 

~ U(0, 3); and μgr1
RC μgr2

RC − dRC, μgr1
RnC μgr2

RnC − dRnC). Priors that are not listed for the 

left non-canonical, right-canonical, and right non-canonical sub-networks are identical in 

their specification to the left-canonical network. See Supplementary Materials S4 for further 

details, and the project’s OSF page for full codes.
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Fig. 3. 
Results of the left-right mean activation model (model 1A). Panel A: histogram of the 

group classification parameter (zi) and estimated population means (means of posterior 

distributions). Population means’ estimates in green were constrained to be larger than those 

in red. Panel B: mean group classification parameter in the two subject groups (RD and 

TD individuals). Panel C: individual-level distribution of the group classification parameter 

(y-axis: estimated zi values; x-axis: ranks of zi) and behavioral RD/TD status (in color). 

The horizontal line presents the median estimated zi across individuals, used as a threshold 

for the dichotomous classification. Panel D: cross-tabulation of dichotomous classification 

success. Counts of successful classification (on the diagonal) are in bold/underline font. (For 

interpretation of the references to color in this figure legend, the reader is referred to the web 

version of this article.).
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Fig. 4. 
Results of the heterogeneity-based model (model 2). Panel A: histogram of the group 

classification parameter (zi) and estimated population standard deviations (means of 

posterior distributions). Standard deviation parameters in green were constrained to be 

smaller (i.e. more homogeneous) than those in red. Panel B: mean group classification 

parameter in the two subject groups (RD and TD individuals). Panel C: individual-level 

distribution of the group classification parameter (y-axis: estimated zi values; x-axis: ranks 

of zi ) and behavioral RD/TD status (in color). The horizontal line presents the median 

estimated zi across individuals, used as a threshold for the dichotomous classification. Panel 

D: cross-tabulation of dichotomous classification success. Counts of successful classification 

(on the diagonal) are in bold/underline font. (For interpretation of the references to color in 

this figure legend, the reader is referred to the web version of this article.).
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Fig. 5. 
Visual depiction of the (intra-subject intra-region) variability-based model. Panel A: the 

model’s architecture (see caption of Fig. 2 for notation legend). Parameters circled in orange 

and bold were not part of the parameters in the mean- and heterogeneity-based models 

above (shown in Fig. 2). Panel B: central priors in the variability-based model. Mean and 

inter-subject variability were constrained to be equal in the two groups. Importantly, the 

variability mean in Group 1 was constrained to be a priori larger than that of Group 2: 

the mean intra-subject variability in Group 1 could a priori receive any value between 0 

and 2 standard deviations (e.g., in the left-canonical network: σgr1
LC U(0, 2)), while the mean 

intra-subject variability in Group 2 was constrained to be smaller than this value (yet still 

larger than zero; σgr2
LC U(0, σgr1

LC). Priors regarding mean activation that are not listed here 

are identical to those in the mean-activation models above. Priors that are not listed for the 

left non-canonical, right-canonical and right non-canonical sub-networks are similar to the 

left-canonical network. See Supplementary Materials S4 for details, and the project’s OSF 
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page for full codes. (For interpretation of the references to color in this figure legend, the 

reader is referred to the web version of this article.).
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Fig. 6. 
Results of the variability-based model (model 3). Panel A: histogram of the group 

classification parameter (zi) and estimated mean inter-region standard deviations (means 

of posterior distributions). Standard deviation parameters in green were constrained to be 

smaller (i.e., less variable) than those in red. Panel B: mean group classification parameter 

in the two subject groups (RD and TD individuals). Panel C: individual-level distribution 

of the group classification parameter (y-axis: estimated zi values; x-axis: ranks of zi ) and 

behavioral RD/TD status (in color). The horizontal line presents the median estimated zi 

across individuals, used as a threshold for the dichotomous classification. Panel D: Cross

tabulation of dichotomous classification success. Counts of successful classification (on the 

diagonal) are in bold/underline font. (For interpretation of the references to color in this 

figure legend, the reader is referred to the web version of this article.).
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Fig. 7. 
Results of the connectivity-based, model (model 4). Panel A: histogram of the group 

classification parameter (zi) and estimated mean connectivity values (means of posterior 

distributions). Note that in this model these means reflect connectivity values (r-to-z

transformed values), not mean activation. Parameters in green were constrained to be larger 

(i.e. more connectivity) than those in red. Panel B: mean group classification parameter 

in the two subject groups (RD and TD individuals). Panel C: individual-level distribution 

of the group classification parameter (y-axis: estimated zi values; x-axis: ranks of zi) and 

behavioral RD/TD status (in color). The horizontal line presents the median estimated zi 

across individuals, used as a threshold for the dichotomous classification. Panel D: Cross

tabulation of dichotomous classification success. Counts of successful classification (on the 

diagonal) are in bold/underline font. (For interpretation of the references to color in this 

figure legend, the reader is referred to the web version of this article.).
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Table 1

Basic characteristics of the two participant groups.

RD group TD group Comparison

TOWRE:Sight Word Efficiency
a M = 82.19, SD = 7.51 M = 103.04, SD = 8.87 t(125) = 14.19, p < .001

TOWRE:Phonemic Decoding Efficiency
a M = 88.29, SD = 14.02 M = 103.78, SD = 9.56 t(125) = 7.35, p < .001

Age M = 18.95, SD = 2.64 M = 20.69, SD = 2.56 t(125) = 3.77, p < .001

Gender 38 Males; 21 Females 34 Males; 34 Females χ(1)
2 = 2.67, p = .10

Proportion motion-censored TRsb M = 0.10, SD = 0.14 M = 0.07, SD = 0.10 t(125) = 1.37, p = .17

a
Values are standard scores.

b
defined as the proportion of volumes that exceeded a thresholds of 0.3 mm Euclidean movement and/or with more than 10% of voxels marked as 

outliers by the regress_censor_outliers flag.
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Table 2

MNI coordinates of the canonical left (and right) reading ROIs, derived from Martins et al. (2015).

Region
MNI coordinates

x y z

Inferior Frontal Gyrus (BA45) (−)52 20 18

Inferior Frontal Gyrus (BA44) (−)52 18 14

Precentral Gyrus (−)46 2 42

Middle Frontal Gyrus (−)42 4 48

Fusiform Gyrus (−)42 −68 −22

Inferior Occipital Gyrus (−)44 −74 −4

Middle Occipital Gyrus (−)42 −86 −2

Inferior Temporal Gyrus (−)48 −62 −20

Supplementary Motor Area (−)4 24 56

Intra-Parietal Sulcus (−)42 −48 48

Temporal Pole
a (−)52 4 −10

a
Group-level activation for printed words in this left-canonical ROI did not reach significance, and it was therefore not included in the 

corresponding input matrix.
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Table 3

Results of a logistic regression model predicting behavioral group membership from the group classification 

parameter (zi) in the intra-subject variability-based model while controlling for age and motion.

Predictor Estimate (β) SE Z-value p-value

Classification parameter (zi) 1.37 0.52 2.65 .008

Age 0.27 0.08 3.42 <.001

Gender
a −0.82 0.42 −1.96 .050

Motion 0.44 1.83 0.24 .809

Notes: SE = Standard Error. Significant p-values are shown in bold.

a
dummy-coded variable, reference level set to “male”.
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Table 4

Results of a logistic regression model predicting behavioral group membership from the group classification 

parameter (zi) in the connectivity-based model while controlling for age and motion.

Predictor Estimate (β) SE Z-value p-value

Classification parameter (zi) −1.02 0.43 −2.36 0.018

Age 0.23 0.07 3.03 0.002

Gender
a −0.54 0.40 −1.36 0.173

Motion −2.45 1.86 −1.32 0.187

Notes: SE = Standard Error. Significant p-values are shown in bold.

a
dummy-coded variable, reference level set to “male”.
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Table 5

Results of a logistic regression model predicting behavioral group membership from the group classification 

parameters (zi) of both the variability- and connectivity-based models, as well as control variables (age and 

motion).

Predictor Estimate (β) SE Z-value p-value

zi: Variability-based model 1.45 0.54 2.68 0.007

zi: Connectivity-based model −1.09 0.45 −2.40 0.017

Age 0.25 0.08 3.24 0.001

Gender
a −0.90 0.44 −2.05 0.040

Motion −0.67 1.96 −0.34 0.732

Notes: SE = Standard Error. zi = Estimated classification parameter; Significant p-values are shown in bold.

a
dummy-coded variable, reference level set to “male”.
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Table 6

Cross-tabulation showing the relation between actual (i.e. behavioral) group membership and the conjunction 

of the dichotomous classification based on the variability-based and connectivity-based models. Values in 

bold/underline show counts of successful classification among individuals who had similar classification under 

both models.

Models’ classification

RD both models RD connectivity only RD variability only TD both models

Actual status RD 22 14 15 8

TD 10 17 17 24
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