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Purpose: To identify the factors influencing inpatient satisfaction by fitting the optimal 
discriminant model.
Patients and Methods: A cross-sectional survey of inpatient satisfaction was conducted 
with 3888 patients in 16 large public hospitals in Zhejiang Province. Independent variables 
were screened by single-factor analysis, and the importance of all variables was comprehen-
sively evaluated. The relationship between patients’ overall satisfaction and influencing 
factors was established, the relative risk was evaluated by marginal benefit, and the optimal 
model was fitted using the receiver operating characteristic curve.
Results: Patients’ overall satisfaction was 79.73%. The five most influential factors on 
inpatient satisfaction, in this order, were: patients’ right to know, timely nursing response, 
satisfaction with medical staff service, integrity of medical staff, and accuracy of diagnosis. 
The prediction accuracy of the random forest model was higher than that of the multiple 
logistic regression and naive Bayesian models.
Conclusion: Inpatient satisfaction is related to healthcare quality, diagnosis, and treatment 
process. Rapid identification and active improvement of the factors affecting patient satisfac-
tion can reduce public hospital operating costs and improve patient experiences and the 
efficiency of health resource allocation. Public hospitals should strengthen the exchange of 
medical information between doctors and patients, shorten waiting time, and improve the 
level of medical technology, service attitude, and transparency of information disclosure.
Keywords: random forest, inpatient satisfaction, public hospitals, key influencing factors

Introduction
The economic development history of many industrialized and post-industrialized 
countries reflects the rapid transformation of urban and rural structures.1 In 2000, 
patient satisfaction was first proposed by World Health Organization (WHO) as an 
important indicator to measure the quality of medical services in public hospitals.2,3 

Good medical experience not only improves the quality of life of patients but also 
reduces the disagreements between doctors and patients, which has a positive 
impact on the whole medical ecology. The patient satisfaction of inpatients can 
directly reflect the medical technology standards and medical service quality of 
public hospitals in China.4 Therefore, it is vital to improve the quality of medical 
service and the utilization efficiency of health resources by exploring the risk 
factors of inpatient satisfaction in Chinese cities.5 Many theoretical model studies 
have assessed the association between a large number of independent variables and 
patient satisfaction through the use of different statistical methods, including naive 
Bayesian algorithm, support vector machine, logistic regression, decision tree, and 
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other machine learning models.6–11 A study in 2019 exam-
ined the risk factors of patient satisfaction by using logistic 
regression analysis.12 Baek et al used a generalized 
ordered logistic regression model instead of performing 
a binary logistic regression analysis, which may yield 
incorrect results with fewer factors of patient 
satisfaction.13 Liu indicated that the deficiency of ordinal 
logistic regression in the study of ordered variables is 
based on the difficulty of analysis in the field of treatment 
methods.14 Nusinovici et al found that the predictive 
power of logistic regression and the machine learning 
model was consistent in the study of risk prediction and 
clinical predictors of common chronic diseases.15 Belciug 
explored the application of gene expression data sets in 
cancer research by embedding a logistic regression into 
relevant mathematical algorithms.16 Khani selected stable 
genes with high classification using logistic regression.17 

However, the traditional multiple logistic regression has 
problems of low evaluation efficiency, multicollinearity, 
and overfitting. As a linear classifier, logistic regression 
model requires all features to be linear. When it comes to 
nonlinear features, it requires a complex transformation, 
which makes modeling difficult and affects performance. 
It cannot analyze large sample and multiclassification vari-
ables well. Meanwhile, naive Bayes classifier is a classic 
data mining algorithm, which has been widely used.18

Yue explored and improved the congenital defects of 
the naive Bayes classifier.19 However, the random forest 
algorithm can identify the hidden and complex endogene-
ity of original data more effectively than a traditional 
model. Some studies have shown that the prediction per-
formance of a random forest is always better than that of 
traditional models, such as super vector machines and 
logistic models in the economic field.20,21 Based on its 
inherent advantages, the random forest model performs 
well in psychological research with topics such as custo-
mer loyalty and winning or losing probabilities.22,23 

Random forest has been widely used in medicine in the 
last 10 years. It has demonstrated excellent performance in 
a large number of medical experiments with its high pre-
cision, tendency to avoid overfitting, and other advantages. 
It has gradually become one of the most popular frontier 
research methods in biomedicine and bioinformatics and 
has good application prospects. A series of studies by 
Chinese scholars on disease risk gene identification, risk 
single-nucleotide polymorphism recognition, protein inter-
action networks, and other topics have been internationally 
recognized due to their use of random forest.24–30 

International scholars have also made great progress in 
gene, tumor, and medical impact research using random 
forest.31–34 Machine learning is becoming increasingly 
valuable and relevant in the field of healthcare.35 There 
are few studies that explore the impact of different vari-
ables on patient satisfaction and the most appropriate 
evaluation methods of patient satisfaction.

In this study, we introduce machine learning and use the 
random forest model with the most significant classification 
effect to predict the influencing factors of patient satisfaction 
more objectively. Compared with traditional evaluation meth-
ods, the random forest model not only has higher evaluation 
efficiency and accurate dimensionality reduction but also has 
better accuracy.36,37 At the same time, the random forest 
algorithm avoids the need for large sample size and the poor 
feature selection typical for decision trees by utilizing 
a double random sampling of samples and variables. At pre-
sent, many scholars are committed to exploring a better clas-
sification method to study patient satisfaction in order to 
improve and standardize the medical quality control system.38

Therefore, this study attempts to construct an optimal 
prediction model of the influencing factors of inpatient 
satisfaction. The study is based on data of inpatient satis-
faction of 16 provincial public hospitals in Zhejiang 
Province, a developed province on the east coast of 
China. The purpose of this study was to determine 
a scientific and reliable method of analysis regarding 
patient satisfaction, thus providing a reference for estab-
lishing a standard patient satisfaction evaluation system 
and improving the quality of medical services.

Patients and Methods
Ethics Statement
The survey content and scheme of this study were approved 
by Zhejiang Provincial Health Commission, which is the 
official health management organization in China. All 16 
tertiary hospitals had been aware of the survey content and 
had agreed to participate in the project. The content of the 
survey does not involve any personal information, such as 
name, photo, or telephone number. All interviewed patients 
had given their consent before the start of the investigation 
and signed informed consent forms. The research process is 
consistent with the Helsinki Declaration of 2013.

Data Sources and Respondents
For this survey, we used information from 16 public hos-
pitals in 4 categories in Zhejiang Province, including 7 

submit your manuscript | www.dovepress.com                                                                                                                                                                                                                    

DovePress                                                                                                                                              

Patient Preference and Adherence 2021:15 692

Li et al                                                                                                                                                                 Dovepress

http://www.dovepress.com
http://www.dovepress.com


general hospitals, 5 specialized hospitals, 2 traditional 
Chinese medicine hospitals, and 2 integrated Chinese and 
Western medicine hospitals. The survey was conducted 
from January to December 2017. Data of patients dis-
charged in the previous month were collected every 
month. We collected 4320 questionnaires, and 3888 were 
completed in full, giving us an effective rate of 90%.

Patients met the inclusion criteria if they were aged 
18–70 years, were receiving treatment in the designated 
hospitals and were hospitalized or had a nonphysical 
examination.

Method of Investigation
In this study, a questionnaire assessing patient satisfaction 
was used in a computer-assisted telephone survey. Based 
on the information of discharged patients, computer- 
assisted telephone interviews were conducted to ensure 
the authenticity and reliability of the data.39

The question “How satisfied are you with this hospita-
lization?” was the outcome variable for inpatient satisfac-
tion and was scored on a 5-point Likert scale: 1 = “very 
dissatisfied,” 2 = “dissatisfied,” 3 = “neutral,” 4 = “rela-
tively satisfied,” and 5 = “very satisfied.” The responses of 
“very satisfied” and “relatively satisfied” were defined as 
“good” (with a value of 1); other responses were defined 
as “poor” (with a value of 0). For explanatory variables, 
the response of “very satisfied” and “relatively satisfied” 
were defined as “good” (with a value of 1); other 
responses were defined as “poor” (with a value of 0).

Methods of Analysis
Epidata 4.6.0 was used to input and organize the data of the 
3888 valid questionnaires. R3.6.1 was used for the data 
analysis.

Sample Quality Control
An attempt was made to estimate the number of samples 
required for this study. The sample size estimation formula 
is as follows:

n ¼
μ2

α=2π 1 � πð Þ

δ2 (1) 

Here, n is the sample size, π is the overall satisfaction rate, 
and δ is the desired level of precision. The overall satisfac-
tion of our survey is 79.73% (n=3888). Meanwhile, we 
assume 95% confidence and 5% precision. Therefore, the 

sample size was: n ¼ 1:962�0:7973� 1� 0:7973ð Þ

0:052 ¼ 248:34. The 

number of effective samples in this study is 3888, which 
is much higher than the minimum sample size 248.

Multiple Logistic Regression
First, the patients were divided into two groups according 
to their satisfaction scores, and the explanatory variables 
were analyzed using single-factor analysis. Univariate ana-
lysis was used because of the number of variables; uni-
variate analysis can effectively eliminate some 
confounding factors and ensure the reliability of the results 
in the population study. Then, according to the results of 
the single factor analysis, the influencing factors with 
statistical differences (P < 0.05) were included in the 
multiple logistic regression analysis. The basic expression 
of the logistic regression model is as follows:40

ln
P

1 � P
¼ Logit Pð Þ ¼ β0þ β1x1þ . . . þ βnxnþ ε

(2) 

where P is the probability of good satisfaction with the 
overall evaluation of inpatient medical services, n is the 
total number of independent variables, βi is the logistic 
regression correlation coefficient of each independent vari-
able, and χi is an independent variable influencing the 
satisfaction of inpatients. Here, ε is a random perturbation 
term.

The probability of good satisfaction with the overall 
evaluation of inpatient medical services is p (binomial 
dependent variable y = 1), and the probability of poor 
satisfaction is 1-p (binomial dependent variable y = 0). 
The probability prediction model of satisfaction is 
obtained as follows:

P ¼
1

1þ exp � β0 þ β1x1 þ . . .þ βnxnð Þ½ �
(3) 

Random Forest Model Construction
The differences in the importance of influencing factors 
were further explored through discriminant analysis. First, 
we divided the dataset into two parts: training set compris-
ing 70% of the data (data for building the model) and test 
set comprising 30% (data for identifying the best model) 
to test the effect of the model and test the generalization 
ability of the model. This process is completed by boot-
strap random sampling, in which the missing data are 
supplemented by the random forest interpolation 
method.41,42,43 We used the random forest classifier 
method to construct different training datasets and finally 
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fit the multiple classifier combination model based on 
avoiding local maximum.43 The final classification results 
were defined as follows:

H χð Þ ¼ argmax
Υ ∑

k

i¼1
I hi χð Þ ¼ yð Þ (4) 

where H χð Þ is the combined multi-classifier model, I (·) is 
the indicative function, χ is the input vector, y is the 
outcome variable, hi is the single decision tree model, 
and k is the number of decision trees.

Second, the optimal combination of parameters is 
determined according to the mtry value when the model 
error rate is the lowest, and the ntree values range from 1 
to 500. The mean square deviation of error rate with the 
number of decision trees was obtained by comparing and 
analyzing each outcome variable and comprehensive data 
in the dataset. The prediction error rate of random forest 
for out-of-bag samples is called out-of-bag error, and the 
optimal combination is when the out-of-bag error rate is 
the minimum41,43 (Figure 1). The mean square error is 
defined as

Var
1
k

∑
i¼1

k
hi xð Þ

� �

¼
1
k2 ∑

i¼1

k
∑
j¼1

k
Cov hi xð Þ; hj xð Þ

� �

¼ ρ@
x

2 �
ρ@

x2

k
þ
@
x2

k
(5) 

where ρ is the correlation coefficient of the population, 
and ð is the population standard deviation. It can be seen 
from the formula that the variance can be reduced by 
decreasing the ρ or increasing the k, and the variance can 
be reduced by making each decision tree more indepen-
dent or increasing the number of decision trees in the 
forest.

Third, the Gini index method was used to measure 
the variable importance measurement of the adjusted 
random forest prediction model, and the satisfaction- 
related risk factors that significantly affected the satis-
faction of inpatients were identified.43 A decrease in 
average Gini value indicates a decrease in average 
impurity at the variable partition node of all trees. 
The higher the value, the greater the importance of 
the variable. The Gini index can be expressed as 
follows:44

GIm ¼ ∑
Kj j

k¼1
∑

k0�k
pmkpmk0 ¼ 1 � ∑

Kj j

k¼1
p2

mk (6) 

Here, k represents K categories, and pmk represents the 
proportion of category K in node M.

Naive Bayesian Analysis
Naive Bayes is a simple multi-class classification algo-
rithm based on the assumption of independence between 
eigenvalues. In other words, in the one-time transfer of 
training data, the conditional probability distribution of 
each feature of a given tag is calculated, and then the 
conditional probability distribution of a given observa-
tion tag is calculated using the Bayesian theorem and 
used for prediction.45 The mathematical expressions are 
as follows:

P ðAijBÞ ¼
IIn

k¼1P bkjAið ÞP Aið Þ

∑n IIn
k¼1P bkjAið ÞP Aið Þ

(7) 

PðBjAiÞ ¼ IIn k ¼ 1PðbkjAiÞ (8) 

Suppose the characteristics of each dimension B1, B2 Bn- 
1, and Bn are independent of each other. The prior prob-
ability (P Aið Þ) is calculated according to the training set 
data.

Identifying the Optimal Model
We attempted to determine the best prediction model 
through the mutual verification of the logistic regression 
model, the random forest model, and the naive Bayes 
model.

First, the prediction efficiency and accuracy of the 
prediction models were tested, and the accuracy was 
improved by adjusting the prediction model. Accuracy, 
classification error rate, precision, recall, and F1_score 
were the five indicators of score used to evaluate the 
classification performance. The formulas used were as 
follows:Figure 1 Tree values and error distribution.
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Accuracy ¼
TPþ TN

TPþ TN þ FPþ FN
(9) 

Classification error rate ¼ 1 � accuracy (10) 

Precision Pð Þ ¼
TP

TPþ FPð Þ
(11) 

Recall Rð Þ ¼
TP

TPþ FNð Þ
(12) 

F1 score ¼
2 � P � Rð Þ

Pþ Rð Þ
(13) 

Here, TP (true positive) means that the model correctly 
judges a positive sample as a positive sample, FP (false 
positive) means that the model wrongly judges a counter 
sample as a positive sample, TN (true negative) means that 
the model correctly judges a counter sample as a positive 
sample, and FN (false negative) means that the model 
misjudges a positive example as a counterexample.1 

Accuracy is the ratio of the correct number of predicted 
values to the total amount of data. Generally, the higher 
the accuracy of the model, the better its effect. Accuracy is 
the accuracy of prediction of 0, recall rate refers to the 
accuracy of true 0, and the harmonic average of accuracy 
and recall is the F1_ score. In the F1_ score calculation 
formula, precision is abbreviated as P, and recall is abbre-
viated as R. The F1_score value ranges from 0 to 1, with 1 
indicating the best and 0 the worst.

The AUC is the probability that the positive prediction 
score is greater than the negative prediction score. In other 
words, it is the C-index (C statistic of Mann Whitney 
U-test). The receiver operating characteristic (ROC) 
curve was drawn according to the predicted model. 
A larger AUC area, which is defined by the ROC curve 
and the x-axis, means a better classification ability of the 
current model. The calculation formula is as follows:

AUC ¼
∑i 2 positiveClass ranki �

M Mþ1ð Þ

2

M � N
(14) 

where M is the number of positive samples, and N is the 
number of negative samples.

Finally, we analyzed the marginal impact of satisfac-
tion risk factors on the overall satisfaction of inpatient 
medical services. Marginal influence refers to the influence 
of an independent variable on the dependent variable while 
ignoring all other independent variables. We analyzed the 
detailed relationship between the four most important 

independent variables and the outcome variables to make 
the results of this study more objective and complete. The 
patients were divided into two groups according to their 
satisfaction scores, and the explanatory variables were 
tested using single-factor analysis.

Results
Overall Description of the Analysis
The results showed that the overall satisfaction of hospi-
talized patients was 79.73%, and female patients reported 
higher overall satisfaction than male patients. The average 
age of hospitalized patients was 43 years. In terms of 
education, patients with undergraduate degrees accounted 
for the largest proportion (39.60%). The average annual 
family income level was low, showing a left-skewed dis-
tribution. Furthermore, the proportion of floating popula-
tion (migrants who stay in a place without local household 
registration status) was close to half of the permanent 
population. In addition, patients’ satisfaction with medical 
services was low.

Single Factor Analysis Results
The results showed that most of the socio-demographic 
factors (such as sex, age, and education level) and patient 
satisfaction had no statistical differences (P > 0.05), which 
was significantly different from the factors influencing out-
patient satisfaction.46 There were significant differences in 
medical insurance and related medical service factors during 
hospitalization (P < 0.05) as demonstrated in Table 1.

Results of the Multivariate Analysis
The results of the multivariate logistic regression analysis of 
patient satisfaction and satisfaction risk factors were largely 
consistent with the overall trend of the random forest model. 
The results showed that information satisfaction, service 
satisfaction with medical staff, satisfaction of the right to 
know, and accuracy of hospital diagnosis were closely asso-
ciated with the improvement of inpatient satisfaction (P < 
0.05) as demonstrated in Table 2. In addition, there were 
differences in the individual types of medical insurance, and 
the results of social demographic factors were consistent 
with the results of the random forest analysis.

The Most Appropriate Model of Inpatient 
Satisfaction
A comparison of the ROC results shows that the prediction 
effect of the random forest method is the most accurate. 
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Table 1 Results of Univariate Analysis of Risk Factors of Inpatient Satisfaction

Variable Number n(%) Good 
Satisfaction

Poor 
Satisfaction

p OR (95% CI)

Socio-demographic factors

Sex 0.769
Male 1898(48.80) 1517(48.90) 38(48.40) 1

Female 1990(51.20) 1583(51.10) 40(51.60) 1.00(0.80,1.24)

Age range (years) 0.971

16–30 930(23.90) 742(23.90) 18(23.90) 1
31–45 1464(37.70) 1171(37.80) 29(37.20) 0.99(0.741,1.3)

46–60 980(25.20) 781(25.20) 19(25.30) 1.01(0.68,1.50)

61 and above 514(13.20) 406(913.10) 10(13.70) 0.99(0.56,1.79)

Education 0.054

Elementary school and below 383(9.90) 309(10.00) 74(9.90) 1
Junior high school 924(23.80) 714(23.00) 210(23.80) 0.86(0.76,0.99)

High school/technical secondary school 905(23.30) 714(23.00) 191(23.30) 0.95(0.83,1.09)

Undergraduate/College 1541(39.60) 1246(40.20) 295(39.60) 1.07(0.97,1.19)
Postgraduate 135(3.50) 117(3.80) 18(3.50) 1.65(1.01,2.70)

Marital status 0.115
Unmarried 352(9.05) 292(9.42) 60(7.61) 1

Married 3536(90.95) 2808(90.58) 728(92.39) 1.24(0.95,1.62)

Yearly family income (RMB) 0.170

50,000 and below 1235(38.68) 1001(38.92) 234(37.68) 1

6–20 million 1620(50.74) 1310(33.67) 310(49.92) 1.02(0.94,1.11)
More than 200,000 338(10.58) 261(6.71) 77(12.40) 0.82(0.65,1.04)

Medical insurance 0.007
Has insurance 3710(95.42) 2977(96.03) 733(93.02) 1

No insurance 178(4.58) 123(9.97) 55(6.98) 0.57(0.42,0.77)

Residing locally for more than 6 months 0.194

Yes 2334(60.03) 1845(59.52) 489(62.06) 1

No 1554(39.97) 1255(40.48) 299(37.94) 1.07(0.97,1.18)

Medical service factors

Satisfaction with information about hospitalization <0.001

Satisfied 281(7.20) 61(1.96) 22(28.13) 1

Dissatisfied 3601(92.80) 3039(98.04) 56(71.87) 1.37(1.19,1.57)

Satisfaction with food and beverages <0.001

Satisfied 2566(66.00) 1931(62.29) 635(80.58) 1
Dissatisfied 1322(34.00) 1169(37.71) 153(19.42) 1.94(1.67,2.26)

Satisfaction with hospital visitation and nursing system <0.001
Satisfied 263(6.76) 102(3.29) 161(20.43) 1

Dissatisfied 3625(93.24) 2998(96.71) 627(79.57) 1.20(1.16,1.25)

Clarity of procedures <0.001

Satisfied 316(8.13) 98(3.16) 218(27.66) 1
Dissatisfied 3572(91.87) 3002(96.84) 570(72.34) 1.34(1.28,1.40)

(Continued)

submit your manuscript | www.dovepress.com                                                                                                                                                                                                                    

DovePress                                                                                                                                              

Patient Preference and Adherence 2021:15 696

Li et al                                                                                                                                                                 Dovepress

http://www.dovepress.com
http://www.dovepress.com


The maximum ROC area was 0.932, and the result of the 
logistic regression (area 0.882) was better than that of the 
naive Bayes (area 0.836), indicating that the random forest 

model is better than the logistic regression and naive 
Bayes models. The ROC curves corresponding to each 
algorithm are shown in Figure 2.

Table 1 (Continued). 

Variable Number n(%) Good 
Satisfaction

Poor 
Satisfaction

p OR (95% CI)

Protection of patient privacy <0.001

Satisfied 250(6.43) 76(2.45) 174(22.08) 1
Dissatisfied 3638(93.57) 3024(97.55) 614(77.92) 1.25(1.21,1.30)

Scheduled appointment satisfaction <0.001
Satisfied 454(11.68) 188(26.11) 266(8.37) 1

Dissatisfied 3434(88.32) 522(73.89) 2912(91.63) 0.80(0.77,0.84)

Timely nursing response <0.001

Satisfied 276(7.10) 56(1.81) 220(27.92) 1

Dissatisfied 3612(92.90) 3044(98.19) 568(72.08) 1.36(1.30,1.42)

Technical ability of nursing staff <0.001

Satisfied 1513(38.91) 875(28.23) 638(86.45) 1
Dissatisfied 2325(61.09) 2225(71.77) 100(13.55) 5.30(4.41,6.36)

Satisfaction with medical staff service <0.001
Satisfied 52(1.34) 4(0.13) 48(5.87) 1

Dissatisfied 3836(98.66) 3096(99.87) 770(94.13) 1.06(1.04,1.08)

Satisfaction with patients’ right to knowledge <0.001

Satisfied 73(1.88) 7(0.23) 66(8.38) 1

Dissatisfied 3815(98.12) 3093(98.77) 722(91.62) 1.09(1.07,1.11)

Hospital diagnostic accuracy <0.001
Satisfied 85(2.19) 12(0.39) 73(9.26) 1

Dissatisfied 3803(97.81) 3088(99.61) 715(90.74) 1.10(1.07,1.12)

Timely diagnosis and treatment during hospitalization <0.001

Timely 59(1.52) 6(0.19) 53(6.73) 1

Not timely 3829(98.48) 3094(98.81) 735(93.27) 1.07(1.05,1.09)

Satisfaction with other hospital staff service <0.001

Satisfied 431(11.09) 188(6.06) 243(30.84) 1
Dissatisfied 3457(88.91) 2912(93.94) 545(69.16) 1.36(1.30,1.42)

The effect of this hospitalization <0.001
Good 593(15.25) 227(7.32) 366(46.45) 1

Bad 3295(84.75) 2873(92.68) 422(53.55) 1.73(1.62,1.85)

Satisfaction with the transparency of medical fees <0.001

Satisfied 473(12.17) 194(6.26) 279(35.41) 1

Dissatisfied 3415(87.83) 2906(93.74) 509(64.59) 1.45(1.38,1.53)

Satisfaction with hospital infrastructure and facilities <0.001

Satisfied 504(12.97) 287(9.26) 217(27.54) 1
Dissatisfied 3384(87.03) 2813(90.74) 571(72.46) 1.25(1.20,1.31)

Satisfaction with hygiene and comfort <0.001
Satisfied 452(11.63) 212(6.84) 240(30.45) 1

Dissatisfied 3436(88.37) 2888(93.16) 548(69.55) 1.34(1.28,1.40)
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Table 3 shows that all models achieved good 
results, but the random forest model is better than the 
logistic regression model and the naive Bayes classifi-
cation model in each evaluation index. The classifica-
tion accuracy of random forest model, logistic 
regression model, and naive Bayesian model were 
96.57%, 89.71%, and 83.46%, respectively. In addition, 
the F1_score was 91.42%, 70.00%, and 65.72%, 
respectively. The evaluation effect of the random forest 
model is the highest.

The random forest model has better practicability and 
flexibility, and the performance effect is the best in this 
study. It can not only make high-precision classification 
decisions but also calculate the importance of each 
variable.47

Importance of Different Influencing 
Factors
We plotted the importance of risk factors for inpatient 
satisfaction through a random forest model. Figure 3 
shows the top ten variables, with satisfaction with the 
right to know and timely nursing response in the top two 
and clarity of procedures in the 10th.

Discussion and Conclusion
This study attempts to construct an optimal discriminant 
model to explore the risk factors related to inpatient satis-
faction in public hospitals in megacities of China, and 
further explore the importance of factors influencing 
patients. The random forest model is superior to logistic 
regression and naive Bayes classification models in each 
evaluation index, with the highest accuracy of 96.57%. This 
study found that socio-demographic factors had no signifi-
cant effects on patient satisfaction in urban areas of China. 
This may be because hospitalized patients are more con-
cerned about the positive role of medical service in improv-
ing the quality of life in general, owing to potentially having 
diseases that are serious. The first five variables (satisfaction 
with the right to knowledge, timely nursing response, satis-
faction of medical staff service, integrity of medical staff, 
and accuracy of hospital diagnosis) were significantly 
important. The treatment cost of inpatients in China ranks 
low globally, indicating that a series of medical reform 
measures, such as drug “zero plus” policies, diagnosis- 
related group (DRG) system, use of micro-tools, have sig-
nificantly reduced the economic burden of patients with 
major diseases.48 In particular, China’s unique social 

Table 2 Multi-Factor Logistic Regression Analysis Results That Affect Inpatient Satisfaction

Variables Estimate Coefficient P(>|z|) OR(95% CI)

Satisfaction with information about hospitalization 1.288 <0.001 3.46 (2.04–5.88)
Satisfaction with food and beverages 0.439 0.005 1.56 (1.14–2.11)

Protection of patient privacy 0.965 <0.001 2.61 (1.56–4.33)

Scheduled appointment satisfaction 0.457 0.022 1.58 (1.06–2.34)
Timely nursing response 1.697 <0.001 5.37 (3.23–9.05)

Technical ability of nursing staff 1.714 <0.001 5.39 (2.76–10.74)

Satisfaction with medical staff service 1.164 <0.001 3.13 (1.87–5.29)
Satisfaction with patients’ right to knowledge 1.213 <0.001 3.26 (2.05–5.49)

Hospital diagnostic accuracy 1.432 <0.001 4.14 (2.61–6.60)
Timely diagnosis and treatment during hospitalization 0.862 <0.001 2.37 (1.54–3.65)

Satisfaction with other hospital staff service 0.608 0.002 1.80 (1.22–2.65)

The effect of this hospitalization 1.547 <0.001 4.69 (3.38–6.47)
Satisfaction with hospital infrastructure and facilities 0.403 0.040 1.46 (1.17–2.14)

Satisfaction with hygiene and comfort 0.594 0.003 1.81 (1.21–2.68)

Figure 2 Receiver operating characteristic curves of random forest, logistic regres-
sion, and naive Bayes.
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medical insurance provides universal insurance, which 
reduces treatment costs for critically ill inpatients; however, 
this is not related to outpatient satisfaction, as China’s social 
medical insurance does not yet cover outpatient medical 
expenses. The economic burden of hospitalized patients 
has been further reduced with the introduction of the 
Chinese version of DRG-grouping standards and the estab-
lishment of key clinical pathways.49,50 However, the expec-
tation of patient satisfaction may lead to the breakdown of 
hospitalization system, which can accelerate the adverse 
selection of patients in public hospitals. Therefore, to 
improve their motivation at work, medical workers should 
improve the scale economic benefits of public hospitals by 
establishing corresponding incentive mechanisms in the 
implementation of various management tools. Finally, by 
covering patients’ treatment costs, commercial insurance 
can indirectly foster positive interactions between doctors 
and patients, thereby benefitting public hospitals, patients, 
and insurance companies.

The evaluation and prediction of patient satisfaction is 
important for many reasons and our study contributes in 
the following ways. First, modern medical care has been 
transformed into a social, psychological, physiological, 
and medical model, from the traditional biological, medi-
cal model based on the perspective of patients.51 Few 
studies have explored the difference in the importance of 
influencing factors for inpatient satisfaction, and we did 
this with an in-depth analysis. Patients’ right to knowledge 
was ranked first among the factors influencing satisfaction. 
In this study, as a basic right of patients in the process of 
disease diagnosis and treatment, we explored patient’s 
right to knowledge. Relevant research has found that 
improving patients’ right to knowledge is an effective 
measure for the rehabilitation of hospitalized patients.52 

Moreover, further emotional communication and medical 
information exchange can also significantly improve 
patient satisfaction by reducing medical disputes. This 
plays the most important role in effective communication 

Table 3 Analysis and Comparison of Test Results of Random Forest Model, Logistic Regression Model, and Naive Bayes Classification 
Model

Contrast Item Method Inspection Index

Accuracy Classification Error Precision Recall F1_Score

Random forest model 0.9657 0.0343 0.9595 0.8730 0.9142
Logistic regression model 0.8971 0.1029 0.6335 0.7821 0.7000

Naive Bayes model 0.8346 0.1654 0.5409 0.8371 0.6572

Figure 3 Importance ranking of risk factors of inpatient satisfaction in the random forest model.
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between medical workers and patients in dealing with 
medical complaints.53 Among the factors, the present 
role of medical workers needs to be further expanded 
indirectly. Few studies have explored the specific content 
of the patient’s right to knowledge, but those that do 
highlight the patients’ realization of their right to know. 
Therefore, it is effective to understand the actual needs of 
patients, improve communication skills, and increase pro-
fessional training. This will increase the patient’s trust in 
doctors and nurses, improve treatment and nursing com-
pliance, improve the treatment effect, and increase treat-
ment satisfaction.

Second, the present study showed that the quality of 
life of patients was significantly improved with timely and 
effective medical services.54,55 There is a significant asso-
ciation between nurses’ bedside manner and patient satis-
faction, and treatment time can affect patients’ satisfaction 
with medical experience.56–59 It is expected that more 
differentiated and humanized services will be implemented 
in the healthcare industry. Some exploratory measures 
have been gradually used in sample hospitals, such as 
setting up clear signs, simplifying the process of patient 
treatment, and using the Internet to make appointments, 
thus reducing patients’ waiting time. The principle of 
“patient first” is also helpful in improving the efficiency 
of day-to-day operations and the effectiveness of nursing 
work.

Third, the service quality of medical staff is facing 
higher challenges, and there is a continuous increase in 
patients’ awareness and healthcare demands. A small sam-
ple study conducted in Shanghai reported that the overall 
satisfaction of inpatients during hospitalization was most 
affected by nurses’ attitude, followed by doctors’ attitude, 
cost and environment, and patient sex, which is different 
from the results of this study.60 This may be because the 
best quality medical resources are located in Shanghai, as 
it is the most developed city in China, and the sample size 
was small. This indirectly reflects that fact that China’s 
rapid urbanization has exacerbated the imbalance of med-
ical resources. In addition, the proportion of patients with 
higher education in large cities is increasing. Due to the 
internal population flow in China, the main workforce is 
gradually becoming highly educated and moving to large 
cities. The psychological satisfaction of highly educated 
patients is more complex. Regarding the processes of 
diagnosis and treatment, few large sample studies have 
explored the actual state of satisfaction with patient priv-
acy. Most of the research on patient privacy is 

concentrated in special diseases or specific 
departments.61 There is still a lack of psychological pro-
fessionals in China because the discipline started later than 
in much of the rest of the world. Therefore, public hospi-
tals should strengthen humanistic care for patients by 
training psychological experts. Public hospitals should 
improve the sense of belonging of medical and technical 
personnel by building brand awareness and keeping up 
with Mayo Hospital.62,63

Fourth, the accuracy of hospital diagnosis ranked fifth 
in this study, as one of the key indicators to evaluate 
patients’ quality of life. This is because public hospitals 
have become the main places for the treatment of critically 
ill patients. In China, hospitals benefit from the standar-
dized training of medical practitioners.64 China’s unique 
political system is extremely strict in monitoring the qual-
ity of medical services in public hospitals, so people have 
no doubt about the diagnostic accuracy of public hospitals 
in China.65,66 However, China’s health resources, espe-
cially doctors, are still scarce.67,68 Public hospitals under-
take a large number of clinical operations but also need to 
take into account the task of medical technology innova-
tion. Therefore, there is still a gap between China and 
other developed countries in terms of providing adequate 
follow-up care for discharged patients.69,70 China is 
actively exploring ways to overcome this issue by relaxing 
the restrictions of running medical services by social 
forces. It should be noted that the scarcity of human 
resources may indirectly breed corruption. Medical ethics 
and style are codes for the conduct of medical staff and the 
focus of hospital work. Good medical ethics can not only 
improve patients’ satisfaction but also enhance the under-
standing and trust between doctors and patients. Therefore, 
establishing an effective internal supervision mechanism 
needs more in-depth study.

Finally, although machine learning algorithms are 
widely used in the medical field, they provide a new 
research direction for studying patient satisfaction. 
Metabonomics and bioinformatics use stochastic forest 
models for disease classification and diagnosis. Many 
scholars also use machine learning models to screen and 
classify the risk of a single disease.71–74 Compared with 
the traditional multi-factor analysis, the stochastic forest 
model can avoid the problem of multicollinearity and is 
stable; thus, it can separate and deeply analyze the influen-
cing factors. This study attempts to fit the optimal predic-
tion model of inpatient satisfaction from the perspective of 
patients. The random forest model has the highest 
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accuracy and the best prediction ability. In recent years, 
many scholars are committed to the application of machine 
learning model in the daily work of the hospital.75,76 It is 
based on large sample data in the study of patient 
satisfaction.51,56 Therefore, we suggest using the random 
forest method to explore the influencing factors in future 
satisfaction-related research.

Limitations of the Study
There are a few limitations of this study. First, the data were 
obtained from a cross-sectional survey, so it may be different 
from the real situation due to measurement error. Second, 
some influencing factors were not included in this study 
because they could not be measured, such as traffic and 
other variables. In future research, we will further quantify 
the indicators that cannot be measured at present and con-
tinuously optimize the model to improve the prediction 
accuracy, based on the current optimal prediction model.
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