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Abstract
An increase in the number of patients and death rates make Covid-19 a serious pandemic situation. This problem has

effects on health security, economical security, social life, and many others. The long and unreliable diagnosis process of

the Covid-19 makes the disease spread even faster. Therefore, fast and efficient diagnosis is significant for dealing with this

pandemic. Computer-aided medical diagnosis systems are very common applications and due to the importance of the

problem, providing accurate predictions is required. In this study, blood samples of patients from Einstein Hospital in

Brazil has collected and used for prediction on the severity level of Covid-19 with machine learning algorithms. The study

was constructed in two stages; in stage-one, no preprocessing method has applied while in stage-two preprocessing has

emphasized for achieving better prediction results. At the end of the study, 0.98 accuracy was obtained with the tuned

Random Forest algorithm and several preprocessing methods.
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1 Introduction

The novel coronavirus outbreak has begun in Wuhan,

China at the end of 2019 and has affected millions of

people within a short time. The World Health Organization

has rated the global risk and impact of Covid-19 as very

high and indicated the virus as a global emergency. On

December 31st, health care professionals confirmed dozens

of cases in China were treated for pneumonia and then on

January 11th first death was reported by Chinese media.

The virus has spread the whole world in record time and

become a serious pandemic. It killed more than 965,000

people worldwide and continues to spreading [1].

The common symptoms of people who are infected by

coronavirus are specified as fever, cough, fatigue, loss of

taste or smell, sore throat, headache, and muscle pain.

However, some people are exposed to the Covid-19 yet

have no symptoms at all [2]. The most common symptoms

of Covid-19 are similar to other viral infectious diseases

and this makes the clinical diagnosis impractical [3].

Indeed, that is one of the issues with the coronavirus, since

symptoms vary from person to person it makes the prog-

nosis process difficult and causes the virus to spread faster.

The current reliable process for detecting Covid-19 is qRT-

PCR tests but the problem with this method is that it takes

several hours [4]. Besides, there are some concerns about

the lack of extensive testing capacity. Shortage of diag-

nostic materials and long diagnosis processes are major

problems for controlling the outbreak [5] Therefore, diag-

nosing and detecting Covid-19 remains a significant

problem worldwide. Although many studies have been

carried out on this topic, there are many pieces of research

in the list for waiting to fill deficiencies in the literature.

The rest of the paper is organized as follows. The related

studies are given in Sect. 1.1. In Sect. 2 preferred prepro-

cessing methods and machine learning algorithms are

explained briefly. Section 3 provides performance results

from the model and finally, Sect. 4 summarizes the study

and mentions future researches.
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1.1 Related works

There are some works done for demonstrating the clinical

outcomes for Covid-19. A study of [6] presented a review

of epidemiology and clinical features associated with

Covid-19. Similar studies are conducted to investigate

clinical symptoms, features, and parameters of Covid-19

[7–9]. Demographic data, laboratory results, symptoms,

and treatments are used to describe clinical outcomes of

critically ill patients with Covid-19 [10]. A similar study to

[10] is demonstrated to further clarify epidemiological and

clinical characteristics of Covid-19 by using similar data

such as demographic, clinical, laboratory, and radiological

features [11, 12] has compared epidemiological and clini-

cal outcomes for both noncritical ill and critically ill

patients. Besides clinical outcomes of Covid-19, there is

also some research done for making predictions on mor-

tality predictors. Lactic dehydrogenase (LDH), lympho-

cyte, and C reactive protein were found to be the most

related biomarker with 90% accuracy on mortality in the

study of [13]. In another work, in addition to C-reactive

protein, age, and impaired renal function were predicted as

major indicators of Covid-19 mortality [14]. [14] used

clinical data and Random Forest to find the most important

predictor on mortality and concluded that age was the most

important factor with a 0.97 ROC score. Such a different

study was aimed to investigate ocular manifestations and

viral prevalence in the conjunctiva of patients with Covid-

19. According to experimental analysis, patients with

ocular symptoms were more likely to have higher white

blood cells, neutrophils, C-reactive protein, and LDH.

Within this study, it was aimed to assist ophthalmologists

to understand the ocular manifestation of Covid-19 [16].

One retrospective study focused on patients in the America

region with Covid-19 to search a relationship between

acute kidney injury and clinical outcomes of Covid-19 by

using a Multivariate Logistic Regression model [17, 18]

built a system for a mobile phone-based survey to prevent

the spread of the virus in populations. They proposed a

mobile phone-based survey for the identification of Covid-

19 with a machine learning algorithm. An interesting paper

worked on investigating the relationship between weather

variables such as temperature and humidity on mortality of

Covid-19. They concluded the results that there is a strong

connection between input and output variables [19].

Another conducted study aimed to forecast epidemic

trends. They used the Logistic Regression model to fit the

cap if epidemic trend then feeds the cap value into

FbProphet model to find a pattern and predict the trend of

epidemic situation. Their mathematical model showed that

the outbreak will peak in late October [20].

Deep learning is one of the fields that is emerging and

commonly used for image processing cases. There are

many studies conducted for the detection of Covid-19 by

using computer tomography (CT) images. In a related

study, the deep learning model was provided to detect

Covid-19 based on CT images of patients. For the experi-

mental processes, 150 images were used and five different

feature extraction methods were applied. About 99.68%

accuracy was accomplished by Gray Level Size Zone

Matrix (GLSZM) [21, 22] was aimed to develop a fully

automatic framework to detect Covid-19 using chest ima-

ges. Covid-19 detection Neural Network (Cov-NN) has

been developed to extract visual features and they were

able to detect Covid-19 accurately with the model. An

artificial intelligence algorithm was used to rapidly diag-

nose Covid-19 patients by integrating CT images with

clinical symptoms, exposure history, and laboratory testing

[23]. A similar study was aimed to establish an early

screening model to distinguish Covid-19 pneumonia from

Influenza—A and healthy cases. According to model per-

formance results, it has been concluded that model per-

formance was found to be effective [24, 25] worked with

CT images to segment the lung region by pre-trained UNet,

then segmented 3D lung region was fed into a 3D deep

neural network to predict the probability of Covid-19. The

algorithm was achieved a 0.959 ROC-AUC score. A new

approach has been proposed in the study of [26], to classify

Covid-19 based on using texture features of chest x-ray

images with neural networks.

Machine learning which is branch of artificial intelli-

gence is a preferred field for Covid-19 studies. Briefly,

machine learning can be defined as a set of methods to

detect patterns automatically in data and then use this

ability to predict uncovered patterns for future data [27].

Many studies demonstrate the relationship between hema-

tological characteristics and Covid-19 diagnosis [28–30].

In a decision making Covid-19 study, the overall hemo-

gram dataset utilized in this study which includes 5644

patients 111 examinations was used to give an idea for

Covid-19 test results in many other studies. They used data

of 510 patients with 15 parameters and the Naive Bayes

method to classify positive and negative cases [31]. The

artificial intelligence-based method has been used to

identify Covid-19 cases using the same hemogram data.

They preferred to use 599 patients’ data and 16 common

examinations for the Support Vector Machine (SVM)

algorithm and were able to achieve an 0.86 ROC classifi-

cation score [32]. The first study on Covid-19 detection

with hemogram data found in the literature belongs to [33].

They worked on 235 patients with 18 exam results and

used 5 different machine learning methods with tuned

hyperparameters to classify positive–negative cases. In

another study, Random Forest (RF) has been selected as the
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best method and a web-based system has been built with

RF to the detection of Covid-19 and the severity level of

the disease. 41 examinations included in the model and

92.81% accuracy has been obtained for predicting posi-

tive–negative cases while 99% accuracy has achieved as

for the indication of hospitalization [34, 35] worked on

complex deep learning methods to predict Covid-19

patients. They used the same hemogram data set with 18

common features and 600 patients’ examinations and six

different deep learning-based methods. Among the six

methods, a combination of Convolutional Neural Network

and Long Short Term Memory (CNNLSTM) method

achieved 0.92 accuracy. The same hemogram data have

been used in a different study to predict severe/critical

symptoms of patients exposed to Covid-19. Thirty-six

indicators were identified for 336 cases and SVM has

applied to discriminate mild and severe cases with an AUC

score of 0.99 [36]. In a very similar study that used the

same hemogram data, 598 patients and 14 features were

used for building a machine learning prediction model.

They aimed to predict regular ward and not admitted to

hospital cases with three different machine learning algo-

rithms which are RF, Artificial Neural Network (ANN),

and glmnet. Glmnet was found to be the best algorithm to

predict regular ward cases with 0.91 accuracy while ANN

was found the better while making predictions on not

admitted to hospital cases with 0.87 accuracy [37, 38]

worked on data analytics for novel coronavirus disease.

They used the same hemogram data for the classification

task. Principal component analysis (PCA) has been adopted

to feature selection. They applied five different methods

and selected 10 features for the classification of 1091

patients’ Covid-19 cases. A similar study to this conducted

paper was presented by [39]. They worked on the same

overall data to classify Covid-19 cases and the severity

level of the disease. They applied five different machine

learning methods and worked on hyperparameter tunning

of these methods. They preferred to work on data prepro-

cessing which is one of the main ideas of this paper. They

used multiple imputations by chained equations (MICE)

method for dealing with empty observations. SMOTE

technique has been adopted to balance the positive–nega-

tive cases in the study of [39]. They obtained a 0.98 AUC

score for the prediction of patients that require intensive

care unit and a 0.92 AUC score for patients that require

hospital admission. Another study has collected 32 features

of blood and urine data from Tangji Hospital Huazhang

University and built a machine learning model to detect

Covid-19 cases. The best method was selected as SVM out

of the five methods [40].

In this study, the same data set that was used in studies

of [31–40] has been collected from, public database,

Kaggle [41] to predict Covid-19 severity level. The

preferred data set contains 111 blood analyses with a

required hospitalization type of 5644 patients yet a huge

part of the data contains missing values. Furthermore, the

distribution of the output variables in the dataset was

highly imbalanced since only 10% of cases are confirmed

as positive. Some environmental variables, such as mod-

eling mistakes, external disruptions, outliers, and uncer-

tainties, cause complex systems to have some problems

[42]. Due to modeling errors and parameter adjustments,

uncertainties that affect the reliability and efficiency of the

model occur in functional interconnected systems [43].

Therefore it is a necessity to consider these disturbances

with alternative approaches like Markov jump systems

(MJS) and fault detection, etc. as suggested in studies

[42, 44]. MJS and fault detection filtering methods are a

good way of describing complex systems with external

disturbances [42] Besides, more detailed knowledge of

system parameters improves the efficiency of the model.

Therefore, methods like state filtering as well as parameter

estimation can be important performance and accuracy

factors [45] presents an alternative strategy with a system

identification method for models with unknown parame-

ters. Hence, in this study, preprocessing steps were care-

fully applied before establishing a prediction model when

uncertainties in the data set and mentioned studies were

considered. However, in this work, a different and more

simple approach than studies of [42–45] has been imple-

mented for uncertainties like missing values, outliers, and

an imbalanced number of output variables. Missing values

were filled with iterative imputations methods and over-

sampling technique was used to change the imbalance

situation while outliers were not removed from the model

since they could provide hidden patterns with patient’s

anomalous blood samples.

Although the same data set has been studied for machine

learning in more than one study seems to be a disadvantage

for originality, the fact that the subject is very new and

serves a worldwide problem is the biggest value that this

study will bring to the literature. In the literature, there is a

gap for making predictions on the hospitalization type of

Covid-19 patients by using blood samples. Several

machine learning studies have been done on hospitalization

type of patients with blood samples yet in these studies,

different models have been created for each type of hos-

pitalization. Having an individual model for each hospi-

talization type will not be practical for real-life applications

since new arrival patient’s hospitalization type will be

unknown, it will be confusing to decide which model to

use. Therefore, it is a necessity to have only one model,

like in this study, that could predict the hospitalization type

of the patients. Having a machine learning model could

provide a fast diagnosis to patients and be a practical

solution for health care workers. Indeed, in this paper,
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differences have also captured from the previous studies

with the techniques that have used and possible contribu-

tions have listed below:

• Most of the studies in the literature, the cases have

focused on where the model output gives the Covid-19

result as positive or negative. The model output in this

study will be the unit to which the patient will be

referred, and the data preprocessing procedure will be

made in consideration of this situation.

• Attributes used for machine learning model creation

have been emphasized and compared with different

captured features in previous studies. The effect of each

feature on the prediction of which unit the patient will

be referred to has been analyzed, rather than the

prediction of Covid-19 result being positive and

negative.

• Machine learning methods, which are frequently used

in the literature, were preferred yet data preprocessing

methods were not emphasized. In many studies, null

values in the data set were ignored and this caused the

loss of the total number of observations and the number

of features in the data set. In this work, in addition to

the methods frequently encountered in the literature,

less common machine learning methods have been

adopted and success rates have been compared for each

method and great importance has been given to data

preprocessing. Not ignoring the blank values in the data

set, adding them to the model has provided different

methods than literature. Thus, the model was created

without losing the best possible number of observations

and attributes in the data set.

• To emphasize the importance of data preprocessing

steps, accuracy scores of the pre–post situations have

given and hyperparameter estimation has been studied

for the most successful methods to achieve better

accuracy scores.

2 Method

The method of the conducted study consisted of two main

stages. Figure 1 represents each step applied to both the

train and test set and summarizes the study. In the first

stage, null observations and features were eliminated from

the data, standardization, data type converting applied and

output value has specified as a target. The target value of

the model was separated into 4 classes that show patient

hospitalization type whether it is no hospitalization, regular

ward, semi-intensive care, or intensive care. After this first

preprocessing step, test set 1 which contains 33 blood and

laboratory results of 294 patients has been created and

shown in Fig. 1. Then, 80% of the test set 1 which is

indicated as a train set 2, used for training of 8 machine

learning models while 20% of the test set 1 which is

denoted as a test set 2, was used for evaluation of the model

performances. At the end of stage 1, the best accuracy

result has been obtained and shown in Fig. 1 as output

score 1.

In the second stage, preprocessing applications have

emphasized. Train set 1 had many null values and machine

learning algorithms are not able to work with null values.

Therefore, the regression-based iterative imputation

method has been applied to fill null values in the training

set. Target value distribution was very unbalanced and

patients who need semi-intensive and intensive care unit

treatment were the only %2 of the total observations. It is

necessary to have balanced data because machine learning

algorithms could be biased toward the majority class and

this could lead to problems that are underfitting or over-

fitting [46]. Hence, after imputing null values over-sam-

pling method has been used to achieve more balanced data

under the consideration of the WHO report [47]. After

preprocessing applications, a train set 1 which includes 33

blood and laboratory results of 863 patients used to train 8

different machine learning models. Hyperparameter opti-

mization has been applied to the best model to achieve

better prediction results with gridsearchcv. The best model

score has indicated as output score 2 and as seen in Fig. 1,

output score 1 (without preprocessing) and output score 2

(with preprocessing) has compared.

2.1 Data preprocessing

Many factors affect the success of machine learning

models. One of the most important dependents for the

success of the machine learning models is the quality of

training data [48]. If there is irrelevant, redundant infor-

mation, and unreliability is present or missing values exist

in the data, model accuracy will have poor results. There-

fore, to build more successful models, data preprocessing

techniques can be used for cleaning, normalization, trans-

formation, imputation, and feature extraction, etc. [49].

2.1.1 Imputing missing values

For most real-life cases, incomplete data are an unavoid-

able problem. It is one of the handled problems in data

preparation steps [49]. The missing values in the data set

might generate bias and cause the performance loss of

classification algorithms [50]. Therefore, it is important to

take an action for missing values within the data set. There

are different approaches for filling the missing values,

which are replacing with the most common value, replac-

ing with mean value, treating missing values as a special
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case, and regression-based iterative imputation methods

[49].

2.1.2 Data set balancing

An imbalance situation can be defined as when the number

of instances of majority class is much higher than the

number of minority class instances, and this problem is

very common while working on real-life cases [46, 51].

Having balanced data is important since machine learning

algorithms could be biased toward the majority class and

this might lead to underfitting or overfitting problems [46].

The synthetic minority over-sampling technique (SMOTE)

generates synthetic instances from the minority class by

using available information in data while the simple over-

sampling method replicates the available data and under-

sampling removes the majority class from data [46].

Therefore, SMOTE is a widely used method for imbalance

problems since it potentially performs better than simple

sampling methods by preventing over/underfitting prob-

lems [52]. To better understanding, the visual representa-

tion of SMOTE is given below as Fig. 2.

2.2 Machine learning algorithms

Before having the final model, eight different machine

learning algorithms which are decision tree (DT), random

forest (RF), k nearest neighbor (KNN), support vector

classifier (SVC), gradient boosting (GB), Gaussian naive

bayes (GNB), multi-layer perceptron (MLP), and Gaussian

Fig. 1 Workflow diagram of the study
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process (GP) classifier were applied to predict the severity

level of the disease.

A decision tree is a method that divides search space

into smaller parts and searches for each part by asking yes/

no questions. Random forest is a combination of a bunch of

decision trees which could be thought of as a forest with

many trees [53]. K nearest neighbor is the simplest algo-

rithm that makes predictions on new data based on k near-

est points [54]. Support vector classifier classifies outputs

by finding the hyperplane that differentiates classes well

[55]. The gradient boosting method can be constructed

based on base learners and the loss function. The intuition

behind the algorithm is reducing loss function at each

iteration by having more accurate results [56]. Gaussian

naive bayes is a supervised learning algorithm in which

probabilities of each attribute that belongs to each output

are considered while making classification [55]. Multi-

layer perceptron is a feedforward neural network that

consists of at least three layers which are input, hidden, and

output. It is a popular machine learning method for com-

plex problems [53]. Gaussian process classifier is also a

promising method since it allows Bayesian treatment of

classification problems and it applies a probabilistic and

practical approach to learning [57].

2.2.1 Random forest

The random forest consists of a combination of an N

number of trees where N can be defined by users and each

tree makes a single vote to input vector (x) for assigning the

most frequent class [58]. Random forest is a forest that

contains many decision trees in it and the related

illustration has given in Fig. 3. Attribute selection and

pruning methods are required processes in the design of a

decision tree. RF classifier uses a Gini Index as an attribute

selection measure which is a measurement of the attribute

impurity with respect to the classes. However, RF has a

great advantage over decision tree structure since it can

grow without pruning [58]. Breiman mentions that the

generalization error always converges even without prun-

ing as the number of trees increases [59].

ĈB
rf ¼ majority vote Ĉb xð Þ

� �
B
1 ð1Þ

XX

i 6¼j

f Ci; Tð Þ
Tj j

� �
� f Ci; Tð Þð Þ

Tj j

� �
ð2Þ

Random forest algorithm decision criteria were given in

Eq. 1 where Ĉb(x) is the class prediction of bth random

forest tree and Gini Index given in Eq. 2 where f(Ci,-

T) represents the probability that the selected case belongs

to class Ci.

2.3 Performance metrics

The confusion matrix that is given in Fig. 4 is a metric that

shows the performance of the model. There are four ele-

ments considered during performance measurement. True-

positive (TP) and false-positive (FP) values indicate that

when the patient carries the virus and diagnosed as true or

false. On the other hand, true-negative (TN) and false-

negative (FN) are the situations where the patient does not

carry disease and was diagnosed as false or true. From a

single confusion matrix, four different performance scores

Fig. 2 SMOTE
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can be calculated such as accuracy, precision, recall, and

F1.

Accuracy ¼ TPþ TN

TPþ TNþ FPþ FN
ð3Þ

Precision ¼ TP

TPþ FP
ð4Þ

Recall ¼ TP

TPþ FN
ð5Þ

F1 Score ¼ 2� Precision� Recall

Precisionþ Recall

� �
ð6Þ

Accuracy, in Eq. (3) represents the ratio of predicted

true cases out of all classes. Precision gives the ratio of TP

predictions that are positive while recall shows how many

TP predictions are made out of all correct classification. F1

score which was given Eq. (6) is a measurement of har-

monic mean to penalize extreme values and to measure

Recall and Precision at the same time [53].

Adjustments in performance scores can be made by

changing and finding the optimum hyperparameters.

Hyperparameters are parameters that could be defined by

users before the learning process to determine how the

model will be trained. Gridsearchcv is one the method

among all other methods for hyperparameter optimization.

It tries all possible pairs of given parameters (a, b, c, d) as

shown in Fig. 5 and uses k-fold cross-validation to achieve

better performance. After trying all possible pairs, it deci-

des the best values for given parameters [60].

3 Result and discussion

Preprocessing in data science has become a need with big

data engagement. Most of the real-life data retrieved from

any database have lots of missing, irrelevant, and dirty

features and observations. Therefore, it is required to pre-

process data for further investigations and applications.

Initial data that was retrieved from [41] has 5644

observations and 111 features which has an enormous

number of null values. To perform machine learning

methods, null values should be removed from the data set.

Fig. 3 Random forest

Fig. 4 Confusion matrix
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Hence, features with 90% null values were eliminated as an

initial step. Furthermore, patients who are neither infected

nor exposed to Covid-19 and still sent to the regular ward

(RW), semi-intensive care unit (SICU), or intensive care

unit (ICU) were also removed from the data set since they

will create irrelevance. To compare initial data with cleared

data Fig. 6 was given. After elimination of features that

have null values of more than 90%, removing irrelevant

observations, and selecting the target feature as a hospi-

talization type, 33 features have remained as can be seen in

Fig. 6a. Instead of filling all null values directly, applying

preliminary machine learning methods was found more

suitable to which method should be chosen as an imputer.

Hence, non-null values represented as a test set 1 in Fig. 1

and Fig. 6b were selected for preliminary machine learning

study.

To observe distribution in each feature which was

grouped by the target variable kernel density estimate (kde)

was plotted and given in Fig. 7. Kde plot is a method to

visualize the distribution of observations in the dataset like

histograms yet they are more flexible and used to make

more flexible estimates. According to Fig. 7; age, eosino-

phils, mean_corpuscular_hemoglobin_mch could be dis-

tinctive features as an initial argument since those features

have certain differences especially under the target values.

In the figure, healthy patients, RW, SICU, and ICU were

indicated as 0, 1, 2, 3, respectively.

In stage-one, eight different machine learning algo-

rithms were executed and the confusion matrix of gradient

boosting classifier returned the highest accuracy score.

Although gradient boosting classifier was the best method

before stage 2, it could not correctly classify SICU and ICU

as seen in Fig. 8.

To initialize stage-two, imputation was applied with

gradient boosting, since it gave the highest score on the test

set 1. To fill null values with gradient boosting imputer,

observations with non-null categorical features which is

demonstrated in Fig. 9a and denoted as a train set 1 in

Fig. 1 were selected and imputation was applied to numeric

features. Then, 514 observations were obtained after

removing duplicated rows which are generated due to the

imputation step and displayed in Fig. 9b.

Imputed data set was used for SMOTE-NC which

oversamples the minority class and the final train set which

was introduced in Fig. 1, formed with SMOTE-NC inclu-

ded 387 negatives, 380 RW, 60, SICU, and 36 ICU cases

based on the report of WHO [47]. Before and after the

SMOTE-NC application, the distribution of target values

was given in Fig. 10. In the figure, healthy patients, RW,

SICU, and ICU were indicated as 0, 1, 2, 3, respectively.

Finally, eight machine learning methods were run on the

final train set and the best result was obtained with tuned

Random Forest (RF). Optimized hyperparameters of RF

were given in Table 1 and the confusion matrix was given

Fig. 5 Illustration of grid search

CV
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in Fig. 11 while classification reports of before-after pre-

processing situations were given in Tables 2 and 3. Com-

pared to Fig. 8, a promising improvement has been

accomplished with the ability to predict both SICU and

ICU 100% recall score as seen in Fig. 11.

Even though accuracy is one of the most common

metric for evaluating model performance, while having

more than two output variables, it is important to make

evaluations based on other scores such as recall and pre-

cision. Without preprocessing, model accuracy was found

to be 94.92% while precision and recall scores were found

as 0 and demonstrated in Table 2. The initial model with

gradient boosting was terrible at predicting SICU and ICU

types yet the model accuracy was quite high. Therefore, it

is significant to consider recall and precision metrics

especially in medical diagnosis and unbalanced data. After

preprocessing, an increase in all model metrics could be

observed in Table 3. Having preprocessed data resulted in

97.96% accuracy and 100% recall scores while making

Fig. 6 a Initial data and b Cleared data
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Fig. 7 Distribution of each feature under target variable
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predictions on hospitalization types such as RW, SICU, and

ICU.

The developed model had four different time-consuming

computational processes: Gradient boosting imputation,

SMOTE-NC, RF, and hyperparameter optimization (HPO)

which took 112.0, 0.35, 0.30, and 62.3 s, respectively, with

Intel i7-7700HQ 2.80 GHz CPU and 16 GB RAM.

Hyperparameter optimization was done with gridsearchcv

and computational time was depending on the number of

user-defined parameters and search space.

In studies of [34, 37, 39] a similar approach has been

proposed in terms of predicting hospitalization type, and

their performance metrics were given in Table 4. In [34]

empty values were filled with 0 and 41 exams have used for

predicting whether the patient should be sent to RW, SICU,

ICU, or no hospitalization. They reached the best score

with RF. Similar work was done for classification of the

regular ward and not admitted to hospitalization [37].

SMOTE has applied to make a balance in positive negative

cases. [39] worked on preprocessing; used MICE imputa-

tion method to fill empty values and SMOTE for data

balance. Our study was able to achieve a 100% recall score

by RF while making predictions on hospitalization type.

Furthermore, this study utilizes gradient boosting to fill null

values while other studies in the literature preferred whe-

ther removing all the null values or filling them with simple

metrics such as mean and median. Previous studies built

different models for each hospitalization type separately

while ours consider each target in one model which leads to

more precise and generalized conclusions for hospitaliza-

tion type. Even though there are strengths of the proposed

model when compared to similar studies, there are limita-

tions for the created model. One of the limiting factors was

the loss of information by having many null values. Having

an unknown parameter brings difficulty to the model as

emphasized in the study [45]. After the elimination of

features that have more than 90% null values, the

remaining features are imputed to avoid the loss of infor-

mation. Therefore, the prediction model was built with

known parameters after irreversible uncertainties were

eliminated. The other difficulty with the proposed solution

was having unbalanced data with a significantly fewer

number of patients who need SICU and ICU treatment.

Although Coronavirus spreads very fast, the ratio of

patients who need SICU and ICU treatment was less due to

the mortality rate of the virus [47] and the proposed model

was had to be created with an unbalanced situation even

though the SMOTE-NC method was applied. Besides these

difficulties, the other limitation of the proposed model was

making less accurate predictions on healthy patients. The

model was able to predict the right hospitalization type

with 100% recall yet it was not that successful while pre-

dicting healthy patients. According to the proposed model,

six healthy patients required regular ward and semi-inten-

sive care unit treatment even though these six patients were

neither infected nor exposed to the Covid-19 virus. This

drawback was still less fatal than wrong predictions on

SICU and ICU. Referring the healthy patients to SICU and

ICU might cause temporary psychological effects on

patients and waste of hospital resources while in the exact

opposite situation it would increase the spread of the dis-

ease and number of deaths enormously due to the wrong

diagnosis.

4 Conclusion

At the end of 2019, Covid-19 has spread all over the world

and become a serious problem for many people. The

Covid-19 remains the biggest problem for many countries

due to its rapid spread and uncertain situation. One of the

problems with Covid-19 related to its uncertainty is having

symptoms that are similar to other viral infectious diseases

and therefore, making diagnosis processes harder. There

are many studies on Covid-19 to discover and make con-

tributions to the investigation of the virus. Among similar

studies, this study aimed to early diagnosis of Covid-19

with machine learning algorithms by using only blood

samples. Even though machine learning algorithms are

proposed in various papers with the same data set, the

importance of the problem makes this study valuable and

also building a model based on the prediction of the

severity level of the disease, variety of different algorithms,

and a significant amount of data preprocessing steps dif-

ferentiates this study from others. In the conducted study,

the aim was set to predict the severity level of the Covid-19

disease with eight different machine learning algorithms.

Therefore, model output was indicating the referred hos-

pitalization type rather than positive or negative results.

Moreover, the importance of data preprocessing was made

Fig. 8 Confusion matrix of gradient boosting

Neural Computing and Applications (2021) 33:15693–15707 15703

123



based on the output values, and model performance was

emphasized by making a comparison on classification

scores between preprocessed and not preprocessed data.

According to experiment results, in un- preprocessed data

the best prediction algorithm was found by GB with 0.91

accuracy; while in preprocessed data, the best method was

achieved 0.98 accuracy and 1 recall, precision, F1 scores

with hyperparameter tuned RF.

For future research, the used data set might be used for

achieving better results with deep neural networks. A dif-

ferent dataset that might be smaller and more flexible could

be prepared based on the features included in this dataset

Fig. 9 a Data before imputation and b After imputation and duplicate row elimination
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with additional variables. This data includes blood samples

of patients only from one country, patients from various

countries might have different blood samples respond to

the Covid-19 and this information might lead to an alter-

native approach that might be more beneficial for predic-

tion results.
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Fig. 10 Target distribution of data a Before SMOTE-NC b After SMOTE-NC

Table 1 Tuned hyperparameters

of random forest
max_depth min_samples_leaf min_samples_split n_estimators random_state

15 0.001 3 750 21

Fig. 11 Confusion matrix of random forest

Table 2 Classification report of gradient boosting classifier before

preprocessing

Target Precision Recall F1-score Accuracy

0 0.96 1.00 0.98 0.9492

1 0.80 1.00 0.89

2 0.00 0.00 0.00

3 0.00 0.00 0.00

Table 3 Classification report of random forest classifier after

preprocessing

Target Precision Recall F1-score Accuracy

0 1.00 0.98 0.99 0.9796

1 0.87 1.00 0.93

2 0.70 1.00 0.82

3 1.00 1.00 1.00

Table 4 Similar approaches with Einstein data set

Studies Recall Score

Barbosa et al. [34] 0.9989

0.9981

0.9903

Banerjee et al. [37] 0.92

0.65

Schwab et al. [39] 0.82

0.80

0.75
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4. Döhla M, Boesecke C, Schulte B, Diegmann C, Sib E, Richter E,

Eschbach-Bludau M, Aldabbagh S, Marx B, Eis-Hübinger AM,
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