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Commentary: Artificial intelligence 
for everything: Can we trust it?

The	growing	prevalence	of	using	artificial	intelligence	(AI)	for	
everything	is	visible	virtually	in	all	aspects	of	modern	life.	In	
the	accompanying	article,[1] the authors examined the rising 
popularity of AI in ophthalmology[2]	by	tracing	its	history	across	
multiple	research	databases	and	various	crucial	studies.	They	
also	emphasized	 the	dangers	of	 implicitly	 trusting	machine	
learning	(ML)	and	AI‑based	technology.

Conventional software programming vs machine learning
Conventional	 “explicit	programming”	of	 software	 follows	
definite	written	rules,	and	a	well‑written	software	produces	
the	expected	output	 from	a	given	 input	with	no	mistakes.	
If	there	is	a	mistake,	the	programmer	can	look	through	the	
source	code	to	find	the	reason	for	 the	mistake	and	correct	
the	bug.

In	machine	 learning,	 the	 software	 learns	 by	making	
mistakes.	Even	after	extensive	training	of	the	software,	AI	can	
still	make	new	mistakes	that	the	programmer	cannot	predict,	
understand,	or	debug.

Hidden danger?
Due	to	the	Black	Box	nature	of	most	AI,	the	process	by	which	the	
software	arrived	at	the	conclusion	–	whether	right	or	wrong,	is	
hidden	from	everyone	including	the	programmer	who	created	
the	AI	in	the	first	place.	One	might	recall	the	advice	of	Arthur	
Weasley	from	the	Harry	Potter	books	“Never	trust	anything	
that	can	think	for	itself	if	you	can’t	see	where	it	keeps	its	brain”.	
This	unpredictable	nature	of	AI	and	ML	 is	 the	 reason	why	
Stephen	Hawking	and	Elon	Musk	warned	that	the	global	arms	
race	for	AI	may	cause	World	War	3.[3] However, others like Bill 
Gates	and	Mark	Zuckerberg	were	more	optimistic	about	the	

advantages	of	AI	and	suggest	that	it	will	only	enhance	human	
intelligence	and	make	our	lives	easier.[4]

In addition, apart from making unintentional mistakes, 
rogue	AI	can	create	fake	patient	information	similar	to	what	
Mirsky et al.	had	presented	at	a	conference	wherein	they	used	
a	deep	learning	AI	to	insert	fake	cancer	lesions	in	CT	scans	by	
hacking	an	active	hospital	network.[5]

AI for ophthalmologists
AI	can	now	be	used	in	ophthalmology	for	fundus	evaluation	
for	diabetic	retinopathy,	glaucoma,	retinopathy	of	prematurity,	
age‑related	macular	degeneration,	retinal	vascular	occlusions,	
retinal	detachment,	and	other	retinal	conditions.	AI	can	predict	
how	many	injections	of	anti‑VEGF	(vascular	endothelial	growth	
factor)	a	patient	might	need.	Hill‑RBF	IOL	calculation	formula	
is	based	on	ML.

More	 interestingly,	AI	 can	predict	 seemingly	unrelated	
characteristics	 such	as	age,	gender,	 smoking	 status,	 systolic	
blood	 pressure,	 refractive	 error,	 cognitive	 impairment,	
dementia,	neurological	diseases,	Alzheimer’s	disease,	risk	of	
stroke,	and	cardiac	arrest	from	only	the	fundus	photographs.[6]

AI	can	potentially	predict	the	future	progression	in	visual	
fields	of	glaucoma,	myopic	progression,	the	response	of	retinal	
edema	 to	 anti‑VEGF,	 expected	 surgical	 complications,	 and	
more.[6]

Great power, great responsibility
As	we	may	 develop	more	 powerful	 gadgets,	machines,	
software, and AI, patients may trust the AI more than they 
may	trust	the	doctor.	However,	that	trust	is	misplaced,	and	we	
should	be	wary	of	this.	Researchers	have	been	studying	how	to	
build	trust	in	AI.[7,8]	Even	if	trust	can	be	earned,	responsibility	
has	to	be	assigned	appropriately.	Medicolegally,	the	lines	are	
not	 clear	 about	 responsibility	 related	 to	 the	mistakes	of	AI.	
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A	doctor’s	clinical	skills	and	judgment	should	never	be	replaced	
by	AI.	As	the	physicians	of	the	future,	it	is	our	responsibility	
to	use	the	power	of	AI	as	an	adjunct	and	never	let	it	become	
a	replacement.
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Commentary: Artificial intelligence in 
ophthalmology: Potential challenges 
and way ahead

Artificial	intelligence	(AI)	has	made	tremendous	advancements	
in	the	field	of	health	care.	Newer	applications	of	AI	are	making	
a	fruitful	impact	in	ophthalmology	as	well.	They	have	shown	
potential	in	diseases	like	diabetic	retinopathy	(DR),	retinopathy	
of	prematurity,	 age‑related	macular	degeneration	 (ARMD),	
glaucoma,	cataract	grading,	refractive	error	prediction,	etc.[1,2] 
The	present	study	has	described	in	detail	the	uses	of	AI	and	its	
role	in	ophthalmology.[3]	Currently,	the	role	of	AI	is	mainly	in	
medical	image	identification	and	auxiliary	diagnosis.	AI	has	
helped	in	achieving	quality,	accessibility,	and	availability	in	
the	field	of	health	care.	With	the	limited	number	of	specialists	
and	increasing	population,	the	limitation	of	resources	is	always	
there.	This	can	lead	to	late	diagnosis,	late	initiation	of	treatment,	
and	late	referral	of	common	treatable	and	preventable	causes	
of	blindness.	Machine	learning	is	one	of	the	most	commonly	
used	principles	in	AI.[4]	This	involves	the	training	of	machine	
by	providing	a	large	amount	of	data	followed	by	validation.	
The	machine	uses	various	models	to	draw	its	own	inference	
pattern	like	convoluted	neural	networks.	Keeping	in	mind	its	
enormous	potential,	the	NITI	Aayog	has	formulated	National	
Strategy	 for	AI	 in	 June	2018	and	 is	mandated	 to	establish	a	

national	 program	on	AI	 in	 critical	 sectors	 like	 agriculture,	
health	care,	etc.[5]

There	are	also	some	unanswered	questions	and	challenges	
which	must	be	addressed	in	the	future.	The	legal	implications	
of AI in India and other parts of the world are one of the major 
hurdles.	The	legal	issues	involved	with	the	development	and	
implementation	of	AI	algorithms	are	considerable.	Regulation	
regarding	legal	causes	of	action	such	as	medical	malpractice	
and	 product	 liability,	 intellectual	 property	 rights,	 data	
security,	and	patient	privacy	are	major	contentious	 issues.[5] 
It	is	very	difficult	to	set	responsibility	of	the	decisions/actions	
made	by	the	machine	on	the	developer	or	the	user/customer,	
in	 case	of	misdiagnosis.	The	AI	 is	not	 infallible.	Current	AI	
applications	cater	to	diagnose	only	a	single	disease.	A	negative	
(normal	report)	finding	of	AI	may	give	a	false	sense	of	security	
to	the	primary	physician	and	patient	leading	to	delay	in	the	
management	of	other	serious	eye	conditions.	For	example,	IDX	
DR	can	only	diagnose	and	refer	cases	of	DR.	It	will	miss	other	
co‑existent	ocular	conditions	like	glaucoma,	cataract,	dry	eye,	
etc.,	Thus,	AI	cannot	replace	a	comprehensive	dilated	ocular	
examination	by	an	ophthalmologist.	The	machine	 can	have	
high	false‑positive	rates	which	can	lead	to	unnecessary	fear	and	
overtreatment	in	patients.	For	example,	in	ARMD,	the	machine	
can	pick	up	the	smallest	of	drusens	which	may	not	warrant	any	
treatment.	Most	of	the	AI‑based	retinal	applications	examine	
patients	in	undilated	pupils.	These	can	miss	important	findings	
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