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Abstract—Goal: Most common diseases are influenced
by multiple gene interactions and interactions with the envi-
ronment. Performing an exhaustive search to identify such
interactions is computationally expensive and needs to ad-
dress the multiple testing problem. A four-step framework
is proposed for the efficient identification of n-Way interac-
tions. Methods: The framework was applied on a Multiple
Sclerosis dataset with 725 subjects and 147 tagging SNPs.
The first two steps of the framework are quality control and
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feature selection. The next step uses clustering and binary
encodes the features. The final step performs the n-Way
interaction testing. Results: The feature space was reduced
to 7 SNPs and using the proposed binary encoding, more
2-SNP and 3-SNP interactions were identified compared
to using the initial encoding. Conclusions: The framework
selects informative features and with the proposed binary
encoding it is able to identify more n-way interactions by
increasing the power of the statistical analysis.

Index Terms—Clustering, Epistasis, Feature Selection,
Interaction Testing, Machine Learning.

Impact Statement— The proposed framework enables the
efficient identification of n-Way interactions through quality
control, feature selection and the binary encoding of the
features.

I. INTRODUCTION

The introduction of affordable high throughput genotyping
technologies allows the assay of millions of genetic polymor-
phisms per subject across the whole genome. This has led to
genome wide association studies (GWAS) that try to identify
genetic variations associated with diseases. Traditional genetic
analyses focus on single locus associations, but most common
diseases are influenced by multiple gene interactions and inter-
actions with the environment [1].

Gene interaction is known in biology as epistasis, which is the
result of physical interactions among biomolecules within gene
regulatory networks and biochemical pathways in an individual,
such that the effect of a gene on a phenotype is dependent on
one or more other genes [2]. There is also the term of statistical
epistasis, which is defined as the deviation from additivity in a
statistical model, summarizing the relationship between multi-
loci genotypes and phenotypic variations in a population [2].

Various methods have been proposed for interaction testing
such as statistical [3], information theory [4], [5] and machine
learning [6], [7] based methods. The statistical and information
theory methods, usually provide a measure for identifying an
interaction, but one needs to perform an exhaustive search on the
available variables. To test for all possible n-Way interactions,
one would need O(kn) tests, where k is the total number of
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variables. This increases the computational complexity of the
analysis. Additionally, in statistical tests that compute a p-value,
if Bonferroni correction is used to address the problem of
multiple testing, many true positive interactions will be missed,
because of the conservative nature of this adjustment and the
large number of tests performed [7].

Machine learning algorithms have also been proposed for
identifying interacting factors. The Multifactor Dimensional-
ity Reduction (MDR) algorithm [8], has been used in many
studies [9]–[12]. This method is model free and reduces the
dimensionality of tested factors by labeling each pattern as
“high risk” or “low risk” if the ratio of cases:controls is above
a threshold. Then using these labels and Cross Validation (CV),
the model is evaluated. Random Forest (RF) [13] based methods
have also been proposed for interaction testing [14], [15], but
have not been as widely used as the MDR based methods.

Machine learning algorithms for pattern recognition can also
be used for identifying interesting patterns associated with an
outcome. The features involved in these patterns can then be used
to test if interactions also exist. This could involve association
rule mining alogorithms [16]–[19] that try to identify frequent
patterns in the data, and clustering algorithms [20]–[22] that try
to cluster instances in different groups based on their features
similarity. In clustering algorithms, one can see the most frequent
values of each cluster and the class they represent and see if there
are any interesting patterns that are different between the classes
and focus on those [23].

Applying machine learning algorithms directly on high di-
mensional data can be computationally demanding and can
result in models that are hard to interpret [24]. Addition-
ally in the case that the number of features is much larger
than the number of instances, a common case in biomedical
data, it is hard to identify the true signals from noise and
there is also the risk of overfitting [25]. To reduce the search
space before performing interaction testing and to also allevi-
ate the issues aforementioned for machine learning methods,
feature selection can be used [24], [26]. Feature selection,
tries to identify the smallest subset of the available features
that can best explain the response variable. Various feature
selection algorithms have been used in genetic data such as
Relief-F [27], the Recursive Feature Elimination Support Vector
Machine (RFE-SVM) [28], and various penalized regression
methods [29].

In this paper we propose a machine learning framework for
discovering n-Way interactions associated to disease. The goal
is to use machine learning to reduce the dimensionality of the
data and therefore limit the multiple testing problem and the
complexity of the analysis. Then subjects are clustered based
on their underlying genetic profile across multiple genetic loci.
Finally, using the most frequent genotypes of the cluster of
interest, the genotypes are converted to binary to reduce the
degrees of freedom of the interaction tests that will be performed
and increase the statistical power. The proposed framework can
be applied to categorical data to identify interactions between
genetic, environmental and phenotypic features that are asso-
ciated with the susceptibility of a disease. In this paper it is
evaluated on real data from a Multiple Sclerosis study for the
identification of 2-SNP and 3-SNP interactions.

TABLE I
SUBJECTS DISTRIBUTION

II. MATERIALS AND METHODS

The dataset used in the experiments is presented along with
the evaluation methodology of the proposed framework. For
each step of the proposed framework, the algorithms used are
extensively described.

A. Dataset

The distribution of the subjects in the dataset used in this
study is shown on Table 1. It consists of 389 Multiple Sclerosis
(MS) patients and 336 controls from 3 MS centers; The Cyprus
Institute of Neurology and Genetics in Cyprus, the University
Hospital of Larissa, and the AHEPA Hospital of Aristotle Uni-
versity. The stydy was reviewed by the Cyprus National Ethics
Committee EEBK/EΠ/2010/02 on the 13th of April 2010.

All patients are of Greek origin with 240 of them being males
and 485 of them being females. The dataset has 147 tagging Sin-
gle Nucleotide Polymorphisms (SNPs) across 9 genes encoding
for P-selectin (SELP), integrins (ITGA4, ITGB1, and ITGB7),
adhesion molecules (ICAM1, VCAM1, and MADCAM1), fi-
bronectin 1 (FN1), and osteopontin (SPP1) [30]. The genotypes
of the SNPs were assigned with the value of 1 for homozygous
minor alleles (aa), the value of 2 for heterozygous alleles (aB/Ba)
and the value of 3 for homozygous major alleles (BB). Missing
values were represented by the value of 0.

B. Proposed Framework

The proposed framework is comprised of four steps. The
first step is on quality control to remove any erroneous data.
The next two steps use machine learning to perform feature
selection and to cluster subjects based on their similarities. The
final step uses the processed data of the previous steps to convert
each feature into a binary variable before performing an n-Way
interaction testing. Essentially, the last step reduces the dimen-
sionality of each feature and hence the degrees of freedom of the
statistical test that will be performed. This, increases the statis-
tical power of the analysis. The proposed framework can be
applied on categorical data and hence any continuous features
that need to be included in the analysis should be discretized.
The features can be of any type (e.g. genetic, environmental,
phenotypic), which means that the analysis is not limited in the
identification of only interacting genetic data, but also the inter-
actions between genetic and environmental/phenotypic data.

1) Quality Control: The purpose of the first step is to per-
form data cleaning to remove data of low quality that could nega-
tively affect the analysis. In this step, one can use any of the well
established methods for quality control in genetic, phenotypic
and environmental data. Some of these are the Hardy-Weinberg
Equilibrium (HWE) test, the minimum Minor Allele Frequency
(MAF) filter and the percentage of missing values filter.
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2) Feature Selection: Once data have been cleaned, super-
vised feature selection is used. Since the ultimate goal is to
identify interactions, it is important to use an algorithm that can
select such interacting features. This means that it is better to
avoid using feature selection algorithms that perform univariate
analysis, since this can exclude interacting terms that have low
main effects. Another important characteristic of the feature
selection algorithm that will be used, is to use a similar mod-
eling function as the interaction testing method. For example,
if the interaction testing method is model-free, then it is best
if the feature selection algorithm is also model-free, otherwise
important features could be removed.

3) Clustering: The next step is to cluster subjects based on
their genotype. The similarity between data is usually calculated
using the Hamming distance when they are categorical. In this
framework, it is of interest to group subjects that have similar
genotypic/environmental/phenotypic patterns together and use
those to help perform a more targetted interaction testing. For
this reason, features are handled as nominal categorical variables
in the clustering procedure, since we do not want to consider an
order in the values of each feature. Once clustering is performed,
each resulted cluster will have a different number of cases and
controls. If the majority of the subjects in that cluster are Cases
then the cluster will be labeled as a Cases cluster otherwise as a
Controls cluster. Based on these requirements, it is important to
use a clustering algorithm that can handle nominal categorical
data such as the NC-SOM [31] and k-modes [32].

Finally, to select the appropriate number of clusters and to
see if the resulting clustering is of interest, the clusters should
be evaluated. This can be tested using Pearson’s χ2 test on the
number of cases against the number of controls in each cluster,
as was previously proposed [23]. Using this test, one can see if
the distribution of cases and controls in the produced clusters
deviates from the expected and hence indicates that the patterns
in the clusters could be used to separate the two classes.

4) N-Way Interaction Testing: In the last step, given that
the clustering had statistically significant results, the features
will be encoded to binary variables. This is done by initially
identifying clusters that are of interest, based on the ratio of
cases and controls, the size of the clusters and how distinctive
the patterns of a cluster of a certain label are from the patterns
of clusters of other labels.

Once a cluster of interest is identified, the features’ values
are encoded into binary, based on the most frequent value the
subjects of that cluster have for that feature. For example, if we
had SNPs and for a SNP, the subjects in the cluster of interest
mainly have heterozygous alleles then aB and Ba will be encoded
to the value of 1 and the homozygous minor alleles (aa) and
homozygous major alleles (BB) will be encoded to 0. Then n-
Way interaction testing is applied to all subjects using the new
encoding.

This allows performing targeted interaction testing, since the
clustering already identified the values that are common in
the cluster of a certain class. Hence, we are now investigating
if these patterns also have an interacting effect. Additionally,
since we have reduced the dimensionality of each feature to
binary, the statistical power of the analysis is increased, which

allows identifying such interactions with smaller sample sizes
as well.

C. Evaluation Methodology

This section outlines the methods used in this study in each
step of the proposed framework. Additionally the methodology
followed for evaluating the effectiveness of the framework is
described.

1) Quality Control: For data cleaning, two data character-
istics were used. The first one was the percentage of missing
data of each SNP, and the second one the MAF. Specifically,
any SNPs with more than 5% missing values or with an MAF
less than 5% were removed from the dataset.

2) Feature Selection: For features selection, Random For-
est (RF) [13] was used for finding the importance of the SNPs
regarding their ability of differentiating between cases and con-
trols. RF is a collection of many de-correlated trees and to decide
in which class a subject belongs to, each tree votes and the class
with the majority of votes is selected. The algorithm creates each
tree using bootstrapping hence at each tree some subjects will
be used more than once, whereas others may not. The subjects
not used are called the out of bag (OOB) samples and are used
for calculating the misclassification error.

In this work, the implementation from the R package random-
Forest was used [33] using 50 trees and the importance of SNPs
was measured by the Mean Decrease in Gini.

3) Clustering: For clustering, the NC-SOM [31] for nom-
inal categorical data was used, following the methodology de-
scribed in [23] for selecting the appropriate map size. SOMs
have the ability of assigning subjects with similar genetic data
to neighboring clusters. Hence clusters that are close together
tend to have subjects that are similar to each other compared to
subjects in clusters in further locations. The distance between a
cluster and a subject is calculated using the Hamming distance,
which is more appropriate for nominal categorical data. Addi-
tionally the weights of each cluster, which represent the center
of the cluster, are the modes of each cluster and hence one can
see the most frequent values of each SNP for that cluster. SNPs
are encoded to the genotype level with the values {0, 1, 2, 3} for
{missing, aa, aB/Ba,BB} respectively.

Different map sizes are evaluated on the input dataset using
a stratified 2-fold Cross Validation (CV). Due to the initial ran-
domization of the weights of SOM, the 10-fold cross validation
procedure is repeated 10 times. To select the appropriate map
size for SOM, the test was repeated on different map sizes
for 1000 epochs. The initial neighbourhood radius is set to
half the map’s edge size. The χ2 test is used for evaluating
the clustering on both training and testing data, by applying
it on the contingency table that has the number of cases and
controls of each cluster. The map size with the lowest p-value is
selected and if it is statistically significant (p− value <= 0.05)
the clustering is repeated with all data and the analysis proceeds
to the next step of the framework.

4) n-SNP Interaction Testing: For interaction testing, two
methods were used to test if the proposed framework behaves
similarly in different methods. The first method is the logistic
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regression, which is the most natural way to test for statistical
interaction on the log odds scale [34] and is widely used
for interaction testing. The second method is based on a χ2

interaction testing approach [35]. The latter method is better
suited for use on larger datasets because it is less computationally
demanding but it tends to quantify the interaction effect lower
than the logistic regression [36], making it a stricter measure.

For the logistic regression, the model used for 2-SNP inter-
action testing is shown below

ln

(
p

1− p

)
= β + βAxA + βBxB + βABxAxB (1)

in which xA and xB are the two SNPs of interest at loci A and B
respectively,βA andβB are regression coefficients that represent
the main effects of exposures atA andB, and the coefficientβAB

represents an interaction term [34]. Similarly the model can be
extended for 3-SNP interactions as shown below

ln

(
p

1− p

)
= β + βAxA + βBxB + βCxC + βABxAxB

+ βACxAxC + βBCxBxC + βABCxAxBxC

(2)

The model for 2-SNP interaction testing using the χ2 method
is shown below

χ2
A∗B = χ2

A+B − χ2
A − χ2

B (3)

where χ2
A+B is the omnibus effect of SNPs A and B, χ2

A is the
main effect of SNP A and χ2

B is the main effect of SNP B. To
calculate the degrees of freedom, the following model is used

DFA∗B = DFA+B −DFA −DFB (4)

whereDFA+B is the degrees of freedom of theχ2 test performed
on the omnibus effect of SNPs A and B and similarly DFA,
DFB for the main effect of SNPs A and B respectively. To test
for 3-SNP interactions the model is extended as shown below

χ2
A∗B∗C=χ2

A+B+C−χ2
A∗B−χ2

B∗C−χ2
A∗C−χ2

A−χ2
B − χ2

C

(5)
and its degrees of freedom can be calculated using the following
model

DFA∗B∗C = DFA+B+C −DFA∗B −DFB∗C −DFA∗C

−DFA −DFB −DFC (6)

Interaction testing was performed on both the binary version
of the genotypes and on the initial encoding, to test if the
proposed encoding helps with the task at hand. An exhaustive
2-SNP and 3-SNP interaction testing was performed on the
selected SNPs. In each tested SNPs pair/triplet, the subjects that
had a missing value in the SNPs of that pair/triplet, were removed
from the analysis. An interaction was considered statistically
significant if it had a p-value less than 0.05. To address the
multiple testing problem, permutation analysis was performed
to adjust the p-values using 10 000 permutations.

III. RESULTS

During quality control, 80 SNPs failed to pass the missing
data threshold and from the remaining ones two more failed to

Fig. 1. The importance of the top 30 SNPs from the Random Forest
analysis using the mean decrease in Gini.

pass the MAF threshold. Hence the Random Forest had 65 SNPs
to analyze. The SNPs importance plot is shown in Fig. 1.

Based on the mean decrease in Gini, the top 7 SNPs of Fig. 1
were selected.

After testing different map sizes for the SOM using cross
validation, the final topology was selected to be a 2x2 map.
The clustering with all subjects using the selected SNPs from
Random Forest had a p-value of 0.00 002, indicating that the
distribution of cases and controls in the clusters was deviating
from the expected. The final clusters are shown in Fig. 2.

Each row represents a cluster and has its identification number
(ID) in the first column and the number of cases and controls in
the next two columns. An asterisk indicates the majority class of
a cluster. Then for each SNP the most frequent genotype of the
subjects that belong to that cluster is shown. Red indicates ho-
mozygous minor alleles, yellow heterozygous alleles and green
homozygous major alleles. As indicated on Fig. 2, the first three
clusters (IDs 1-3), include a majority of cases in them and only
the last cluster (ID 4) has a majority of controls. The encoding
of the SNPs to binary, will be based on the controls cluster
to evaluate if there are SNP interactions with those genotypes
that can help separate cases from controls. For example, SNP
rs281437 will have the value 1 for its homozygous major alleles
and 0 for the rest.

The interaction testing results are shown in Table 2. Both
logistic regression and theχ2 method identified more 2-SNP and
3-SNP interactions using the proposed binary encoding com-
pared to using the initial encoding. In both methods there was a
single 2-SNP interaction that was only identified using the initial
encoding, whereas using the binary encoding the logistic regres-
sion identified four more SNP interactions and the χ2 method
five more that were not identified using the initial encoding.
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Fig. 2. Each row represents a cluster of the SOM. The first two columns indicate the number of cases and controls each cluster has and an
asterisk indicates if the majority of subjects is cases or controls. The rest of the columns show the most frequent genotype of each SNP for the
subjects that belong to it.

TABLE II
STATISTICALLY SIGNIFICANT N-SNP INTERACTIONS PER METHOD AND SNP ENCODING

IV. DISCUSSION

The aforementioned results indicate that the proposed frame-
work is able to reduce the computational needs of the analysis by
reducing the number of features to be analysed through quality
control and feature selection. If one performed only the quality
control step, which is standard in such analyses, s/he would
end up with 65 SNPs. To test all 2-SNP and 3-SNP interactions
with 10 000 permutations one would need to perform around
450 million tests, whereas with the proposed framework one
needs to perform around 55 thousand tests on the selected 7
SNPs. The proposed framework also allows the identification of
more 2-SNP and 3-SNP interactions by using a targeted binary
encoding based on the most frequent values of the genotypes of
the cluster of interest.

The selected 7 SNPs after the quality control and the feature
selection step were also found to have an association with the
case/control status of the subjects in a previous study [30]. This
means that in the selected SNPs there are no SNPs with a low
main effect and any possible interactions in this case are between
SNPs that have high main effects. Random Forests can include
SNPs that have low main effects if they are interacting with SNPs
with high main effects, but if the interacting SNPs are all with
low main effects it is possible that they will be missed [6], hence
such interactions might have been missed in the results.

As expected, since the χ2 method is more strict, it identified
fewer 2-SNP and 3-SNP interactions as statistically significant
compared to the logistic regression. But it is clear that both
methods benefited by the proposed encoding which allowed
them to identify more interactions that were statistically sig-
nificant. There are two reasons for being able to identify more
n-SNP interactions using the proposed encoding. Initially, with
binary encoding, the degrees of freedom of the statistical tests
are reduced and hence the power of the analysis is increased.
For example, in the χ2 method, using the initial encoding in the

2-SNP interaction test we ended up with four degrees of freedom,
whereas using the binary encoding with only one. Similarly,
for the 3-SNP interaction test, we dropped from 8 degrees of
freedom to one. The second reason being that the encoding
enforces a more targeted analysis on the possible interacting
SNP values that can be seen from the clustering step, which
shows the SNP genotypes that are more frequent in the cluster
of interest versus the remaining, which in this case is the controls
cluster versus the cases clusters.

The identified interacting SNPs have been associated with
MS risk and genes that encode proteins with crucial functions
for MS. The intronic polymorphism (intron 17–18) ITGA4
rs6721763, located 929 bp away from the splicing site of exon
18 of ITGA4 gene, has been previously associated the MSSS in
a dose-dependent manner and also with the MS risk, while the
intronic rs17225354 has been associated with MS risk [30], [37].
This is of particular interest, as at least one of these two variants is
included at all the 2-SNP and 3-SNP interactions that have been
identified with the current method. The ITGA4 gene encodes
the α4 sub-unit of the α4β1 integrin, which is implicated to
the adhesion and migration procedures of leukocytes through
the blood-brain barrier and also ITGA4 is among therapeutic
targets with the monoclonal antibody natalizumab [38], [39].
The remaining of the SNPs included in the 2-SNP and 3-SNP
interactions that have been identified with the current method,
are located also in genes encoding proteins with crucial functions
for MS. For example the FN1 is an extracellular matrix glycopro-
tein that interacts with integrins, while the ICAM1 which is an
adhesion molecule expressed in the CNS extracellular space and
SELP play a pivotal role for the interaction between activated
endothelial cells or platelets and leukocytes [38], [40], [41]. In
view of the former consideration, it is possible that each of the
SNPs confer some susceptibility to MS, while their interactions
may have robust biological connections leading to the disease.
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There are two aspects of the framework to be evaluated.
The first is whether its initial 2 steps can help reduce the
search space in an informed way which will enable interaction
testing that would otherwise be computationally expensive to
perform. The second is whether the proposed encoding can help
identify more n-Way interactions that are statistically signif-
icant. We can conclude that the proposed framework works,
since it was able to limit the number of tests performed and
it was able to identify more 2-SNP and 3-SNP interactions
that were statistically significant even after permutation adjust-
ing for multiple testing. The fact that most of the statistically
significant identified interactions came up in both methods,
indicates that at least those interactions adhere to the statistical
assumptions of both methods that further supports that the
results obtained are not due to random effects and that the
proposed encoding can work with different interaction test-
ing methods. However, as to whether the results of the two
methods are true-positive, that would require an independent
study to be performed to validate the findings.

V. CONCLUSION

A framework for the efficient identification of n-Way interac-
tions has been proposed. The framework removes any erroneous
data in its first step and then uses feature selection to reduce
the dimensionality of the search space and select the most
informative features. This, reduces the statistical tests that will be
performed and hence the multiple testing problem. Additionally,
it reduces the computational complexity of the analysis to be
performed and the probability of overfitting. Therefore, the first
two steps of the framework focus on providing high quality and
informative features.

In the clustering step, subjects are grouped based on their
similarity in their genotypes and each cluster is labeled based on
the majority class of the subjects. This enables the visualization
of the most frequent values of the subjects in each cluster
and the phenotype they represent. Then a cluster of interest is
selected and its values are used to convert the genotypes to binary
variables. This enables a targeted interaction testing analysis and
additionally increases the power of the statistical analysis due to
the reduction of the degrees of freedom of the tests. As has been
shown in the results, using the binary encoding more 2-SNP and
3-SNP interactions were identified, which further supports the
hypothesis that the proposed framework helps identifying more
interactions.

Additionally, due to the cluster based binary encoding, the
framework can also promote personalised medicine. For exam-
ple, one could identify different n-Way interactions for each
cluster of interest and hence adjust the treatment of a patient
based on his/her genotypic profile.

REFERENCES

[1] J. H. Moore and M. D. Ritchie, “The challenges of whole-genome ap-
proaches to common diseases,” JAMA, vol. 291, no. 13, pp. 1642–1643,
2004.

[2] J. H. Moore and S. M. Williams, “Traversing the conceptual divide between
biological and statistical epistasis: Systems biology and a more modern
synthesis,” BioEssays, vol. 27, no. 6, pp. 637–646, 2005.

[3] M. Emily, “A survey of statistical methods for gene-gene interaction in
case-control genome-wide association studies,” J. Soc. Française Stati.,
vol. 159, no. 1, pp. 27–67, 2018.

[4] T. Hu, N. A. Sinnott-Armstrong, J. W. Kiralis, A. S. Andrew,
M. R. Karagas, and J. H. Moore, “Characterizing genetic interactions in
human disease association studies using statistical epistasis networks,”
BMC Bioinf., vol. 12, no. 1, pp. 1–13, 2011.

[5] T. Hu et al., “An information-gain approach to detecting Three-way
epistatic interactions in genetic association studies,” J. Amer. Med. In-
format. Assoc., vol. 20, no. 4, pp. 630–636, Jul./Aug. 2013.

[6] R. Upstill-Goddard et al., “Machine learning approaches for the discovery
of gene–gene interactions in disease data,” Brief. Bioinf., vol. 14, no. 2,
pp. 251–260, Mar. 2013.

[7] C. Niel, C. Sinoquet, C. Dina, and G. Rocheleau, “A survey about methods
dedicated to epistasis detection,” Front. Genet., vol. 6, pp. 1–19, 2015.

[8] M. D. Ritchie et al., “Multifactor-dimensionality reduction reveals high-
order interactions among estrogen-metabolism genes in sporadic breast
cancer,” Amer. J. Hum. Genet., vol. 69, no. 1, pp. 138–147, Jul. 2001.

[9] Y. M. Cho et al., “Multifactor-dimensionality reduction shows a two-locus
interaction associated with type 2 diabetes mellitus,” Diabetologia, vol. 47,
no. 3, pp. 549–554, 2004.

[10] D. Brassat et al., “Multifactor dimensionality reduction reveals gene-gene
interactions associated with multiple sclerosis susceptibility in african
americans,” Genes Immun., vol. 7, no. 4, pp. 310–315, 2006.

[11] A. S. Andrew et al., “DNA repair polymorphisms modify bladder cancer
risk: A multi-factor analytic strategy,” Hum. Heredity, vol. 65, no. 2,
pp. 105–118, 2008.

[12] O.-Y. Fu, H.-W. Chang, Y.-D. Lin, L.-Y. Chuang, M.-F. Hou, and C.-
H. Yang, “Breast cancer-associated high-order SNP-SNP interaction of
CXCL12/CXCR4-related genes by an improved multifactor dimension-
ality reduction (MDR-ER),” Oncol. Rep., vol. 36, no. 3, pp. 1739–1747,
2016.

[13] L. Breiman, “Random forests,” Mach. Learn,, vol. 45, no. 1, pp. 5–32,
Oct. 2001.

[14] D. F. Schwarz, I. R. König, and A. Ziegler, “On safari to random jungle:
A fast implementation of random forests for high-dimensional data,”
Bioinformatics, vol. 26, no. 14, pp. 1752–1758, Jul. 2010.

[15] M. Yoshida and A. Koike, “Snpinterforest: A new method for detecting
epistatic interactions,” BMC Bioinf., vol. 12, no. 1, pp. 1–10, 2011.

[16] R. Agrawal, H. Mannila, R. Srikant, H. Toivonen, and A. I. Verkamo,
“Advances in knowledge discovery and data mining,” in American Asso-
ciation for Artificial Intelligence, 1996, Ch. Fast Discovery of Association
Rules, U. M. Fayyad, G. Piatetsky-Shapiro, P. Smyth, and R. Uthu-
rusamy, Eds. Menlo Park, CA, USA, pp. 307–328. [Online]. Available:
http://dl.acm.org/citation.cfm?id=257938.257975

[17] J. R. Quinlan, C4. 5: Programs for Machine Learning. San Mateo, CA,
USA: Morgan Kaufmann, 1993.

[18] D. Tian et al., “A Bayesian association rule mining algorithm,” in Proc.
IEEE Int. Conf. Syst., Man, Cybern., 2013, pp. 3258–3264.

[19] S. Uppu, A. Krishna, and R. P. Gopalan, “Rule-based analysis for detecting
epistasis using associative classification mining,” Netw. Model. Anal.
Health Informat. Bioinf., vol. 4, no. 1, pp. 1–19, 2015.

[20] J. A. Hartigan and M. A. Wong, “Algorithm AS 136: A k-means clustering
algorithm,” Appl. Statist., vol. 28, no. 1, pp. 100–108, 1979.

[21] T. Kohonen, “The self-organizing map,” Proc. IEEE, vol. 78, no. 9,
pp. 1464–1480, Sep. 1990.

[22] H. Chipman and R. Tibshirani, “Hybrid hierarchical clustering with ap-
plications to Microarray data,” Biostatistics, vol. 7, no. 2, pp. 286–301,
Apr. 2006.

[23] A. Aristodimou, A. Antoniades, and C. Pattichis, “Clustering subjects in
genetic studies with self organizing maps,” in Proc. IEEE 12th Int. Conf.
Bioinf. Bioeng., 2012, pp. 546–551.

[24] V. Bolon-Canedo, N. Sanchez-Marono, and A. Alonso-Betanzos, “A re-
view of feature selection methods on synthetic data,” Knowl. Inf. Syst.,
vol. 34, no. 3, pp. 483–519, Mar. 2012.

[25] D. Koller and M. Sahami, “Toward optimal feature selection,” Stanford In-
foLab, Stanford Univ., Stanford, CA, USA, Tech. Rep. 1996-77, Feb. 1996.

[26] I. Guyon and A. Elisseeff, “An introduction to variable and feature selec-
tion,” J. Mach. Learn. Res., vol. 3, pp. 1157–1182, 2003.

[27] K. Kira and L. A. Rendell et al., “The feature selection problem: Traditional
methods and a new algorithm,” in Proc. Assoc. Adv. Artif. Intell., vol. 2,
1992, pp. 129–134.

[28] I. Guyon, J. Weston, S. Barnhill, and V. Vapnik, “Gene selection for cancer
classification using support vector machines,” Mach. Learn., vol. 46, no. 1-
3, pp. 389–422, 2002.

[29] G. E. Hoffman, B. A. Logsdon, and J. G. Mezey, “Puma: A unified
framework for penalized multiple regression analysis of GWAS data,”
PLoS Comput. Biol., vol. 9, no. 6, 2013, Art. no. e1003101.

[30] E. Dardiotis et al., “Gene variants of adhesion molecules predispose to MS:
A case-control study,” Neurol. Genet., vol. 5, no. 1, 2019, Art. no. e304.

http://dl.acm.org/citation.cfm{?}id$=$257938.257975


262 IEEE OPEN JOURNAL OF ENGINEERING IN MEDICINE AND BIOLOGY, VOL. 2, 2021

[31] N. Chen and N. Marques, “An extension of self-organizing maps to
categorical data,” in Progress in Artificial Intell., Ser. Lecture Notes in
Computer Science, C. Bento, A. Cardoso, and G. Dias, Eds., Berlin,
Heidelberg: Springer, 2005, vol. 3808, pp. 304–313.

[32] A. Chaturvedi, P. E. Green, and J. D. Caroll, “K-modes clustering,” J.
Classification, vol. 18, no. 1, pp. 35–55, 2001.

[33] A. Liaw and M. Wiener, “Classification and regression by randomForest,”
R News, vol. 2, no. 3, pp. 18–22, 2002.

[34] H. J. Cordell, “Detecting gene-gene interactions that underlie human
diseases,” Nature Rev. Genet., vol. 10, no. 6, pp. 392–404, Jun. 2009.

[35] A. Antoniades et al., “A computationally fast measure of epistasis for 2
SNPs and a categorical phenotype,” in Proc. Annu. Int. Conf. IEEE Eng.
Med. Biol., 2010, pp. 6194–6197.

[36] A. Antoniades, “Discovering disease associated gene-gene interactions:
A two snp interaction analysis framework,” Ph.D. dissertation, Dept.
Comput. Sci., Univ. Cyprus, Cyprus, 2011.

[37] E. Dardiotis et al., “Gene variants of adhesion molecules act as modifiers
of disease severity in MS,” Neurol.-Neuroimmunol. Neuroinflamm., vol. 4,
no. 4, pp. 1–7, 2017.

[38] A. Jorge, C. Esley, and J. Ahumada, “Family incidence of primary scle-
rosing cholangitis associated with immunologic diseases,” Endoscopy,
vol. 19, no. 3, pp. 114–117, 1987.

[39] R. A. Rudick and A. Sandrock, “Natalizumab: α4-integrin antagonist
selective adhesion molecule inhibitors for MS,” Expert Rev. Neurother-
apeutics, vol. 4, no. 4, pp. 571–580, 2004.

[40] E. E. Edwards and S. N. Thomas, “P-Selectin and ICAM-1 synergy in
mediating THP-1 monocyte adhesion in hemodynamic flow is length
dependent,” Integrative Biol., vol. 9, no. 4, pp. 313–327, 2017.

[41] K. M. Kocan et al., “Silencing of genes involved in anaplasma marginale-
tick interactions affects the pathogen developmental cycle in dermacentor
variabilis,” BMC Develop. Biol., vol. 9, no. 1, pp. 1–11, 2009.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


