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A B S T R A C T   

Background: Traumatic brain injury (TBI) is the major reason for the death of young people and is 
well known for its high mortality and morbidity. This paper aim to predict the 24h survival of 
patients with TBI. 
Methods: A total of 1224 samples were involved in this analysis, and the clinical indicators 
involved included age, gender, blood pressure, MGAP and other fields, among which the target 
variable was “outcome”, which was a binary variable. The methods mainly involved in this paper 
include data visualization analysis, single factor analysis, feature engineering analysis, random 
forest model (RF), K-Nearst Neighbors (KNN) model, and so on. Logistic regression model (LR) 
and deep neural network model (DNN). We will oversample the training set using the SMOTE 
method because of the very unbalanced labeling of the sample itself. 
Results: Although the accuracy of all models is very high, the recall rate is relatively low. The DNN 
model with the best performance only reaches 0.17, and the corresponding AUC is 0.80. After 
resampling, we find that the recall rate of positive samples of all models has increased a lot, but 
the AUC of some models has decreased. Finally, the optimal model is LR, whose positive sample 
recall rate is 0.67 and AUC is 0.82. 
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Conclusion: Through resampling, we obtained that the best model is the RF model, whose recall 
rate and AUC are the best, and the AUC level is about 0.87, indicating that the accuracy per
formance of the model is still good.   

1. Introduction 

TBI is a common and serious neurological disorder whose results can have a profound impact on patients’ lives and health [1]. 
While acknowledging the gravity of TBI, it is crucial to delve deeper into the current landscape of TBI research, existing challenges, and 
identified gaps in predicting outcomes. The early prognosis prediction model (EPPM) demonstrated an accuracy of 80 %, with a 
sensitivity of 78.8 % and a specificity of 80.8 % in the training set [2]. Machine learning models allow for customization based on 
individual patient data, enhancing the ability to tailor predictions to specific characteristics and risk factors [3]. But TBI encompasses a 
wide range of injuries with varying degrees of severity and different underlying mechanisms. This heterogeneity poses a challenge in 
developing a unified predictive model [4]. 

To better understand and predict the outcome of TBI, we conducted a study that combined relevant patient data, such as patient 
metrics such as gender, age, blood pressure, and Glasgow Coma Scale(GCS), to build a predictive model [5]. In this study, we used 
machine learning algorithms such as LR, RF, ANN, and KNN to predict the outcome of TBI. These algorithms have different charac
teristics and applicability, and by comparing their performance, we can choose the best model to make predictions. 

However, we face a challenge when dealing with raw data: the number of resulting labels in TBI is extremely unevenly distributed. 
This means that the sample size of the minority category is much smaller than the sample size of the majority category. To solve this 
problem, we sampled the training set using a Technique called SMOTE (Synthetic Minority Over sampling Technique). SMOTE im
proves the performance and predictive power of the model by generating synthetic samples to balance the uneven class distribution 
[6]. 

In this study, we used the collected patient data, including gender, age, blood pressure, GCS and other indicators as predictors, and 
the results of TBI as target variables. We will begin by conducting exploratory data analysis (EDA) on the data to understand the 
distribution, correlation, and missing values of the data [7]. We will then apply the SMOTE sampling technique to deal with the uneven 
label distribution and divide the data set into a training set and a test set. Next, we will train the models using machine learning 
algorithms such as logistic regression, random forests, artificial neural networks, and KNN, and evaluate their performance using test 
sets. We will compare the accuracy, recall, accuracy and F1 scores of the various models to select the best model to predict the outcome 
of the TBI. 

Through this study, we hope to be able to provide an accurate and reliable method for predicting TBI outcomes, providing valuable 
information for clinical decision-making and patient management. This is of great significance for improving the treatment and 
rehabilitation process of TBI patients. 

2. Material and methods 

2.1. Preliminary understanding of data 

This study was approved by the Ethics Committee of Nantong University Affiliated Hospital(Grand No. 2021-K084-01). A total of 
1244 patients were involved in this modeling data, and the patient indicators mainly included 15 indicators such as age, gender, heart 
rate, blood oxygen, blood pressure, and MGAP. 

2.2. Data exploration and analysis 

First of all, we will show the missing part of the data, and set that if the missing value of the field exceeds 20 %, it is recommended to 
delete this field. “Diastolic blood pressure” has missing value, and the missing value is only about 0.3 %, so it is recommended to save 
this variable. Secondly, for variables with very sparse composition (for example, the number of 0 values in the variable accounts for 
more than 90 %), such fields are also recommended to be deleted (except target variables), otherwise these variables will be used as 
noise to interfere with data modeling. 

2.3. Feature screening 

Through the above steps, the data is initially normalized and individual extreme fields are eliminated. Next, we will use the 
machine learning method: Xgboost model performs feature importance screening, and removes variables with importance of 0, so as to 
conduct feature depth screening. Through the establishment of the model, we get the following ranking information of all fields with 
feature importance greater than 0. 

3. Handling outliers 

For outlier processing, here we will perform outlier processing based on the final input module data. The appearance of outliers will 
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inevitably have a negative impact on the data, so this paper will start to do outlier processing on the data. Isolation Forest is a machine 
learning algorithm for detecting and removing outliers. The general steps for modeling an isolated forest model are as follows:  

1 First, import the necessary libraries, such as the IsolationForest class and other data processing libraries from scikit-learn. Then, 
load the dataset and perform necessary data preprocessing, such as handling missing values and converting data types [7]  

2 For anomaly detection, create an IsolationForest object and set relevant parameters like n_estimators (the number of trees in the 
forest) and contamination (the estimated proportion of outliers). Fit the IsolationForest model to the dataset using the fit() method. 
Next, use the predict() method to assign an outlier value score to each sample (− 1 for abnormal, 1 for normal). Sort or select 
thresholds based on the scores to determine which samples are considered outliers.  

3 In the outlier processing step, based on the result from Step 2, you have the option to handle outliers accordingly. It is important to 
exercise caution when deciding to delete outliers from the dataset, as it may impact the model’s performance and results.  

4 Finally, utilize the datasets processed for outliers to build machine learning models. Choose suitable model types and algorithms 
such as regression, classification, or clustering based on the specific requirements of the problem. 

4. Results 

4.1. Feature screening 

From Fig. 1, we find that for the model, none of the fields involved in evaluation and classification have entered the ranks of feature 
importance, and the index “pupil reactivity” ranks first, and its importance is very high, and it is worth noting. 

4.1.1. Handling outliers 
Through threshold screening (the theoretical threshold is 0), we get 1181 normal samples and 63 abnormal samples, so these 63 

variables need to be eliminated(Fig. 2). 

4.2. Group divided 

Once the data preprocessing is finished, the dataset is divided into a training set and a test set using an 80:20 split. However, to 
obtain a better evaluation of the model’s generalization ability, random cross-validation is employed. This process involves dividing 
the dataset into multiple folds, such as K-folds. During each iteration, one fold is used as the validation set while the remaining folds 
serve as the training set. This training and evaluation process is repeated multiple times to obtain more objective results in evaluating 
the model. 

4.3. Algorithm choose 

Logistic regression (LR), a supervised learning algorithm in machine learning, is also known as the generalized linear regression 

Fig. 1. Feature importance ranking.  
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model. LR shares many similarities with linear regression. In fact, logistic regression can be seen as a linear regression algorithm when 
the Sigmoid mapping function is removed. Thus, it can be said that logistic regression is theoretically supported by linear regression. 
Logistic regression can handle dependent variables that are binary or multi-categorical, although binary variables are more common 
and easier to interpret. For multi-categorical variables, the softmax method is often used for processing. In practice, binary logistic 
regression is the most commonly used [8]. 

The random forest (RF) model can be considered an extension of the decision tree algorithm, suitable for both regression and 
classification tasks. The basic idea behind random forest is as follows: First, bootstrap sampling is performed to extract samples from 
the original training set, with each sample having the same size as the original training set. Then, a decision tree model is built for each 
sample, producing a classification result. Finally, the classification results from each decision tree are aggregated through voting to 
determine the final classification of each record [9]. 

KNN (K-nearest neighbors) is a versatile algorithm applicable to both regression and classification tasks. Similar to other machine 
learning algorithms, KNN uses distance metrics to define proximity among data points based on their characteristics. For each test 
instance, the algorithm estimates the value of the response variable using its K nearest neighbors. The hyperparameter K controls the 
learning mode of the algorithm by specifying how many neighbors are considered. The estimated value is not derived from the training 
data itself but rather is based on the selected K nearest neighbors using a distance function [10]. 

An artificial neural network (ANN) is composed of multiple layers of nodes arranged in a directed graph, with each layer fully 
connected to the next. Each node, except for the input nodes, functions as a neuron or processing unit with a nonlinear activation 
function. Training ANN often involves using a supervised learning method called the backpropagation algorithm [11]. 

4.4. Modeling results before optimization 

In this modeling, we will make use of the underlying understanding of data parameters to conduct manual fine-tuning. For example, 
for the KNN model, the increase of K will reduce the overfitting of the model, and the increase of max_depth of the RF model will 

Fig. 2. Outlier test results of isolated forest.  

Fig. 3. ROC performance results of each model test set.  
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increase the overfitting of the model, and so on. Because fine-tuning data requires us to have a certain understanding of the underlying 
model and parameters, although we may not get the optimal parameters, we can get approximately the optimal parameters, and most 
importantly, we can save a lot of parameter tuning time. 

After many experiments, we determined the optimal parameters for fine-tuning and obtained the following test set AUC results for 
each model(Fig. 3). 

In addition, other indicators of the model, such as F1 and positive sample recall rate, will be presented as follows: 
From Fig. 3 and Table 1, we find that the accuracy of each model is very consistent. However, in the data exploration stage, it is 

found that there are a lot of negative data samples (0 label), so most of the models are predicted to be 0. When the threshold is 0.5, the 
recall rate of positive samples of the models is very low, and the highest one is only 0.17. After comparing different prediction 
probability values, the model obtained the ROC curve, and we found that the best result was RF, whose AUC was 0.87. In other words, 
by constantly adjusting the prediction threshold, the best accuracy rate of the model was 0.87, and the overall performance of the 
model was good. 

5. Modeling results after optimization 

In order to make the results comparable, we will only balance the samples of the training set, and the test set will remain un
changed. SMOTE method was used in this paper for sample balance. After sample balancing, the same output modeling result is shown 
in Fig. 4. 

From Fig. 4 and Table 2, we find that the loss of positive sample prediction ability of all models has been greatly improved. When 
the threshold value is 0.5, the positive sample recall rate of LR model can reach 0.67, and its AUC level is about 0.82, which is still good. 
By comparison, the AUC value of RF is the highest, reaching 0.87, but its positive sample recall rate is only 0.33 under the threshold of 
0.5. In other words, although the accuracy of the model can be improved by adjusting the threshold value, the prediction degree of the 
positive sample is not very high. In contrast, the optimal accuracy of the LR model is indeed inferior to that of RF. However, the 
prediction degree of the positive sample is higher than that of RF, in other words, it can make the recognition ability of the positive 
sample more obvious. Here, it can be found from the sensitive optimal value of the ROC curve that the prediction accuracy of the 
positive sample may be more meaningful in reality. In summary, we believe that LR is the best model. 

6. Discussion 

Traumatic brain injury (TBI) affects approximately 70 million people globally, causing severe disruptions in their lives [12]. 
Prediction models can facilitate early detection of TBI, enabling timely intervention and potentially improving patient outcomes [13]. 
TBI is particularly concerning due to its association with high mortality rates and permanent disabilities, resulting in around 1.5 
million fatalities and several million emergency procedures annually. This distressing trend is apparent in the Middle East as well, with 
an average TBI rate of 45 per 100,000 individuals. In emergency rooms, TBI patients face a fatality rate of 10 %, while those treated in 
intensive care units (ICU) have a mortality rate of 25 % [14]. Accurate prediction of the risk of death following a TBI in the early stages 
of treatment is of paramount importance, as it enables clinical decisions to be made with precision and healthcare resources to be 
allocated with efficiency [4]. Integrating predictive models into routine clinical practice requires overcoming barriers such as 
physician acceptance, system integration, and addressing concerns about model reliability and validity. While prediction models for 
Traumatic Brain Injury offer significant advantages in terms of early detection and customization, they also face challenges related to 
data quality, ethical considerations, and the complex nature of TBI. Ongoing research and advancements in technology are essential to 
address these limitations and enhance the effectiveness of predictive models in clinical settings. 

In order to solve the problem of predictive analysis of TBI, the data is preprocessed and exploratory analysis is carried out. Then, 
Xgboost model is used for feature screening, and then outliers of data are screened based on isolated forests. Finally, comparative 
analysis before and after sample sampling is conducted based on various machine learning methods. Finally, based on the technical 
indicators and actual business indicators, the optimal model is LR, whose F1 value is 0.67 and AUC is 0.82. 

This modeling is relatively complete and scientific in both the data analysis stage and the modeling analysis stage, but there are still 
the following points worth looking forward to: There is a serious imbalance of sample distribution in this modeling, which interferes 
with the modeling itself. In the future modeling, in order to improve the differentiation of each label of the model, we can appro
priately increase some small number of category samples. And more hospital will be invited to improve the quality of the model. 

Table 1 
Main technical indicators of each model test set.   

LR KNN RF ANN 

accuracy 0.945 0.945 0.945 0.941 
recall 0.083 0.083 0.083 0.167 
precision 0.333 0.333 0.333 0.333 
F1 0.133 0.133 0.133 0.222 
AUC 0.852 0.702 0.867 0.803  
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Fig. 4. ROC performance results of each model test set after training set sampling.  

Table 2 
Main technical index performance of each model test set after training set sampling.   

LR KNN RF BPNN 

accuracy 0.865 0.89 0.937 0.907 
recall 0.667 0.5 0.333 0.333 
precision 0.222 0.231 0.364 0.222 
F1 0.333 0.316 0.348 0.267 
AUC 0.823 0.714 0.874 0.759  
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