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Scientific progress requires answering a highly diverse 
set of questions. Sometimes researchers try to answer 
questions by specifying a model of the world. To exam-
ine whether these models have predictive power, 
researchers collect data with the aim to test hypotheses 
derived from these models. Statistical inferences can 
then be used to interpret the data that have been col-
lected. Researchers can choose to use a wide range of 
statistical tools to make inferences, including p values, 
effect sizes, confidence intervals, likelihood ratios, 
Bayes factors, and posterior distributions. It is rare to 
find an article in the statistical literature that presents 
all of these approaches to statistical inferences as valid 
answers to questions a researcher might be interested 
in. In particular, p values are often dismissed as a useful 
tool for answering scientific questions. In this article I 
evaluate whether p values provide an answer to a ques-
tion researchers would want to know, whether alterna-
tives to p values would fare any better in the hands of 
researchers, and how we can improve the use of p values 
in practice.

Researchers have criticized the overreliance on null-
hypothesis significance testing (NHST) and common 

misconceptions about p values for more than half a 
century (e.g., Bakan, 1966; Nunnally, 1960; Rozeboom, 
1960). The correct definition of a p value is the prob-
ability of observing the sample data, or more extreme 
data, assuming the null hypothesis is true. The inter-
pretation of a p value depends on the statistical phi-
losophy one subscribes to. In a Fisherian framework a 
p value is interpreted as a continuous measure of com-
patibility between the observed data and the null 
hypothesis (Greenland et al., 2016). The compatibility 
of observed data with the null model falls between 1 
(perfectly compatible) and 0 (extremely incompatible), 
and every individual can interpret the p value with 
“statistical thoughtfulness” (Wasserstein, Schirm, & 
Lazar, 2019). In a Neyman-Pearson framework, the goal 
of statistical tests is to guide the behavior of researchers 
with respect to a hypothesis. On the basis of the results 
of a statistical test, and without ever knowing whether 
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Because of the strong overreliance on p values in the scientific literature, some researchers have argued that we need 
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the hypothesis is true or not, researchers choose to ten-
tatively act as if the null hypothesis or the alternative 
hypothesis is true. In psychology, researchers often use 
an imperfect hybrid of the Fisherian and Neyman-Pearson 
frameworks, but the latter is, according to Dienes 
(2008), “the logic underlying all the statistics you see 
in the professional journals of psychology” (p. 55).

The widespread use of p values is criticized for two 
main reasons. First, researchers often misinterpret  
p values or mindlessly apply hypothesis testing. Second, 
in many situations the point null hypothesis of an effect 
of exactly zero is unlikely to be true, in which case 
asking if it can be rejected is a relatively uninteresting 
question. Some journals, such as Basic and Applied 
Psychology, Epidemiology, and Political Analysis, have 
banned the use of p values in an attempt to improve 
statistical inferences in the articles they publish (Fidler, 
Thomason, Cumming, Finch, & Leeman, 2004; Gill, 
2018; Trafimow & Marks, 2015). There is an overwhelm-
ing range of proposed alternatives to p values (see the 
special issue of The American Statistician; Wasserstein 
et  al., 2019). Hubbard (2019) reviews how, although 
criticisms of NHST and p values have received wide-
spread attention, little has changed in practice. He notes 
how a possible reason for the lack of change is that 
statisticians1 rarely explicitly state the circumstances in 
which the use of p values is not problematic and in 
which null-hypothesis significance testing provides a 
useful answer to a question of interest.

When we survey the literature, we rarely see the 
viewpoint that all approaches to statistical inferences, 
including p values, provide answers to specific ques-
tions a researcher might want to ask. Instead, statisti-
cians often engage in what I call the “statistician’s 
fallacy”—a declaration of what they believe researchers 
really “want to know” without limiting the usefulness 
of their preferred statistical question to a specific con-
text. The most well-known example of the statistician’s 
fallacy is provided by Cohen (1994) when discussing 
null-hypothesis significance testing:

What’s wrong with NHST? Well, among many other 
things, it does not tell us what we want to know, 
and we so much want to know what we want to 
know that, out of desperation, we nevertheless 
believe that it does! What we want to know is 
‘Given these data, what is the probability that H0 
is true?’ (p. 997)

Other statisticians have disagreed with Cohen about 
what it is “we want to know.” Colquhoun (2017) thought 
that “what you want to know is that when a statistical 
test of significance comes out positive, what is the 
probability that you have a false positive” (p. 2). Kirk 

(1996) said that “what we want to know is the size of 
the difference between A and B and the error associated 
with our estimate” (p. 754). Blume (2011), on the other 
hand, suggested that “what we really want to know is 
how likely it is that the observed data are misleading” 
(p. 509). Bayarri, Benjamin, Berger, and Sellke (2016) 
believed that “we want to know how strong the evi-
dence is, given that we actually observed the value of 
the test statistic that we did” (p. 91). Finally, Mayo (2018) 
argued that “we want to know what the data say about 
a conjectured solution to a problem: What erroneous 
interpretations have been well ruled out?” (p. 300). Thus, 
according to six different (groups of) statisticians, what 
we want to know is the posterior probability of a 
hypothesis, the false-positive risk, the effect size and its 
confidence interval, the likelihood, the Bayes factor, or 
the severity with which a hypothesis has been tested.

I call these beliefs about what researchers want to 
know a fallacy, which might sound severe, but I believe 
the arguments provided by these statisticians for their 
claims about what we want to know boil down to noth-
ing more than wishful thinking. Some statisticians have 
used common misconceptions of p values as an argu-
ment for their choice of what researchers really want 
to know. Cohen (1994) explained that a p value does 
not provide the probability that the null hypothesis is 
true, but the posterior probability does. Colquhoun 
(2017) explained that a p value does not provide the 
probability that the results have occurred by chance, 
but the false-positive risk does. Kirk (1996) noted how 
a nonsignificant p value can be incorrectly interpreted 
as the absence of an effect, even when the size of the 
effect supports the alternative hypothesis. However, the 
fact that common misinterpretations correspond to 
completely different statistical entities, together with 
the larger context in which these statisticians made their 
claims,2 suggests that all statisticians seem to mean 
“what I wish you wanted to know,” or more norma-
tively, “what I think you should want to know.” Even if 
we could define a reference class for “we,” it is doubtful 
that all people included in this category would unani-
mously agree. Furthermore, it seems highly unlikely 
that there is a single thing anyone wants to know at all 
times or that asking a single statistical question leads 
to the most efficient empirical progress. Researchers 
often ask different questions at distinct phases of a 
research project, and the questions they ask depend on 
the field, the specific study, the reliability and availabil-
ity of previous knowledge, and their philosophy of sci-
ence. The first point I want to make in this article is that 
we stop teaching researchers that there is something 
they want to know. There is no room for the statistician’s 
fallacy in our journals or in our statistics education. I 
do not think that it is useful to tell researchers what 
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they want to know. Instead, we should teach them the 
possible questions they can ask (Hand, 1994).

Are p Values Ever Something Anyone 
Wants to Know?

Savalei and Dunn (2015) have argued that “the strong 
NHST-bashing rhetoric common on the ‘reformers’ side 
of the debate may prevent many substantive researchers 
from feeling that they can voice legitimate reservations 
about abandoning the use of p values” (para. 2). Nev-
ertheless, some researchers have argued that p values 
can provide an interesting answer to a statistical ques-
tion whenever researchers want to make an ordinal 
claim about the direction of an effect (Abelson, 1997b; 
Chow, 1988; Cortina & Dunlap, 1997; Hagen, 1997; 
Haig, 2017; Miller, 2017; Nickerson, 2000). Although 
Meehl harshly criticized the overreliance of psychology 
on NHST (Meehl, 1978), he also noted, “When I was a 
rat psychologist, I unabashedly employed significance 
testing in latent-learning experiments; looking back I 
see no reason to fault myself for having done so in the 
light of my present methodological views” (Meehl, 
1990, p. 138). Abelson (1997a) writes, “Realistically, if 
the null hypothesis test did not exist, it would have to 
be (re)invented” (p. 118). In his book Beyond Signifi-
cance Testing, Kline (2004) wrote, “The ability of NHST 
to address the dichotomous question of whether rela-
tions are greater than expected levels of sampling error 
may be useful in some new research areas” (p. 86). 
Cohen agreed in a 1995 rejoinder to his 1994 article 
that rejecting a point null hypothesis in a strictly con-
trolled experiment can be a useful way of establishing 
the direction of an effect, whenever this question is 
central to the purpose of the experiment (Cohen, 1995, 
p. 1103).

When discussing the question a p value can answer, 
I focus on the use of p values in a Neyman-Pearson 
approach to statistical inferences, which Hacking (1965) 
considers “very nearly the received theory on testing 
statistical hypotheses” (p. 84). A Neyman-Pearson 
hypothesis test is worth performing if two conditions 
are met. First, the null hypothesis should be plausible 
enough so that rejecting it is surprising, at least for 
some readers. This is typically easier to accomplish in 
a controlled experiment than in a correlational study 
because in the latter variables are typically connected 
through causal structures that result in real nonzero 
correlations, known as the “crud factor” (Meehl, 1990; 
Orben & Lakens, 2020). Second, the researcher is inter-
ested in applying a methodological procedure that 
allows him or her to make decisions about how to act 
while controlling error rates. Neyman and Pearson 
(1933) were very clear that they did not intend to 

develop a method to inform us about the probability 
that our hypotheses are true, but that, “without hoping 
to know whether each separate hypothesis is true or 
false, we may search for rules to govern our behaviour 
with regard to them, in following which we insure that, 
in the long run of experience, we shall not be too often 
wrong” (p. 291).

This “act” is not limited to the decision to adopt a 
treatment, intervention, or government policy. The act 
can also be the decision to abandon a research line, to 
change a manipulation, or even, under a slightly broader 
interpretation of an act, to make a certain type of state-
ment or claim (Cox, 1958; Frick, 1996). On the basis of 
carefully controlled studies, researchers can use NHST 
to make ordinal claims, such as the claim that the mean 
in one condition is larger than the mean in another 
condition. If we look at articles in the scientific litera-
ture, researchers often seem to be interested in making 
such ordinal claims, especially in the context of theory 
corroboration (Abelson, 1997a; Chow, 1988). Any time 
researchers make a claim, they can do so erroneously. 
The Neyman-Pearson approach to hypothesis testing 
allows researchers to limit the frequency or erroneous 
claims in the long run by choosing the α level and 
designing a study with a desired statistical power for a 
specified effect size.

Researchers are free to refrain from making claims 
in their article about whether hypotheses are corrobo-
rated or not. Rozeboom (1960) criticized the use of 
NHST because “the primary aim of a scientific experi-
ment is not to precipitate decisions, but to make an 
appropriate adjustment in the degree to which one 
accepts, or believes, the hypothesis or hypotheses 
being tested.” (p. 420). If this is your philosophy, then 
a p value is unlikely to provide the answer you are 
looking for, and you might prefer to draw nondichoto-
mous inferences using a likelihood ratio, Bayes factor, 
or a Fisherian interpretation of p values. However, if 
you are interested in establishing claims about ordinal 
effects, distinguishing signal from noise, and drawing 
valid conclusions on the basis of data, and if you want 
to ensure that in the long run you will not be wrong 
too often, the Neyman-Pearson approach to statistical 
inferences might, when correctly used, answer a ques-
tion of interest.

Why Would Alternatives to p Values 
Fare Any Better?

The suggestion that research practices would improve 
if we no longer relied on p values and NHST (e.g., 
Cumming, 2014; Trafimow & Marks, 2015) lacks empiri-
cal support. Hanson (1958) examined the replica bi-
lity of research findings published in anthropology, 
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psychology, and sociology as a function of whether 
claims were based on explicit confirmation criteria, 
such as the rejection of a hypothesis at a 5% signifi-
cance level, and found that such claims were more 
replicable than claims made without such an explicit 
confirmation criterium. He noted that “over 70 per cent 
of the original propositions advanced with explicit con-
firmation criteria were later confirmed in independent 
tests, while less than 46 per cent of the propositions 
advanced without explicit confirmation criteria were 
later confirmed” (p. 363). I do not know of any other 
empirical research that has examined this question, but 
this finding is in line with qualitative analyses of the 
null-hypothesis significance ban in the journal Basic 
and Applied Social Psychology (Fricker, Burke, Han, & 
Woodall, 2019), which revealed that authors will claim 
that data support their prediction with a higher error 
rate than an α level of 5%, leading Fricker and col-
leagues to conclude that “when researchers only employ 
descriptive statistics we found that they are likely to 
overinterpret and/or overstate their results compared 
to a researcher who uses hypothesis testing with the p 
< 0.05 threshold” (p. 380).

Although there is little doubt that complementing p 
values with other statistics (such as effect sizes and 
confidence intervals) is often a good idea, as each sta-
tistic provides an answer to a different question of 
interest, some past suggestions to replace p values have 
not fared particularly well. For example, prep (Killeen, 
2005) was used by the journal Psychological Science as 
a measure that should convey some information about 
the probability that a finding would replicate (Iverson, 
Lee, & Wagenmakers, 2009), until it was severely criti-
cized and is now no longer reported. In some research 
articles in sports science, p values were replaced by 
magnitude-based inferences (Batterham & Hopkins, 
2006), which were recently strongly criticized because 
of their high error rates (Sainani, 2018). Recently pro-
posed “second-generation p values” (Blume, D’Agostino 
McGowan, Dupont, & Greevy, 2018) turned out to be 
highly similar to, but less informative than, equivalence 
tests (Lakens & Delacre, 2020). Training researchers 
how to use existing frequentist and Bayesian approaches 
to estimation and hypothesis testing well (which means 
with care and while acknowledging the limitations of 
each approach) might be a more fruitful approach for 
improving statistical inferences than developing novel 
statistical approaches. As Cohen (1994) concluded, 
“don’t look for a magic alternative to NHST, some other 
objective mechanical ritual to replace it. It doesn’t exist” 
(p. 1001).

The correct use of established frequentist and Bayes-
ian methods will often lead to similar statistical infer-
ences. In a recent study in the gerontology literature in 

which four null effects were evaluated with equivalence 
tests or Bayes factors (Lakens, McLatchie, Isager, Scheel, 
& Dienes, 2020), both approaches led to similar infer-
ences in each example. Likewise, four teams of research-
ers using frequentist or Bayesian hypothesis testing or 
estimation independently reached similar conclusions 
when reanalyzing two studies (Dongen et  al., 2019). 
Although one can always find exceptions if one searches 
long enough, in most cases Bayes factors and p values 
will strongly agree (Tendeiro & Kiers, 2019). Jeffreys, 
who developed a Bayesian hypothesis test, noted the 
following when comparing the inferences using his 
procedure against frequentist methods proposed by 
Fisher:

I have in fact been struck repeatedly in my own 
work, after being led on general principles to a 
solution of a problem, to find that Fisher had 
already grasped the essentials by some brilliant 
piece of common sense, and that his results would 
be either identical with mine or would differ only 
in cases where we should both be very doubtful. 
As a matter of fact I have applied my significance 
tests to numerous applications that have also been 
worked out by Fisher’s, and have not yet found a 
disagreement in the actual decisions reached. 
( Jeffreys, 1939, p. 394)

If alternative approaches largely lead to the same 
conclusions as a p value when used with care, perhaps 
we can improve research practices more by focusing 
on transparency when reporting results, theory devel-
opment, and measurement instead of extensively debat-
ing which statistical test researchers should or should 
not report.

Although statistical misconceptions are not limited 
to p values, it is true that NHST and p values are often 
misunderstood. It is therefore remarkable that there is 
so very little empirical research that examines how we 
can train scientists to prevent these misinterpretations 
(Sotos, Vanhoof, Van den Noortgate, & Onghena, 2007). 
One exception is research on the mistake to interpret 
a p value larger than .05 as evidence for the absence 
of an effect. A nonsignificant result means that an effect 
size of zero cannot be rejected, but neither can we 
reject effect sizes in a range around zero. It is therefore 
never possible to conclude that there is no effect. At 
best, we can use an equivalence test to examine 
whether the observed effect falls in a range of values 
close enough to zero to conclude that any effect that 
is present is too small to matter (Lakens, Scheel, & 
Isager, 2018). Indeed, Parkhurst (2001) reports the anec-
dotal observation that the proportion of students who 
misinterpret p > .05 as the absence of an effect declined 
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dramatically when students were taught equivalence 
tests. Research by Fidler and Loftus (2009) shows that 
presenting a figure with confidence intervals alongside 
the results of a t test reduces the mistake of interpreting 
p > .05 as the absence of an effect, although confidence 
intervals themselves are not immune to being misunder-
stood (Hoekstra, Morey, Rouder, & Wagenmakers, 2014).

In my own work I have also observed that students 
in a massive open online course made many errors 
when attempting to correctly interpret p values (Herrera-
Bennett, Heene, Lakens, & Ufer, 2020). However, a simi-
lar number of errors were made on questions concerning 
the correct interpretation of confidence intervals and 
Bayes factors, providing further support that miscon-
ceptions are not limited to p values. Most importantly, 
however, students on average made considerable prog-
ress during the course: the percentage of correct 
responses increased from 8.3 out of 14 to 11.1. This 
increase highlights the importance of further research 
on how to best train scientists to prevent statistical 
misconceptions. We should acknowledge that research 
on how to prevent the misuse of statistics most likely 
needs to take the reward structures in academia into 
account.

Have We Really Tried Hard Enough?

Any statistician who cares about the practical impact 
of the discipline should be embarrassed by the contin-
ued inability of scientists to correctly interpret the 
meaning of a p value. The problems have been pointed 
out in hundreds of articles, but very little progress has 
been made (Gigerenzer, 2018). This problematic situa-
tion is not unlike something that happened in experi-
mental psychology in which problems with publication 
bias, low power, and inflated α levels had been pointed 
out for decades without any noticeable effect. But even 
after ignoring important problems for decades, change 
is possible. Psychologists are embracing Registered 
Reports as a solution for publication bias (Chambers, 
Feredoes, Muthukumaraswamy, & Etchells, 2014; Nosek 
& Lakens, 2014), large collaborative research efforts 
have been started to empirically examine the replicabil-
ity of psychological findings (Klein et al., 2014; Open 
Science Collaboration, 2015), and new journals dedi-
cated to training researchers to improve their research 
practices (Simons, 2018) and publishing meta-scientific 
work in psychology (Carlsson et  al., 2017) have 
emerged. I see no reason why a similarly collaborative 
effort to improve the widespread misunderstanding of 
p values would fail.

When I was taught German, my teacher spent weeks 
training us to remember “aus bei mit nach seit von zu” 
and “bis durch für gegen ohne um.” Nouns and pro-
nouns following the first list of prepositions will always 

be in the dative, whereas nouns and pronouns follow-
ing the second list will always be in the accusative. The 
teacher expected us to repeat this list on the beat of 
his wedding ring as he tapped on his desk, and we 
were not supposed to miss a beat. Today, 25 years after 
I was taught these prepositions, I can still remember 
them. How many students leave our university with the 
ability to repeat and understand the definition of a p 
value from memory? If anyone seriously believes the 
misunderstanding of p values affects the quality of sci-
entific research, why are we not investing more effort 
to ensure that misunderstandings of p values are 
resolved before young scholars perform their first 
research project? Although I am sympathetic to statisti-
cians who think that all of the information researchers 
need to educate themselves on this topic is already 
available, as an experimental psychologist who works 
in human–technology interaction, this reminds me too 
much of the engineer who argues that all of the infor-
mation for understanding the copy machine is available 
in the user manual. In essence, the problems we have 
with how p values are used is a human-factors problem 
(Tryon, 2001). The challenge is to get researchers to 
improve the way they work.

Looking at the deluge of research published in the 
past half century that point out how researchers have 
consistently misunderstood p values, I am left to won-
der: Where is the innovative coordinated effort to create 
world-class educational materials that can freely be 
used in statistical training to prevent such misunder-
standings? It is now relatively straightforward to create 
online apps that can simulate studies and show the 
behavior of p values across studies, which can easily 
be combined with exercises that fit the knowledge level 
of bachelor’s and master’s students.

The second point I want to make in this article is 
that a dedicated attempt to develop evidence-based 
educational material in a cross-disciplinary team of stat-
isticians, educational scientists, cognitive psychologists, 
and designers seems worth the effort if we really believe 
that young scholars should understand p values. I do 
not think that the effort statisticians have made to com-
plain about p values is matched with a similar effort to 
improve the way researchers use p values and hypoth-
esis tests. We really have not tried hard enough. Where 
is the statistical software that does not simply return a 
p value but provides a misinterpretation-free verbal 
interpretation of the test? The statistical software pack-
age IBM SPSS is 40 years old, but in none of its 26 
editions did it occur to the creators that it might be a 
good idea to provide researchers with the option to 
compute an effect size when performing a t test. We 
might need to take it onto ourselves as a research com-
munity to create better statistical software that returns 
results in a way that, for example, prevents us from 
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interpreting a p value larger than .05 as the absence of 
an effect. From a human-factors perspective there 
seems to be room for substantial improvement. Where 
is the word-processor plug-in that detects incorrect 
interpretations of p values, akin to how a spellchecker 
can automatically prevent spelling mistakes? Are we not 
technically able to flag statements such as “no effect 
of” in a document that occurs in proximity of p > .05? 
If we do not know how to prevent misinterpretations 
of a p value, do we know how to prevent misinterpreta-
tions of any alternatives that are proposed? To cite just 
one example, a review by van de Schoot, Winter, Ryan, 
Zondervan-Zwijnenburg, and Depaoli (2017) revealed 
that 31% of articles in the psychological literature that 
used Bayesian analyses did not even specify the prior 
that was used, at least in part because the defaults by 
the software package were used. Mindless statistics are 
not limited to p values.

Testing Range Predictions

Most problems attributed to p values are problems with 
the practice of null-hypothesis significance testing. For 
example, one misinterpretation in NHST is that people 
interpret a significant result as an important effect 
(ignoring that samples that are sufficiently large can 
make even trivial differences from zero reach statistical 
significance). One of the most widely suggested 
improvements of the use of p values is to replace null-
hypothesis tests (in which the goal is to reject an effect 
of exactly zero) with tests of range predictions (in 
which the goal is to reject effects that fall outside of 
the range of effects that is predicted or considered 
practically important). This idea is hardly novel, 
although the distinction between a null-hypothesis test 
and the test of a range prediction is worth stating 
explicitly. One example of a range prediction is a test 
that aims to reject effects smaller than a Cohen’s d of 
0.2. Such a test allows one to conclude that the effect 
is not only different from zero but also large enough 
to be meaningful. Hodges and Lehmann (1954) wrote, 
“About the set H0 we may then distinguish a larger set 
of H1 of values, representing situations close enough 
to H0 that the difference is not materially significant 
[emphasis added] in the problem at hand,” adding, “It 
might be objected that there is nothing novel in the 
point of view just presented” (p. 262). Nunnally (1960) 
noted that “an alternative to the null hypothesis is the 
‘fixed-increment’ hypothesis. In this model, the experi-
menter must state in advance how much of a difference 
is an important difference” (p. 644). Serlin and Lapsley 
(1985) discussed the “good-enough principle,” whereby 
a statistical test is performed against a “good-enough 
belt of width Δ” such that “even with an infinite sample 

size, the point-null hypothesis, fortified with a good-
enough belt, is not always false” (p. 79).

In practice, researchers often have a smallest effect 
size of interest that is determined either by theoretical 
predictions, the practical significance of the effect, or 
the feasibility of studying a research question with the 
available resources (Lakens, 2014). Performing statisti-
cal tests to reject effects closer to zero than the smallest 
effect size of interest, known as minimum-effect tests 
(Murphy & Myors, 1999), or testing whether we can 
reject the presence of effects as large or larger than the 
smallest effect size of interest, known as equivalence 
tests (Lakens, Scheel, & Isager, 2018; Rogers, Howard, 
& Vessey, 1993), are often more interesting than testing 
against an effect of exactly zero.

For example, Burriss and colleagues (2015) exam-
ined a prediction from evolutionary psychology that a 
slight increase in redness in the face signals when 
women are most fertile to attract men. Data from 22 
women revealed a statistically significant increase in 
the redness of their facial skin during their fertile 
period. If these authors had limited their analysis to a 
null-hypothesis test, they would have concluded that 
their prediction was supported. However, their theory 
predicted not just an increase in redness of the face but 
an increase in redness of the face that was noticeable 
by men. Their analyses revealed that the increase in 
redness was not prominent enough to be noticeable by 
the naked eye. This is a nice example of how a statisti-
cally significant effect is not misinterpreted as a mean-
ingful effect by complementing a null-hypothesis test 
by a minimum-effect test. Likewise, the use of equiva-
lence tests can prevent misinterpreting a nonsignificant 
effect as the absence of a meaningful effect (Lakens, 
Scheel, & Isager, 2018; Parkhurst, 2001).

Although minimum-effect tests and equivalence tests 
will still return a p value as the main result and still 
answer the question about whether an ordinal claim 
can be made or not, they also force researchers to ask 
more interesting questions. One interesting question 
that researchers rarely consider when making a predic-
tion is what would falsify the hypothesis. An important 
starting point for answering such a question in experi-
mental research is what the smallest effect size of inter-
est would be. Imagine one theory predicts and effect 
size of a Cohen’s d of 0.3 or larger, and another theory 
predicts the absence of a meaningful effect, which the 
researchers define as any effect between d = −0.1 and 
0.1. We can design a randomized controlled experiment 
with high statistical power and a low α level that will 
yield informative results where either one, or the other, 
or both theories are falsified.

I have explained these alternative approaches to 
hypothesis tests in some detail because they use the 
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same machinery as NHST, including the computation 
of p values, but ask slightly different questions concern-
ing the direction of effects. Tests of range predictions 
have been proposed as an improvement to NHST for 
more than half a century but rarely feature in discus-
sions about statistical reform. As Haig (2017) notes,

Relatedly, advocates of alternatives to NHST, 
including some Bayesians (e.g., Wagenmakers, 
2007) and the new statisticians (e.g., Cumming, 
2014), have had an easy time of it by pointing out 
the flaws in NHST and showing how their 
preferred approach does better. However, I think 
it is incumbent on them to consider plausible 
versions of ToSS [tests of statistical significance], 
such as the neo-Fisherian and error-statistical 
approaches, when arguing for the superiority of 
their own positions. (p. 13)

As Hand (1994) has observed, statisticians should 
focus more on deconstructing different statistical 
approaches to formulate precisely which question an 
approach is answering and know which question a 
researcher wishes to answer. Including range predic-
tions in this deconstruction process will lead to a more 
interesting discussion when comparing different 
approaches to statistical inferences.

Unless we examine which questions researchers ask, 
depending on the goals they have when they perform 
a study, the phase of the research line, the knowledge 
that already exists on the topic, and the philosophy of 
science that researchers subscribe to, it is impossible 
to draw conclusions about the statistical approach that 
gives the most useful answer. It may very well be that 
most researchers cannot precisely formulate the ques-
tion they want to ask (as most statistical consultants 
will have experienced). A shift away from the statisti-
cian’s fallacy and toward teaching people that different 
statistical approaches answer different questions might 
push researchers to think more carefully about what it 
is they want to know.

Conclusion

I believe that pursuing practical alternatives to p values 
is a form of escapism. Improvements are unlikely to 
come from telling researchers to calculate a different 
number but from educating researchers how to ask 
better questions (see Hand, 1994). Some statisticians 
have fanatically argued why the alternative statistic they 
favor (be it confidence intervals, Bayes factors, effect-
size estimates, or the false-positive report probability) 
is what we really want to know. Although these discus-
sions might not reflect the majority viewpoint, they are 

extremely visible. However, it is doubtful that there is 
a single thing anyone wants to know. In certain situa-
tions, such as well-controlled experiments in which we 
want to test ordinal claims, p values can provide an 
answer to a question of interest. Whenever this is the 
case, we do not need alternatives to p values—we need 
correctly used p values.

If we really consider the misinterpretation of p values 
to be one of the more serious problems affecting the 
quality of scientific research, we need to seriously 
reflect on whether we have done enough to prevent 
misunderstandings. Treating the misinterpretation of p 
values as a human-factors problem might illuminate 
ways in which statistics education and statistical soft-
ware can be improved. We should consider ways in 
which limitations of null-hypothesis significance testing 
can be ameliorated with the highest probability of suc-
cess. Before we dismiss p values, we should examine 
whether the widespread recommendation to embrace 
tests of range predictions such as minimum-effect tests 
and equivalence tests might help to reduce misunder-
standings and improve the questions researchers ask. 
Finally, if we want to know which statistical approach 
will improve research practices, we need to know 
which questions researchers want to answer. Polarized 
discussions about which statistic we should use might 
have distracted scientists from asking ourselves what it 
is we actually want to know.
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Notes

1. I use the term “statistician” to refer broadly to anyone who 
has weighed in on statistical issues.
2. See the Supplemental Material available online for a more 
detailed contextual discussion of the quotes used in this article 
and why I believe they are valid examples of the statistician’s 
fallacy.
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