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A simple DNA gate motif for
synthesizing large-scale circuits
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The prospects of programming molecular systems to perform complex autonomous tasks have
motivated research into the design of synthetic biochemical circuits. Of particular interest to
us are cell-free nucleic acid systems that exploit non-covalent hybridization and strand displa-
cement reactions to create cascades that implement digital and analogue circuits. To date,
circuits involving at most tens of gates have been demonstrated experimentally. Here, we
propose a simple DNA gate architecture that appears suitable for practical synthesis of
large-scale circuits involving possibly thousands of gates.
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1. INTRODUCTION

RNA- and DNA-based catalysts [1-3] and logic gates
[4—6] have been proposed as general-purpose com-
ponents for synthesizing chemical circuits [6—8] with
applications in medical therapeutics [9], nanotechnol-
ogy [10] and embedded control of chemical reactions
[11]. Progress in this direction will depend upon
advances in three areas: (i) developing input/output
interfaces between the DNA circuits and biomedically
relevant molecules [12], DNA nanomachines [13,14],
and general chemistries [15,16]; (ii) developing DNA
circuit construction techniques that scale up so that
large and interesting circuits can be systematically cre-
ated [6,8,17,18]; and (iii) extending the DNA
programming methodology beyond well-mixed sol-
utions to include spatial structures at the molecular
[19—-21] and macroscopic scales [22—24].

In this paper, we focus on the second challenge, using
DNA strand displacement cascades [3,6,17,18]. We
introduce a DNA gate motif suitable for scaling up to
large circuits, along with an abstract circuit formalism
that aids the design and understanding of circuit behav-
iour. To illustrate the rich potential of this approach, we
show how to implement arbitrary feedforward digital
logic circuits, arbitrary relay circuits and analogue cir-
cuits exhibiting a variety of temporal dynamics. Large
circuits can be made fast and reliable because first,
the gates can act catalytically to amplify small signals
propagating through the circuit, and second, the gates
can incorporate a threshold to clean up noise and erro-
neous signals. Further, thanks to the modular design of
the gate motif, systematic construction can be auto-
mated by a straightforward compiler that converts a
high-level description of a circuit function into a mol-
ecular implementation at the level of DNA sequences.
Finally, we argue that synthesis and preparation of
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molecular components can be parallel and scalable.
Our estimates, based on the available sequence design
space for typical DNA lengths, current synthesis tech-
nologies using parallell DNA microarrays, and
plausible mass-action rates and concentrations, suggest
that circuits involving thousands of distinct gates may
be designed, synthesized and executed.

2. A SIMPLE DNA GATE MOTIF

We begin by describing the elementary building block
for our circuits. Figure 1a shows the abstract diagram
of a single gate, configured so that an ‘input’ catalyti-
cally converts ‘fuel’ to ‘output’ when the input
concentration exceeds a threshold level. Signals on the
wires, e.g. input, fuel and output, will correspond
to single-stranded DNA molecules we call ‘signal
strands’, while the gate node itself will correspond
to partially double-stranded DNA molecules we call
‘gate:signal complexes’ and ‘threshold complexes’. The
catalytic cycle is achieved by a series of interactions
between signal strands and gate complexes, based on
the underlying mechanism of ‘toehold-mediated DNA
strand displacement’ [25] in which a single-stranded
DNA molecule displaces another from a double-
stranded complex with the help of a short ‘toehold’
domain.

Signal strands have a uniform format consisting of
a left ‘recognition domain’, a central ‘toehold’, and a
right recognition domain (figure 1b). In our example,
the input is S; TS, the output is S, TS3 and the fuel
is S5 T'S;. Recognition domain S, is the active domain
participating in the catalytic reactions associated with
this gate, while S}, S3 and S, can similarly react with
other gates. The recognition domains are relatively
long (e.g. 15 nt) to ensure stable hybridization,
while the toehold is relatively short (e.g. 5 nt) to
ensure fast release of strand displacement products,
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Figure 1. The DNA motif for ‘seesaw’ gates. (a) Abstract gate diagram. Red numbers indicate initial concentrations. (b) The
DNA gate motif and reaction mechanism. S;, Sy, S3 and S, are the recognition domains; T is the toehold domain; T’ is the
Watson—Crick complement of T, etc. Arrowheads mark the 3’ ends of strands. Signal strands are named by their domains
from 3’ to 5, i.e. from left to right, so the input is S; T'S; gate base strands and threshold bottom strands are named by their
domain from 5 to 3'. All reactions are reversible and unbiased; solid lines indicate the dominant flows for the initial concen-
trations shown in (a), while the reverse reactions are dotted. (¢) The threshold motif and reaction mechanism. The toehold is
extended by a few bases (s, the complement of the first few 5’ bases of S)), providing an increased rate constant relative to
the gate itself. Branch migration intermediate states are omitted from the diagram. (d) Example sequences. Gate complexes
and signal molecules are shown at the domain level (second column) and at the sequence level (third column). Here, recognition
domain sequences are 15 nt, the toehold domain sequence is 5 nt, and the toehold is extended by 3 nt for the threshold. Other
lengths are possible, so long as they ensure that recognition domains will not spontaneously dissociate, toehold exchange is fast,

and thresholding is sufficiently faster.

but still long enough to effectively initiate strand dis-
placement. While many distinct recognition domains
may be used, all molecules use the same ‘universal’
toehold sequence; identity is conferred by the recog-
nition domain sequences. The structure and
mechanism of the gate are intrinsically symmetric,
so that labels ‘input’, ‘output’ and ‘fuel’ refer
only to roles played by the signal strands in this
asymmetrically configured example.

A gate is represented abstractly as a two-sided node
with one or more wires connected to each side. A signal
strand may either be free in solution with its toehold
exposed, indicating activity on a wire, or else bound
to a gate ‘base strand’ (e.g. the bottom strand
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T'S5T" of the gate:output complex) with its toehold
sequestered and thus inactive. Because of their DNA
implementation, gates have an intrinsic polarity that
distinguishes the two sides, which we will refer to as
the ‘left side’ and the ‘right side’. Wires must connect
the right side of one gate to the left side of another.
(For example, the output strand S,TS3; uses subse-
quence S, T to react with one gate from the right side
and subsequence TS3; to react with another gate from
the left side.) Gate:signal complexes also have a uniform
structure. The gate base strand consists of a recognition
domain identifying the gate, flanked by two toehold
domains, and is always complexed with a signal
strand facing either left or right; only one toehold is
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exposed at any given time. In our example, the gate:out-
put complex comprises gate base strand T'S5T" bound
to signal strand S, T'S3 facing right (figure 1b). In the
following, ‘signal strand’ will mean free signal strand,
unless otherwise specified.

A threshold may also be associated with a gate,
absorbing a signal strand at a faster rate compared to
the gate. Threshold complexes are similar to gate com-
plexes, but with an extended toehold on one side and no
toehold on the other side—consequently, the top strand
has no toehold and is therefore inert when released. The
toehold is extended by a few nucleotides (e.g. 3 nt) to
ensure faster reaction rates [26]. In our example, the
threshold complex that absorbs input S; 7'S; comprises
bottom strand ;7754 and top strand S, (figure 1c).

Each position within the abstract diagram
(figure 1a) corresponds to a specific molecule, and
each red number in that position indicates the (relative)
initial concentration for that molecule: positions on
each wire correspond to free signal strands, while pos-
itions within the node at the end of each wire
correspond to gate:signal complexes (positive numbers)
or threshold complexes (negative numbers).

Gates support three elementary behaviours. ‘Stoi-
chiometric triggering’ occurs when a free signal strand
(e.g. input) binds to the exposed toehold of a gate com-
plex (e.g. gate:output), initiating branch migration and
the subsequent release of the signal strand previously
sequestered in the gate complex (e.g. output;
figure 1b, left pathway). Thus, ‘toehold exchange’ [27]
has been effected; the resulting gate complex (e.g.
gate:input) now has a toehold exposed on the opposite
side. Consequently, the overall reaction is reversible:
the released signal strand can bind to the gate again,
triggering the release of the original signal strand. Over-
all, stoichiometric triggering allows the exchange of
equal amounts of activity from a wire on one side of a
gate to a wire on the other side. This back-and-forth
motion is the inspiration for our name for this motif:
‘seesaw gates’.

If fuel is present, then a ‘catalytic cycle’ may occur
wherein after stoichiometric triggering by the input to
produce the output, fuel may bind to the gate and dis-
place the input, freeing it to trigger more release of the
output (figure 1b, both pathways). This cycle, a simpli-
fication of Zhang et al. [3] that was demonstrated in
Zhang & Winfree [27], allows an arbitrarily small
amount of input, over time, to catalyse the release of
an arbitrarily large amount of output. Because there
is also a reverse action whereby the output (rather
than fuel) displaces the gate-bound input, as well as
an action whereby the input displaces gate-bound fuel
(rather than gate-bound output), we expect a single iso-
lated gate to establish an equilibrium rather going to
completion. Critically, if no input is present, there is
no fast pathway for the fuel to directly displace the
output; strand displacement without a toehold is
many orders of magnitude slower [26—28], and we
neglect it here.

Finally, ‘thresholding’ occurs whenever a threshold
complex is present (figure 1¢). Due to the threshold
complex’s extended toehold, and the exponential
dependence of reaction rate on toehold length [26,27],
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input strands will react with threshold complexes
faster than they react with gate complexes—we
assume a 20-fold speed-up in this paper. The two result-
ing ‘waste’ complexes are inert, as they have no exposed
toehold domains. Consequently, only if the input con-
centration exceeds the threshold concentration, can
the excess input partake significantly in stoichiometric
triggering or catalysis. With subthreshold input levels,
there will still be a small ‘leak’ due to inputs that
react with gates before encountering a threshold. Fortu-
nately, even leaky thresholding behaviour can enable
reliable circuit function by cleaning up after upstream
leaky reactions.

It is worth considering the driving forces for these
three behaviours. Previous strand displacement circuits
primarily made use of additional base pairing [6] or
exploited the release of additional molecules [3] to
drive reactions forward, but neither mechanism is essen-
tial in seesaw gate circuits. Stoichiometric triggering
involves a reversible reaction with the same number of
molecules and the same number of base pairs in the
reactants as in the products, so the standard free
energy difference is approximately zero. Thus, the
driving force comes from the entropic free energy of
concentration imbalances, which encourages equaliza-
tion. The catalytic cycle is similarly driven exclusively
by entropic free energy, but introduces an auxiliary
species, the fuel, whose initial concentration can
serve as an energy source to drive the reaction in a
desired direction. On the other hand, thresholding
involves an essentially irreversible reaction with a net
gain of base pairs (8 bp in our example) and thus a
significant standard free energy change. A down-
stream threshold can therefore act as a drain on an
upstream entropy-driven reaction, further pulling the
reaction forward.

The single-gate circuit shown in figure la is config-
ured for catalysis with thresholding. The diagram
specifies the gate:output complex, fuel signal strand,
input signal strand and threshold complex with respect-
ive concentrations 10z, 10z, 12 and 0.5z, where 1z is a
standard concentration, perhaps 50 nM. With these
initial concentrations, the input strand will first over-
come the threshold and then act catalytically to
facilitate the equilibration of the output strand and
the fuel strand to approximately 5z each. This level
can be estimated by noting that by symmetry the two
wires will have similar activity at equilibrium, while
the total concentration on each wire and the total con-
centration within the gate remain constant at 10z each.
Thus, a single seesaw gate can robustly amplify an
input signal that exceeds a threshold. Other behaviours,
including stoichiometric triggering, are possible with
different configurations of wires and concentrations.
When connected into circuits involving many interact-
ing seesaw gates, complex functional behaviour can be
obtained.

3. ABSTRACT CIRCUIT FORMALISM

The abstract network representation introduced in
figure la facilitates concise reasoning about circuits
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(a) b)

Figure 2. Abstract diagrams for seesaw gate circuits. (a) The general form of a gate node. Each gate i may be connected to many
wires on each side, potentially all N nodes in the network, including itself. For each wire from the right side of gate i to the left side
of gate j, the initial concentration of the free signal w; ; may be written above the wire, and the initial concentrations of gate com-
plex g;;.; (w;; bound to gate i) and g;,; (w;; bound to gate i) may be written within the node at the ends of the corresponding
wires. Gate concentrations are simply omitted if they are zero. Initial concentrations of th;;.; (the threshold for w;; arriving at
gate ¢) and th,.;; (the threshold for w;; arriving at gate 7) may be written in the same locations as g;,;.; and g;, ; respectively,
but as negative numbers—or omitted if they are zero. (b) The general form of a wire. Each wire is specifically connected on
its left end to the right side of a gate node, and connected on its right end to the left side of a gate node. (¢) An example circuit
with five realized gates (numbered circles), five virtual gates (numbers at ends of wires), and 11 wires. Each wire is identified by
the two gates it connects; thus the virtual gates serve to provide full names (and sequences) to their incident wires. Note that

circuit diagrams may be drawn without providing gate numbers, as they are not relevant to circuit function.

involving many interacting gates. In general, a circuit
consists of a number of gate nodes and a number of
wires between gate nodes. Each gate node consists of
a left side and a right side, and it may connect to any
number of wires on each side (figure 2a). Each wire
connects exactly two gates (figure 2b), from the left
side of one to the right side of the other. Some wires,
such as input, output and fuel, may connect to ‘virtual
gates” whose total base strand concentration is zero.
Virtual gates provide a consistent naming scheme for
wires that appear connected on just one side, making
it easy to extend a circuit or compose circuits together.
For clarity, gates with non-zero base strand concen-
tration can be referred to as ‘realized gates’. A seesaw
circuit then consists of a number of gate nodes con-
nected by wires between their left and right sides
(figure 2¢). The diagram can be annotated to indicate
the initial state of the circuit (figure 2a).

The implementation of any such circuit diagram
using DNA molecules is straightforward. A circuit
with N (realized or virtual) gates requires a single uni-
versal toehold sequence T and a set of N sufficiently
distinct m-mer sequences Si, Ss, ..., Sy, one for each
gate. The wire from the right side of gate i to the left
side of gate j is called w;; and is implemented as a
free signal strand with sequence S;T'S;. The gate 7 base
strand, T'S;T', is always part of a gate complex: g,
refers to the gate complex in which the base strand is
bound to the left side of signal strand S;T'S;, and gy ;.;
refers to the gate complex in which the base strand is
bound to the right side of signal strand 5,795, Note
that g;., and g;,.; are both complexes of signal strand
S;TS; and gate i base strand T'S}T’, but the former
has the signal strand bound on its left side, leaving
the gate’s left toehold exposed, while in the latter case
the signal strand is bound on its right side, leaving
the gate’s right toehold exposed. The threshold complex
for wire w;; within gate node j is called th,;; and is
implemented as a complex of top strand S; and
bottom strand s/7"S/; on the other side of the same
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wire, th;.;; within gate node 7 also absorbs wire w;
and is implemented as S; and S/ T"s/.

Because all components are in a standard form,
the set of chemical reactions modelling a seesaw
circuit can be written concisely. The reversible
toehold exchange steps, where a free signal strand dis-
places a bound signal strand from a gate complex, are
modelled by

ks
wji + Giik = Gii T Wik, (3.1)
where k, is a bimolecular rate constant and 4,5,k €
{1, 2, ..., N}. Similarly, the irreversible thresholding
steps, where a signal strand is absorbed by a threshold

complex in the gate node on either end of its wire, are
modelled by

ky ky
W, 4 + thi,j:j — waste «— thi:i,j + Wi, jy (32)

where kyis a bimolecular rate constant much faster than
ks Using standard mass action chemical kinetics, this
gives rise to a system of ordinary differential equations
(ODEs) for the dynamics:

vl = 3 (0] [l + (03] 9

N

— ko ([wig] - [gui] + [wi] - [950])

n=1

= ky([wig] - [thiig] + [wig] - [thigg]),

(3.3)
d N
; 9] ks n; (Twig] - [gn,i] = [wn,i] - [9i:])
d N
&[gi,jij] ks nZ:I ([wis] - [93.n) — [win] - [9ij5])
(3.4)
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and
d
&[thz‘:i,j] =~k [wig] - [thig]
L (3.5)
g il —ky - [wig] - [thigy)

These dynamics have conserved quantities for each
gate node and for each wire. First, the total amount
of the gate i base strand T'ST’, whether its left toe-
hold is covered ([g1.i4] - .- [gn,i) or its right toehold is

covered ([g1]...[giin]), remains constant for all
times ¢
fof o
ae:
Ci = Z ([gn.i:i]f, + [gz':i,n]t)- (36)
n=1

Second, the total amount of each signal strand S;T'S;,
whether free in solution ([w; ;]), bound in a gate complex
([gi4,] and [gi,,]), or absorbed by a threshold
([tht7//]() - [thLlet and [thLL,/}O - [thtt,/} t)7 remains con-
stant, so

def
Cig =lgiigl, + [wigly + [Gigaly — [thigly — [thiggl,. (3.7)

Note that we omitted the constant values [th;. ]
and [th; ;.]o from this sum; ¢;; represents the amount
by which the total signal strand concentration (in any
form) exceeds the total threshold complex concen-
tration. If there is more threshold than signal strand,
then c;; could be negative; in that case, any activity
on the wire will be immediately suppressed.

Additional constraints come from equilibrium, if and
when it is obtained. Because threshold complexes inhi-
bit activity on their wires until the threshold is
overcome, and because equilibration of wires on one
side of a gate node can depend upon activity in a wire
on the other side, a seesaw circuit can settle down
into a state with a complex pattern of active and
inactive wires, with only certain gates and wires partici-
pating in the equilibrium. Consider, then, a network
that has settled down in such a configuration, and
treat concentrations arbitrarily near zero as exactly
zero, for convenience. Consider further a gate node ¢
that has at least one active wire on each side,
undergoing active exchange with gate complexes.
Equilibrium enforces a simple relationship between
the free and bound forms of the signal strands, namely
that their ratio with respect to a particular gate must be
identical for all active wires connected to that gate. This
follows immediately from equation (3.1) and the detailed
balance equation kg [w;] - [gi.i4 = ks [9j0:]- [wis]. To
wit, for each gate i, at equilibrium all active wires achieve
the ratio

def [wj,i]oo [wi,k]oo
T, = =T 7 >

[Gjiileo  [Giik)oo

(3.8)

where j and k refer to any active wires on the left and
right sides of the gate node.

As an example, we can calculate the equilibrium con-
centrations for a single realized gate, i, connected to a
number of virtual gates, as in figure 1a. Without loss
of generality, we assume that all wires have initial
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concentrations larger than their respective thresholds,
i.e. all ¢; ; are positive, and all thresholds will eventually
be consumed. We can derive all equilibrium wire and
gate concentrations from our knowledge of the con-
stants c¢; and ¢;;, which can be calculated directly
from the initial conditions. The equilibrium wire
concentration [w; ;] depends upon the gate ratio r;
and the initial concentrations on that wire, as can be
derived from equations (3.7) and (3.8) and the defi-
nition of a virtual gate (i.e. [g;;;];= [thi;;],=0 for
virtual gate j7):

oo (gl 1 s
[Wij]s (Gl + [Wi)s ([9i:14)00 + [Wigleo)
= ﬁ ([gi:iglo + [wigly — [thiiglo) (3.9)
= 1 ; T Ci,j'

Symmetrically, where gate k is also a virtual gate:
Ti
1 + i

[wk,i]w = Ci- (3.10)

To solve for the equilibrium gate ratio r; we can
rewrite equation (3.6) using equation (3.8), to obtain:

o= (3) S (o [t501a),

Ti) =1

(3.11)

whereupon substituting in equation (3.9) immediately
gives us

T Ci

= 1 —_ .
Lt > n (Cni+ cin)

It is easy to work out the equilibrium wire con-
centrations directly from a diagram, such as
figure 1la. We first calculate 7;/(1+47)=1—
10/(10 + 10 +1 — 0.5) ~ 0.51, where the numerator is
the sum of all non-negative red numbers within the
gate node, and the denominator is the sum of all red
numbers in the entire diagram. Then, the input
[wy 2]ee = 0.5 x 0.51 &= 0.26z, where 0.5z is the excess
of input over the threshold. Similarly, the output
[w2 3]0 = 10z % 0.51 = 5.1z, where 10z is the sum of
red numbers on the output wire, and likewise the fuel
[ws 4]e0 = 10z x 0.51 = 5.1x.

In conclusion, the abstract seesaw circuit formalism
provides a precise ‘executable’ interpretation for arbi-
trary seesaw circuit diagrams, in terms of formal
chemical reaction networks and their associated mass
action ODEs. The uniformity of components in seesaw
gate circuits also facilitates their analysis and simu-
lation. We have written routines for concisely
representing, constructing and simulating models of
seesaw gate circuits in Mathematica. For efficient simu-
lation of large circuits, we output to SBML [29] and
imported into COPAST [30].

The merit of seesaw circuits is that it is straight-
forward to compile them into systems of DNA
molecules, with the implicit claim that the experimen-
tally synthesized systems will closely approximate the
model ODEs. This claim needs to be tempered by

(3.12)
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acknowledging a number of additional reactions, not
included in our model, that will certainly occur in
experimental systems.

First, even without a toehold, a single-stranded DNA
domain can displace an identical domain from a double
helix, albeit at a rate five or six orders of magnitude
slower than ks the fastest rate for toehold-mediated
strand displacement [26-28]. Examples include (i)
‘fuel-gate leak’ where, with reference to figure 15, fuel
reacts directly with gate:output, yielding output and
gate:fuel even in the absence of input, and (ii) ‘gate—
gate leak’ where the single-stranded S3 domain of
gate:output directly interacts with a downstream gate
with base strand T’S3T’, causing it to release its top
strand. So long as leak is not too large, it can be cleaned
up with threshold gates.

Second, because we use a universal toehold sequence
T, any signal strand can bind to the toehold of any gate
complex. However, the uniqueness of the recognition
domains §; ensures that no such binding will lead to
branch migration, and the invading signal strand will
quickly fall off. While this ‘spurious toehold binding’
will not result in an incorrect strand displacement
reaction, it will change the effective reaction rates
by temporarily disabling some fraction of gate and
threshold complexes and reducing the signal strand con-
centrations. If all reactions are slowed down to the same
degree, then the behaviour changes are inconsequential.
Furthermore, the disruption is less at higher tempera-
tures and lower concentrations, and therefore can be
avoided at the cost of overall speed.

Third, there is one case where unproductive spurious
toehold binding has the potential to cause significantly
more disruption. If a signal strand shares only the
upstream domain with a threshold complex, it could
spuriously bind the entirety of the threshold complex’s
extended toehold. For example, if the signal strand
S1 TS, co-existed in a system with the threshold complex
of figure 1¢, it could bind to the 8 nt toehold s T’ but
could not undergo strand displacement. Such inter-
actions will take significantly longer to resolve,
because nucleic acid dissociation rates decrease expo-
nentially with the number (more accurately, free
energy) of base pairs that must be broken [31]. As a con-
sequence, these threshold reactions will be slowed down
more than gate reactions, decreasing their effectiveness
as thresholds. We call this ‘threshold inhibition’. It can be
minimized by optimizing toehold lengths, temperature
and concentrations.

Fourth, in gates with more than one input, there will
be some crosstalk if one or both of the inputs have a
threshold. The threshold for the first input can absorb
the second input signal strand and visa versa, because
both thresholds have the same initial toehold sequence
T’ even if the extra bases are different. Consequently,
after one input exceeds its own threshold, having
reacted at a fast rate, it will continue to be absorbed
by the other threshold—at roughly the same slower
rate with which it reacts with the gate:output complex.
We call this ‘threshold crosstalk’. Unlike the previous
three problems, threshold crosstalk is intrinsic to the
design and thus cannot be reduced by optimizing
experimental conditions.
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Rather than explicitly add these effects into our
model, here we prefer to keep the model as simple as
possible, while noting in which circuits we expect that
side reactions would have a significant effect. Our
main concerns are threshold inhibition and threshold
crosstalk. Since threshold inhibition cannot occur in cir-
cuits in which every gate immediately upstream of a
threshold has exactly one output and no fuel, and
threshold crosstalk cannot occur in circuits in which
only gates with a single input are allowed to have a
threshold, seesaw circuits satisfying both these con-
ditions are called ‘clean’ circuits and we expect them
to be well modelled by our simple equations. In prin-
ciple, any ‘unclean’ circuit may be converted into a
‘clean’ one by inserting a new gate node in the middle
of offending wires, moving offending thresholds to the
new nodes as necessary. Although the temporal
dynamics and equilibrium will not be identical, in
many cases the resulting clean circuit will closely
approximate the original circuit’s behaviour. How-
ever, as we will see in the following sections, often the
non-idealities of unclean circuits do not significantly
disrupt correct behaviour, and conversely it is often
possible to find efficient clean circuit implementations
directly.

4. FEEDFORWARD DIGITAL CIRCUITS

Digital logic has two compelling features for circuit con-
struction: first, it has proved to be very expressive for
the synthesis of a wide range of desired behaviours;
and second, it is intrinsically robust to a variety of man-
ufacturing and operational defects. The basic principle
underlying digital logic is that an intrinsically analogue
signal carrier may be considered simply to be either ON
or OFF if at each stage of computation, signals are
either pushed toward the ideal ON value or pushed
toward the ideal OFF value. This is called signal restor-
ation, because if noise or device imperfections slightly
corrupt a signal, that deviation from ideal behaviour
is cleaned up (perhaps not completely) by subsequent
processing without altering the interpretation of the
signal as ON or OFF. For example, a digital abstraction
might consider signal levels between Oz and 0.2z as
OFF, while signal levels between 0.8z and 1z are
considered ON. Intermediate signal levels—in the
transition region—must be transient or else they are
considered a fault, because proper behaviour of logic
gates is no longer guaranteed for input levels in the
intermediate range. Devices that support wider digital
abstract ranges are therefore more robust to noise and
other imperfections.

In principle, digital logic behaviour can be achieved
in analogue mass-action chemistry by exploiting cataly-
sis and non-linearity for signal restoration [32]; catalysis
is also essential for ensuring that signal propagation in
multi-layer circuits is fast [33]. Seesaw gates easily pro-
vide both catalysis and thresholding to implement
signal restoration and fast signal propagation. However,
once a seesaw gate has been activated and reaches equi-
librium, it cannot be re-used, putting a limit on what
class of circuits can be implemented.
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Feedforward digital circuits are an important class of
combinational circuits, i.e. memoryless circuits in which
the inputs uniquely determine the outputs without
the need to re-use any parts of the circuit. It is well
known that any boolean function can be computed
(often quite efficiently) by a well-designed feedforward
circuit built from AND, OR and NOT gates. Interest-
ingly, with a small cost in circuit size and a minor
change in representation, called ‘dual-rail logic’, AND
and OR by themselves suffice. We will therefore provide
constructions for these basic operations, incorporating
signal fan-in, fan-out, routing, and thresholding as
may be required to paste the computing gates together
into large circuits. We present two schemes for imple-
menting digital logic with seesaw gates. The first
scheme, called the ‘1-4 scheme’ because each OR gate
requires one seesaw gate and each AND gate requires
four seesaw gates, exhibits ideal digital behaviour
with large digital abstraction ranges. However, the
seesaw circuits are not ‘clean’, and therefore one
would expect degraded performance in experimental
implementations due to threshold crosstalk and
threshold inhibition. The second scheme, called the
‘2-2 scheme’, also exhibits excellent digital behaviour,
although with smaller margins. Moreover, the 2-2
scheme circuits are clean, alleviating experimental
implementation concerns.

In the 1-4 scheme, the OR gate (figure 3a) is built as
a simple extension of the basic catalyst (figure la) in
which there are two input wires, w; 3 and w3, that
each have a threshold. If either exceeds its threshold,
it can serve as catalyst for the release onto output
w4, driven by exchange with the fuel wire wjys.
Rather than analyse this subcircuit in isolation, we
treat the case where a downstream circuit provides a
‘load’” on the output, in the sense that free output
signal strands are irreversibly absorbed, for example
by a threshold in the downstream circuit. We plot the
total amount of output that is absorbed by the down-
stream process. With this approach, the behaviour of
circuits can be understood without having to calculate
exact equilibria: once an input wire exceeds its
threshold, catalysis will proceed at some rate until all
the output is released. Under the assumption that the
threshold reaction rate constant, kg, is 20 times faster
than the gate reaction rate constant, k,, the OR gate
exhibits ideal digital behaviour in simulations. A digital
abstraction with 0—0.4z being OFF and 0.6—1z being
ON is possible. For smaller ratios kg/k, or shorter
times, the sharpness of the threshold would decrease
correspondingly.

The AND gate for the 1-4 scheme is a little trickier
(figure 3b). The idea here is to put two seesaw gates
in series (gates 2 and 4), with one gate’s fuel being pro-
vided by another gate’s output—thus gate 2 becomes
catalytically active only when both inputs are ON.
Gate 8 is a routing device that effectively allows a
wire to go from the right side of one gate to the right
side of another gate, and gate 5 provides signal restor-
ation to clean up stoichiometric triggering of gate 2
when only its input is ON. Let us verify the four cases
for a digital abstraction with 0-0.4z being OFF and
0.6—1z being ON. First, if w; » and w; 4 are both OFF,
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they will be absorbed by their respective thresholds,
and nothing more will happen, so the output ws g will
remain OFF. Second, if only ws, is ON, then it will
drive wire wy g high, which will release the routing cat-
alyst wg 1o from the routing gate, allowing activity to
flow to gate 2’s fuel wire, wyg. However, with input
wy o being OFF, nothing more will happen, and the
output will remain OFF. In the third case, both
inputs are ON; as before, gate 2’s fuel wire is driven
high, but now input w; » exceeds its threshold and cat-
alyses activity to flow to wire ws5, which in turn
exceeds its threshold and catalyses the output to turn
ON. In the final case, input wy, is ON but ws4 is
OFF. In this case, gate 2’s fuel wyg remains inactive,
but as much as 0.5z could be pushed onto ws 5 from stoi-
chiometric triggering by input w; ». However, this does
not exceed gate 5’s threshold, so the output remains
OFF. For this qualitative argument to go through
quantitatively, the initial gate and threshold concen-
trations need to be adjusted carefully; a working
choice is shown in figure 3b, for which simulations
show ideal digital behaviour.

Having established that seesaw circuits can
implement digital logic if threshold crosstalk and
threshold inhibition are neglected, we set out to find a
‘clean’ implementation where neither issue can arise in
an experimental system. This is accomplished by the
2-2 scheme, which can support a digital abstract with
0—0.3z being OFF and 0.7—1z being ON. In the OR
gate (figure 3c¢), the first seesaw gate has two inputs
but no threshold and no fuel, thus producing stoichio-
metric activity on the intermediate wire ws4 capable
of summing the two inputs. The threshold on the
second gate is set at 0.66x to be above the maximum
sum of two OFF inputs (0.3 + 0.3 =0.6) and below
the minimum sum of an ON input plus an OFF input
(0.0 + 0.7=10.7). Thus, catalysis can drive the output
wire wy 5 ON only if either or both inputs are ON.
Simulations show a sharp threshold along the line
[’wl,g]o + [w2.,3]0 = 0.66z.

The AND gate (figure 3d) has the same wiring dia-
gram as the OR gate, but uses a suitably increased
threshold. If neither or one input signal is ON, at
most 1.3z can be pushed onto wire ws 4, which will be
absorbed by the 1.33z threshold of gate 4. Only when
both input signals are ON, can a signal equal to or
greater than 1.4z be pushed onto wire ws 4 and exceed
the threshold. Simulations show a sharp threshold
along the line [w173]0 + [UJQ_B]Q =1.33z.

Fan-in and fan-out are handled easily in both
schemes. More than two inputs (additional fan-in) to
an AND/OR gate can be implemented by a binary
tree of two-input AND/OR gates. More than one
output (fan-out) from an AND/OR gate simply entails
connecting more output wires and increasing the
concentration of the fuel.

NOT gates appear to be difficult to implement
directly. The problem is that a NOT gate must dis-
tinguish between a low input signal computed by an
upstream gate, in which case it should release its
output strand, and an input signal that is low simply
because it has not yet been computed, in which case
the NOT gate should not do anything yet. If the
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(a) input 1: w3 input2: wy3 output: w3 4=wj 3 OR W23

1 W13 3

W34

(b) input 1:wy, input2: w3y output: ws =wji 2 AND W34

(¢) input1:wj3 input2:wy3 output: wys=wj3 OR W23

2 w23

(d) input 1:w; 3 input 2: wy3 output: wy 5=wj 3 AND W23

1 W]’3 3 4

2 was3

Figure 3. Circuit diagrams and input/output behaviour of boolean logic gates. Output wires with arrowheads indicate that a down-
stream load is assumed, which consumes signal strands as they are released. (a—b) A two-input OR gate and a two-input AND gate
using, respectively, 1 and 4 seesaw gates, the ‘1-4 scheme’. Circuits constructed using the 1-4 scheme are not clean, and thus would
perform worse if threshold crosstalk and threshold inhibition were modelled. (¢—d) A two-input OR gate and a two-input AND gate
using two seesaw gates each, the ‘2-2 scheme’. Circuits constructed using the 2-2 scheme are clean. All simulations were performed
with the reference concentration 1z = 50nM, and stopped at ¢= 10 h. Here and in all other simulations, k; = 2 X 10°M™ s

k,=10°M"tsL
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Simulation results for all 32 possible input vectors in the 1-4 scheme and in the 2-2 scheme. The concentrations of all four dual-rail
output species are shown as a function of time. Delays vary with the input, depending the shortest decision path through the net-
work. Simulations were run using the concentration 1z = 50 nM, with ON inputs at 0.9z and OFF inputs at 0.1z. For the 1-4
scheme, the simulated reaction equations were augmented to also model threshold crosstalk, which degrades the performance of

OR gates—but the system still works.

NOT gate releases its output too soon, and later the
input goes high, the damage is done and cannot be
undone: downstream gates may have already acted on
the NOT gate’s output, and those gates cannot turn
OFF after they have (prematurely) turned ON.

To avoid this problem, we use the dual-rail conven-
tion [34,35]. We convert a circuit of AND, OR, NOT,
NAND, NOR and XOR gates into an equivalent dual-
rail circuit that uses only AND and OR, as illustrated
in figure 4a,b for a circuit of NAND gates. In the new cir-
cuit, which will contain roughly twice as many gates,
each wire z is replaced by two new wires, z° and z'. If
neither new wire is ON, this indicates that the logical
value of z has not been computed yet; if only 2° is ON,
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this indicates that the logical value of z must be OFF;
while if only 2z' is ON, this indicates that the logical
value of z must be ON. (If both 2 and z' are ON, then
the circuit is experiencing a fault.) With this represen-
tation, each original AND, OR, NAND, or NOR gate
can be implemented using one AND gate and one OR
gate; XOR requires four OR gates and two AND gates;
and a NOT gate simply requires rerouting wires and
swapping their labels. For example, the original gate
z= 2 NAND y becomes the two gates, z' = z° OR ¢°
and 2’ = z' AND ', which can be verified by inspection.
Furthermore, dual-rail logic effectively solves the problem
of NOT gates because no computation will take place
before the input signals arrive.
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Figure 5. A 74185 standard 4-bit magnitude comparator (four layers deep) and its seesaw circuit simulation, with 1z = 50 nM.
(a) The digital logic circuit diagram. The corresponding seesaw circuit has roughly 100 seesaw gates. (b) Seesaw circuit simulation
with selected input vector of A greater than B. (¢) Seesaw circuit simulation with selected input vector of A smaller than B.
(d) Seesaw circuit simulation with selected input vector of A equal to B.

To demonstrate the process of making feedforward
digital logic circuits out of seesaw gates, we translated
a six NAND gate circuit (figure 4a) to its equivalent
dual-rail circuit (figure 4b), and then to its equivalent
seesaw circuits using both the 1-4 scheme (figure 4c)
and the 2-2 scheme (figure 4d). Extra fan-out gates
were introduced for inputs that were used more than
once, and a downstream load was included to pull the
output high. The corresponding system of ODEs
describing the network’s mass action kinetics was then
simulated for all 32 possible input combinations. As
shown in figure 4e,f, in every case both outputs reached
either a clear OFF or ON concentration level, which was
verified to be correct even with imperfect input concen-
trations. Even for the unclean circuit (figure d4e)
simulated with threshold crosstalk equations included,
the imperfect behaviour of each logic operation was
greatly improved by the signal restoration built into
the downstream operations, and correct digital function
was observed. This provides concrete evidence that the
digital logic circuits compose well.

With realistic rate constants, our simulations suggest
that the timescales for seesaw circuits are the order of
an hour per layer of digital logic. This being a
bit slow, it is worth noting that there are interesting
computations that require not too many layers. For
example, a standard 74L85 4-bit magnitude compara-
tor, with roughly 30 logic gates, requires only four

J. R. Soc. Interface (2011)

layers. We compiled this circuit to seesaw gates using
the 2-2 scheme, and ODE simulations demonstrated
correct behaviour (figure 5).

5. RELAY CONTACT CIRCUITS

In his seminal Master’s thesis [36], Claude Shannon
established a systematic symbolic approach to the
analysis and design of digital circuits. A prevalent tech-
nology at the time was relay contact circuits, in which
input switching signals (A, B, C, etc.) opened or
closed electrical contacts in a network, either allowing
current to flow through the network, or not. Like circuits
made of AND, OR, and NOT gates, relay contact circuits
can concisely implement arbitrary boolean functions. To
illustrate the flexibility of the seesaw gate motif, we pro-
vide a general method to compile relay contact circuits
down to equivalent seesaw gate circuits. (Here, we con-
sider only circuits where relays are directly controlled
by external input signals. Using the output current
signal of a relay circuit as the input switching signal to
another relay circuit is left as an exercise to the reader.)

The basic primitives for constructing relay contact
circuits are simple. The function of a relay contact
switch (figure Ga, left) is similar to that of a single
seesaw gate configured as a catalyst: current signal
flows only if the switching signal is ON. However, for
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Figure 6. Implementation of relay circuits. (a) A simple circuit with current source (battery) and controlled device (denoted by a
resistor), the corresponding seesaw gate circuit, and its simulation using 1z = 50 nM. Shaded and unshaded sides of seesaw gates
assist checking that a wire always connects different sides of two seesaw gates as required by node polarity, i.e. each wire connects
the shaded side of one seesaw gate to the unshaded side of another. Switching signal A is provided at 1z if ON, or else 0.1z if OFF.
Input current signal was provided at 10z; to verify that no output signal is produced when the current input is OFF, a 1z signal
was provided. (b) AND logic. (¢) OR logic. (d) A more complex circuit. Overlapping trajectories (orange and light blue) were
shifted to the left by 100 s to make them visible. (e) Switching signal fan-out, current signal fan-out and current signal fan-in.

a modular implementation that maintains the orien-
tation and intensity of the current flow, we use three
seesaw gates to implement each relay contact switch
(figure 6a, middle). The input current signal arrives
on the wire at the left, the switching signal provides cat-
alytic input to the leftmost seesaw gate, and after a
chain of events, the output current signal goes high if
and only if the switching signal A is ON. The thresholds
help to clean up any leak in the current signal or switch-
ing signal. (For example, when the switching signal is
ON but the current input is OFF, a small amount of
signal will still be produced on the wire that connects
the leftmost and the middle seesaw gates, due to stoi-
chiometric triggering.) The middle of the three seesaw
gates is a routing gate added to accommodate the
intrinsic polarity of seesaw gates, so that the output
current signal of one relay can be directly used as the
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input current signal to another (as can be easily verified
using the shading of gate nodes in figure 6a). The right-
most seesaw gate acts as a signal restorer that pushes
the current signal to the standard ON/OFF levels, com-
pensating for input current signal decay that is a
consequence of its role as a fuel. (Consider a catalytic
gate without downstream load, as in figure 1a: at equi-
librium, the output signal level is strictly less than the
initial fuel level.) The simulation of this circuit shows
that only when the current signal is ON and the switch-
ing signal A is ON, can the output signal reach an ON
state (figure 6a, right).

More complex regulatory logic can be implemented
by composing relay contact subcircuits. Two switches
(or subcircuits) in series perform an AND operation
(figure 6b). Two switches (or subcircuits) in parallel
perform an OR operation (figure 6¢). The only
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Figure 7. Analogue time-domain circuits. (a) A catalytic cascade that exhibits initially quadratic growth, with a &~ 125 h™2 Tem-
poral trajectories are shown for a series of exponentially decreasing initial input concentrations. (b) A positive feedback circuit
that exhibits initially exponential growth, with 8~ 17 h™'. The same series of exponentially decreasing input concentrations
now yields a series of trajectories with linearly increasing half-completion times. (¢) A pulse-generating circuit. Pulse amplitude
depends on the input concentration. Here, we use a linear series of input concentrations between 0z and 1z. All simulations use

12=50 nM.

innovation here is that two distinct current input and
output wires are used. Fan-out of the current input
(figure 6e, middle) can provide such a signal, and
fan-in of the current output (figure Ge, right) can
consolidate the signal into a single wire, if desired.

In general, any relay contact circuit can be compiled
down to seesaw gates, with each relay contact
implemented using the three gate scheme. Since the
current flow direction on a wire in the relay contact cir-
cuit may be unknown (e.g. the wire connected by switch
C in figure 6d, left), but the seesaw implementation is
directional, in such cases two triples of seesaw gates
are needed for each relay contact. However, after the
power supply is added, only some of the directions
will be active. A more complex circuit (figure 6d) was
automatically compiled to seesaw gates in this
manner. Besides current signal fan-out, current signal
fan-in, we also mneed switching signal fan-out
(figure 6Ge, left) to produce different switching signal
strands for different seesaw gates representing the

J. R. Soc. Interface (2011)

same logical input (such as the multiple instances of
A and B in figure 6d).

6. ANALOGUE TIME-DOMAIN CIRCUITS

The behaviour of seesaw gate circuits is intrinsically
analogue. Following the approach of Zhang et al. [3],
we construct amplifier cascades with initial quadratic
growth and with initial exponential growth. More com-
plex temporal dynamics can also be synthesized, such as
a pulse generator.

The amplifier shown in figure 7a is a two-stage feed-
forward cascade. Input signal w; o catalytically pushes
strands onto wire w4, which exhibits initially linear
growth with time. Signal ws 4 also serves as a catalyst
for the release of output strand wys, which therefore
initially grows quadratically with time. While the
output remains below 0.5z, a good approximation is
[U/4,5] ~a [wlyg]o.tQ with o ~125 h72.
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The amplifier shown in figure 7b is a one-stage feed-
back cascade. Initially, input signal w; o catalytically
releases strands onto both the feedback wire uwy o and
the output wire w, 3. However, signal strand ws o con-
tains the recognition domain of gate 2 on both its left
side and its right side, so therefore once it has been
released, it can play the role of the input signal in cat-
alysing output of more wss and w3 from the gate.
Because strand ws 5 is catalytically active in releasing
additional copies of itself, its concentration increases
exponentially (until gate concentrations drop to low
levels). The output strand ws3, being released at
the same rate as the feedback strand, also grows rou-
ghly exponentially. We found that for small inputs,
[wo 3] =~ [wm]g.eﬁt with B~ 17h™ L.

The pulse generator shown in figure 7¢ illustrates a
non-amplifying temporal dynamic. The basic idea is
that the input strand w - initially releases a significant
amount of output w3, but later this strand is pulled
back into gate 2 as gate 4 becomes active. Why does
this happen? Free w3 can stoichiometrically trigger
release of w5, which is now entropically sucked into
gate 4 as the catalyst w4 is activated and equilibrium
is established. The wire/gate ratio r4 cannot exceed
1/99 for wire wy5; this same ratio must apply to wire
Wy, with the result that almost all the free signal
strand will be absorbed by gate 4. Thus, at equilibrium
[9a:42] = 0.992~ [gs20] and [wyo] ~0.0lz. So the
wire/gate ratio r, must also be low, which in turn
pulls w,3 back into gate 2, similarly pulling the
output low. (Effectively, gate 4 behaves like a threshold
complex, and could be replaced by one if desired.)

These three simple examples make it clear that
seesaw circuits can support interesting dynamical beha-
viours, even without using explicit threshold complexes.
Further examples could be given, for example, adding
thresholds to the circuit in figure 7a and extending it
in series would yield a delay line, from which fan-out
wires could provide signals that turn ON at specified
times after the input arrives. Characterizing the full
range of analogue behaviours that can be achieved,
with and without threshold complexes, is an important
open question.

7. DISCUSSION

This project was inspired by the remarkable success
of scaffolded DNA origami [20,37,38] for program-
ming the self-assembly of hundreds of DNA strands
into a single target structure. The self-assembly of
DNA origami is extraordinarily reliable despite that
DNA sequences cannot be optimized to avoid unde-
sired binding interactions and that unpurified DNA
strands are used, implying that the system is surpris-
ingly robust to spurious binding, to imprecisely
known strand concentrations, and to subpopulations
of incomplete or damaged molecules. We were there-
fore looking for an analogous design for DNA strand
displacement-based circuits—one that would require
minimal sequence design effort and work well even
with unpurified strands and unreliable concentrations.
Does our proposed seesaw gate motif live up to our
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hopes and expectations as a DNA circuit component
suitable for scaling up to large and complex circuits?
We see some encouraging features, some concerns and
some clear challenges.

First, design of large feedforward digital circuits
looks promising. At the highest level, abstract specifica-
tions for circuit function can be expressed concisely
using existing hardware description languages such as
Verilog [39,40] and VHDL [41], then compiled down
to a gate level netlist specifying elementary gates
(AND, OR, NOT, NOR, NAND, XOR) and their con-
nectivity. Thus, the sheer complexity of large-scale
circuit design can be managed by off-the-shelf tools.
The next step is compiling the digital logic netlist
down to the seesaw gate circuit abstraction, using the
constructions described above for dual-rail logic. This
is straightforward if no circuit size optimizations are
attempted. To achieve the final step of designing
molecules, we must assign sequences to each gate base
strand. For this purpose, a single large set of sufficiently
distinct domain sequences would enable construction
of any circuit containing up to the given number of
seesaw gates.

Seesaw circuits make use of two kinds of sequence
domains: long recognition domains and short toeholds.
In principle, multiple distinct toehold sequences could
be used, which would reduce the spurious toehold bind-
ing problem. However, the toehold length is severely
constrained by physical factors, and for a fixed length
there are a limited number of sufficiently distinct
sequences. With the goal of a scalable architecture in
mind, we thought it was simplest to confront this limit-
ation early on, and we adopted the universal toehold
scheme, understanding that to mitigate the effects of
unproductive spurious binding, the 1z standard concen-
tration may have to be lowered as circuits get larger.
Thus, the burden of making reactions highly specific
falls to the recognition domains.

Can we design sufficiently many recognition domain
sequences to scale up to circuits with many gates? We
consider two design criteria: (i) signal strands should
not have strong secondary structure and should not
interact with each other, and (ii) strand displacement
should be unable to proceed if the invading sequence
is not the desired signal strand. The first criterion can
be satisfied by standard DNA sequence design methods
[42,43]; here we take the easy approach by using a three
letter code (A, C and T) for the signal strands, thus
ensuring that problematic secondary structures and
interactions are unlikely [44—46]. The gate base strand
will therefore consist of (A, G, and T). Because of the
complete independence of domains within the seesaw
gate motif, no system-level conflicts arise when strand
sequences are generated by concatenation. The second
criterion may be formalized as combinatorial sequence
constraints. For example, we could require that at
least 30 per cent of bases are different for any two dis-
tinct recognition domains; as each mismatch impedes
branch migration speed by a factor of roughly 10
[47,48], even five mismatches will dramatically reduce
crosstalk. Additionally, we require that mismatches
are spread out, so that when the wrong signal strand
interacts with a gate, it will quickly encounter



1294 A simple DNA gate motif L. Qian and E. Winfree

difficulties and dissociate; specifically, the longest run of
matches must be less than 35 per cent of the domain
length. Finally, to reduce synthesis errors and ensure
comparable melting temperatures, we require that
there are no more than four A’s or T’s in a row, no
more than three C’s or G’s in a row, and that sequences
have between 30 and 70 per cent GC-content (cf. con-
straints 1,7,8 of [49]). Using a ‘sphere-packing’
technique [50], we have found sets of sizes 67, 399,
3097 and 8343 for recognition domains of lengths 10,
15, 20 and 25, respectively, confirming the theoretically
expected exponential growth in available sequence
space (empirically, N~ 1.5 x 2L/2). This is enough to
construct some interesting circuits. The caveat is that
while reasonable, the criteria used here are ad hoc; we
are not certain that molecules designed using these cri-
teria will work consistently in the laboratory, and
additional or alternative design criteria may need to
be articulated.

Can so many distinct sequences be synthesized and
handled in the laboratory? A substantial difficulty
with our previous work [6,3,18] was that each gate mol-
ecule was a complex of multiple strands that had to be
separately annealed together, and each complex had to
be purified to remove excess single-stranded species and
malformed gate substrates. In the case of seesaw gates,
an additional difficulty is presented by self-loop gates
such as go0. of figure 7b, for which straightforward
annealing would yield an equal amount of the undesir-
able gy.20; instead, a multi-step purification procedure
would be necessary. Thankfully, the simplicity of the
seesaw gate motif makes laboratory procedures for
synthesizing gates and circuits plausible to carry out
on a large scale in a manner that avoids this problem.
Here, we aim to simultaneously prepare all gate com-
plexes together in a single test tube; to do so, we must
ensure that different gate species do not interact, and
that the strands needed to form a given gate complex
find each other efficiently. For our solution, we draw
inspiration from the observation [51,52] that mixtures
of hairpin molecules, when annealed, are likely to
form non-interacting intramolecular hairpins even if at
room temperature there exist lower free energy states
involving intermolecular complexes. This occurs
because the intramolecular hairpins are typically
stable at some moderately high temperature, above
the melting temperature of the intermolecular com-
plexes—thus, during annealing, the hairpins form first
and become kinetically trapped. The implication for
gates is that if each gate species can be synthesized
initially as a hairpin precursor, annealing all such gate
precursors in a single reaction will result in a high
yield of properly formed non-interacting molecules.
Figure 8 shows our realization of this scheme. After
annealing, incubation with appropriate restriction
enzymes removes the now-undesired linker subsequence,
resulting in a well-formed complex of two strands. The
entire solution could be purified by gel, since all gates
are the same size; all threshold gates could be purified
similarly. One way or another, making circuit function
robust to sloppy parallel gate preparation methods
will be crucial to scaling up existing DNA circuits to
hundreds or thousands of gates.

J. R. Soc. Interface (2011)

The hairpin gate precursor architecture also facili-
tates the synthesis of the DNA strands themselves.
We envision all hairpin strands being synthesized in
parallel on a DNA microarray, such as those offered
by Agilent and NimbleGen that are currently capable
of synthesizing approximately 10° distinct sequences
with lengths approximately 50 nt in quantities of
approximately 10° molecules per spot [53]. With 5 nt
toeholds and 15 nt recognition domains, our hairpins
would be up to 91 nt, while with 25 nt recognition
domains our hairpins would be up to 121 nt, which
appears within reach using new micro array technol-
ogies [54]. To estimate the circuit complexity that
could be synthesized, consider the 2-2 scheme for digital
logic circuits. If each spot provides a 0.33z concen-
tration in our chosen reaction volume (this is the
minimal increment we use in the 2-2 scheme), then
synthesizing the material for an AND or OR gate
(which on average require 6z) would require the use of
18 spots. This corresponds to approximately 50 000
gates or 5000 gates if we want 10 times more molecules
of each species. After synthesis, linkers attaching
strands to the slide can be cleaved, and a mixture of
all strands can be collected in a single tube, annealed
to form hairpins, digested with restriction enzymes to
produce gates, and then gel-purified to eliminate non-
functional molecules (cf. [55]). Thus, all molecules for
the entire circuit are synthesized and processed in par-
allel in a single tube.

Once designed and synthesized, will the DNA
circuits work? The first question is speed. If the maxi-
mum total concentration for reliable DNA gate
operation is 100 WM (perhaps optimistic), then 1z
would be 3nM for a 5000 logic gate circuit, and the
slowest reaction half-times (the effective gate delay)
would be roughly one day. If this is considered too
slow, either one must resign oneself to smaller circuits,
for which the concentrations can be higher, or one
must find a way to speed up hybridization reactions
in dilute complex mixtures. For example, the phenol
emulsion reassociation technique (PERT) has been
reported to speed-up hybridization dynamics by four
orders of magnitude [56,57]. If the exponential depen-
dence on toehold lengths is preserved under these
conditions, this would reduce the gate delay to roughly
10 seconds.

The second question is whether the computation will
be correct. For feedforward digital circuits, thresholding
and signal restoration (the digital abstraction) is
expected to provide some robustness to variations in
concentrations, to leak, and to minor crosstalk. How-
ever, experimental exploration of seesaw gate circuits
will be needed to evaluate the potential for producing
reliable function in practice. We anticipate that there
will be many unforeseen difficulties. In summary, we
have proposed a new catalytic DNA gate that appears
to be suitable for scaling up to analogue and digital cir-
cuits incorporating thousands of gates with a
reasonable expectation that adequate speed and
reliability could be achieved.

However, a limitation of this work is that the circuit
constructions we described all function by completely
depleting key gate and fuel species, hence each circuit
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preparation can be used only once. This prevents us
from implementing sequential circuits containing buf-
fers, flip-flops, resets and clocks that orchestrate the
re-use of circuit elements and can process time-varying
input signals. We do not know at this point whether
this limitation is essential to the seesaw gate motif.
Because threshold complexes function by being comple-
tely consumed, it appears that this question is related
to characterizing the behaviours possible in seesaw cir-
cuits without thresholds. Especially interesting is how
the equilibrium concentrations within such circuits
respond to changes in total signal placed on input/
output wires. Similarly, we do not yet have a character-
ization of the class of analogue dynamics that can be
achieved in the use-once setting, although it appears
to be a rich space of behaviours. In considering what
can be achieved with the seesaw motif, one might be
tempted to add additional molecular mechanisms in
order to obtain new behaviours; however, one must
keep in mind that fully general digital, analogue, and
algorithmic behaviours have already been shown to be
possible using more complex multi-stranded gate com-
plexes [18,58]. Unfortunately, such gates are more
difficult to prepare experimentally; the value of the
seesaw motif lies in its simplicity and experimental
tractability.

It is not yet clear what applications seesaw circuits
will find in practice. However, other DNA and RNA
reaction cascades based on toehold-mediated strand dis-
placement have already been demonstrated successfully
as programmable cancer drugs that work in vivo [59],
and as programmable amplification mechanisms for
improving in situ fluorescence imaging of mRNA [60].
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While the cellular environment may interfere with
proper seesaw circuit function, it is not implausible
that seesaw circuits could be adapted or modified to
work in that context. Already, the entropy-driven
toehold-exchange catalytic mechanism used in seesaw
circuits has been investigated as an amplifier for in
vitro biomedical diagnostics [61]. Additional input and
output interfaces between nucleic acid circuits and
other chemical species would allow nucleic acid circuits
to serve as embedded controllers for a wide range of
molecular events. Finally, the simplicity and power of
the basic seesaw architecture makes one wonder
whether circuits based on RNA toehold exchange pro-
cesses could exist in biological systems. While it may
be a superficial similarity between seesaw gates and
miRNAs and siRNAs [62,63], all of which are short
duplex nucleic acids with single-stranded overhangs
that arise by cleavage of hairpin precursors, it is
harder to imagine biological systems avoiding than
exploiting seesaw-like mechanisms.

The authors thank Dave Zhang for discussion of the catalytic
mechanism, Marc Riedel for providing example netlists from
logic synthesis benchmarks, Virgil Griffith for suggesting
useful techniques for DNA sequence design, Ho-Lin Chen
and Shuki Bruck for suggesting the connection to relay
circuits, David Soloveichik for Mathematica code simulating
mass-action chemical reaction networks, and Georg Seelig,
Bernard Yurke, and everyone else for discussions and
support. This work has been supported by NSF grant nos.
0728703, and 0832824 (The Molecular Programming
Project) and HFSP award no. RGY0074/2006-C. A
preliminary version of this paper appeared as Qian &
Winfree [64].



1296 A simple DNA gate motif L. Qian and E. Winfree

REFERENCES

1

10

11

12

13

14

15

16

17

18

19

Tang, J. & Breaker, R. R. 1997 Rational design of allo-
steric ribozymes. Chem. Biol. 4, 453—459. (doi:10.1016/
S1074-5521(97)90197-6)

Turberfield, A. J., Mitchell, J. C., Yurke, B., Mills Jr,
A. P., Blakey, M. I. & Simmel, F. C. 2003 DNA fuel
for free-running nanomachines. Phys. Rev. Lett. 90,
118102. (doi:10.1103/PhysRevLett.90.118102)

Zhang, D. Y., Turberfield, A. J., Yurke, B. & Winfree, E.
2007 Engineering entropy-driven reactions and networks
catalyzed by DNA. Science 318, 1121-1125. (doi:10.
1126/science.1148532)

Stojanovic, M. N.; Mitchell, T. E. & Stefanovic, D. 2002
Deoxyribozyme-based logic gates. J. Am. Chem. Soc.
124, 3555-3561. (doi:10.1021/ja016756v)

Hagiya, M., Yaegashi, S. & Takahashi, K. 2006 Comput-
ing with hairpins and secondary structures of DNA. In
Nanotechnology: science and computation, (eds J. Chen,
N. Jonoska & G. Rozenberg), pp. 293-308. Berlin,
Germany: Springer. (doi:10.1007/3-540-30296-4_18)
Seelig, G., Soloveichik, D., Zhang, D. Y. & Winfree, E.
2006 Enzyme-free nucleic acid logic circuits. Science
314, 1585-1588. (doi:10.1126/science.1132493)
Penchovsky, R. & Breaker, R. R. 2005 Computational
design and experimental validation of oligonucleotide-
sensing allosteric ribozymes. Nat. Biotechnol. 23,
1424-1433. (doi:10.1038 /nbt1155)

Macdonald, J., Li, Y., Sutovic, M., Lederman, H., Pendri,
K., Lu, W., Andrews, B. L., Stefanovic, D. & Stojanovic,
M. N. 2006 Medium scale integration of molecular logic
gates in an automaton. Nano Lett. 6, 2598-2603.
(doi:10.1021/n10620684)

Davidson, E. & Ellington, A. 2006 Synthetic RNA circuits.
Nat. Chem. Biol. 3, 23-28. (doi:10.1038 /nchembio846)
Tuberfield, A. 2009 Algorithmic control: the assembly and
operation of DNA nanostructures and molecular machinery.
In Algorithmic bioprocesses (eds A. Condon, D. Harel, J. N.
Kok & A. Salomaa & E. Winfree), pp. 215-225. Berlin,
Germany: Springer. (doi:10.1007/978-3-88869-7_13)
Snyder, T. M. & Liu, D. R. 2005 Ordered multistep syn-
thesis in a single solution directed by DNA templates.
Angew. Chem. Int. Ed. 44, 7379-7382. (doi:10.1002/
anie.200502879)

Yashin, R., Rudchenko, S. & Stojanovic, M. N. 2007
Networking particles over distance using oligonucleotide-
based devices. J. Am. Chem. Soc. 129, 1558115 583.
(doi:10.1021/ja074335t)

Seeman, N. C. 2007 An overview of structural DNA nano-
technology. Mol. Biotechnol. 37, 246—-257. (doi:10.1007/
$12033-007-0059-4)

Bath, J. & Turberfield, A. J. 2007 DNA nanomachines. Nat.
Nanotechnol. 2, 275—-284. (doi:10.1038 /nnano.2007.104)
Gartner, Z. J. & Liu, D. R. 2001 The generality of DNA-
templated synthesis as a basis for evolving non-natural
small molecules. J. Am. Chem. Soc. 123, 6961-6963.
(doi:10.1021/ja015873n)

Gothelf, K. V. & LaBean, T. H. 2005 DNA-programmed
assembly of mnanostructures. Org. Biomol. Chem. 3,
4023-4037. (doi:10.1039/b510551j)

Phillips, A. & Cardelli, L. 2009 A programming language
for composable DNA circuits. J. R. Soc. Interface 6,
S419-5436. (doi:10.1098/rsif.2009.0072.focus)
Soloveichik, D., Seelig, G. & Winfree, E. 2010 DNA as a uni-
versal substrate for chemical kinetics. Proc. Natl Acad. Sci.
USA 107, 5393-5398. (doi:10.1073 /pnas.0909380107)
Winfree, E., Liu, F., Wenzler, L. A. & Seeman, N. C. 1998
Design and self-assembly of two-dimensional DNA crys-
tals. Nature 394, 539—544. (doi:10.1038/28998)

J. R. Soc. Interface (2011)

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

Rothemund, P. W. K. 2006 Folding DNA to create nano-
scale shapes and patterns. Nature 440, 297—-302. (doi:10.
1038 /nature04586)

Yin, P., Choi, H. M. T., Calvert, C. R. & Pierce, N. A.
2008 Programming biomolecular self-assembly pathways.
Nature 451, 318-322. (doi:10.1038/nature06451)

Turing, A. M. 1953 The chemical basis of morphogenesis.
Phil. Trans. R. Soc. Lond. B 237, 37—72. (doi:10.1098/
stb.1952.0012)

Zhabotinsky, A. M. 1991 A history of chemical oscillations
and waves. Chaos 4, 379-386. (doi:10.1063/1.165848)
Abelson, H. et al. 2000 Amorphous computing. Commun.
ACM 43, 74-82. (doi:10.1145/332833.332842)

Yurke, B., Turberfield, A. J., Mills Jr, A. P., Simmel, F. C.
& Nuemann, J. L. 2000 A DNA-fuelled molecular machine
made of DNA. Nature 406, 605-608. (doi:10.1038/
35020524)

Yurke, B. & Mills Jr, A. P. 2003 Using DNA to power
nanostructures. Genet. Program. FEvolvable Mach. 4,
111-122. (doi:10.1023/A:1023928811651)

Zhang, D. Y. & Winfree, E. 2009 Control of DNA strand
displacement kinetics using toehold exchange. J. Am.
Chem. Soc. 131, 17 303—17 314. (doi:10.1021/ja906987s)
Reynaldo, L., Vologodskii, A., Neri, B. & Lyamichev, V.
2000 The kinetics of oligonucleotide replacements.
J. Mol. Biol. 297, 511-520. (doi:10.1006/jmbi.2000.3573)
Hucka, M. et al. 2003 The systems biology markup
language (SBML): a medium for representation and
exchange of biochemical network models. Bioinformatics
19, 524-531. (doi:10.1093/bioinformatics/btg015)
Hoops, S. et al. 2006 COPASI—a complex pathway simu-
lator. Bioinformatics 22, 3067-3074. (doi:10.1093/
bioinformatics/bt1485)

Wetmur, J. G. 1991 Applications of the principles of
nucleic acid hybridization. Crit. Rev. Biochem. Mol.
Biol. 36, 227-259. (doi:10.3109,/10409239109114069)
Magnasco, M. O. 1997 Chemical kinetics is Turing univer-
sal. Phys. Rev. Lett. 78, 1190-1193. (doi:10.1103/
PhysRevLett.78.1190)

Seelig, G. & Soloveichik, D. 2009 Time-complexity of mul-
tilayered DNA strand displacement circuits. In DNA
computing and molecular programming (eds R. Deaton
& A. Suyama), Lecture Notes in Computer Science,
vol. 5877, pp. 144-153. Berlin, Germany: Springer.
(doi:10.1007/978-3-642-10604-0_15)

Muller, D. E. 1963 Asynchronous logics and application to
information processing. In Proc. Symp. Switching Theory
in Space Technology (eds H. Aiken & W. F. Main), pp.
289-297. Stanford, CA: Stanford University Press.
Seelig, G., Yurke, B. & Winfree, E. 2005 DNA hybridiz-
ation catalysts and catalyst circuits. In DNA computing
(eds C. Ferretti, G. Mauri & C. Zandron). Lecture Notes
in Computer Science, vol. 3384, pp. 329-343. Berlin,
Germany: Springer. (doi:10.1007/11493785_29)
Shannon, C. E. 1940 A symbolic analysis of relay and
switching circuits. Technical Report Master’s thesis, Mas-
sachussetts Institute of Technology.

Qian, L. et al. 2006 Analogic China map constructed by
DNA. Chinese Sci. Bull. 51, 2973-2976. (doi:10.1007/
$11434-006-2223-9)

Douglas, S., Dietz, H., Liedl, T., Hogberg, B., Graf, F. &
Shih, W. 2009 Self-assembly of DNA into nanoscale
three-dimensional shapes. Nature 459, 414-418. (doi:10.
1038 /nature08016)

Thomas, D. E. & Moorby, P. R. 1991 The Verilog hardware
description language. Dordrecht, The Netherlands: Kluwer.
Golze, U. 1996 VLSI chip design with the hardware descrip-
tion language VERILOG. Berlin, Germany: Springer, 1996.


http://dx.doi.org/10.1016/S1074-5521(97)90197-6
http://dx.doi.org/10.1016/S1074-5521(97)90197-6
http://dx.doi.org/10.1103/PhysRevLett.90.118102
http://dx.doi.org/10.1126/science.1148532
http://dx.doi.org/10.1126/science.1148532
http://dx.doi.org/10.1021/ja016756v
http://dx.doi.org/10.1007/3-540-30296-4_18
http://dx.doi.org/10.1126/science.1132493
http://dx.doi.org/10.1038/nbt1155
http://dx.doi.org/10.1021/nl0620684
http://dx.doi.org/10.1038/nchembio846
http://dx.doi.org/10.1007/978-3-88869-7_13
http://dx.doi.org/10.1002/anie.200502879
http://dx.doi.org/10.1002/anie.200502879
http://dx.doi.org/10.1021/ja074335t
http://dx.doi.org/10.1007/s12033-007-0059-4
http://dx.doi.org/10.1007/s12033-007-0059-4
http://dx.doi.org/10.1038/nnano.2007.104
http://dx.doi.org/10.1021/ja015873n
http://dx.doi.org/10.1039/b510551j
http://dx.doi.org/10.1098/rsif.2009.0072.focus
http://dx.doi.org/10.1073/pnas.0909380107
http://dx.doi.org/10.1038/28998
http://dx.doi.org/10.1038/nature04586
http://dx.doi.org/10.1038/nature04586
http://dx.doi.org/10.1038/nature06451
http://dx.doi.org/10.1098/rstb.1952.0012
http://dx.doi.org/10.1098/rstb.1952.0012
http://dx.doi.org/10.1063/1.165848
http://dx.doi.org/10.1145/332833.332842
http://dx.doi.org/10.1038/35020524
http://dx.doi.org/10.1038/35020524
http://dx.doi.org/10.1023/A:1023928811651
http://dx.doi.org/10.1021/ja906987s
http://dx.doi.org/10.1006/jmbi.2000.3573
http://dx.doi.org/10.1093/bioinformatics/btg015
http://dx.doi.org/10.1093/bioinformatics/btl485
http://dx.doi.org/10.1093/bioinformatics/btl485
http://dx.doi.org/10.3109/10409239109114069
http://dx.doi.org/10.1103/PhysRevLett.78.1190
http://dx.doi.org/10.1103/PhysRevLett.78.1190
http://dx.doi.org/10.1007/978-3-642-10604-0_15
http://dx.doi.org/10.1007/11493785_29
http://dx.doi.org/10.1007/s11434-006-2223-9
http://dx.doi.org/10.1007/s11434-006-2223-9
http://dx.doi.org/10.1038/nature08016
http://dx.doi.org/10.1038/nature08016

A simple DNA gate motif L. Qian and E. Winfree

1297

41

42

43

44

45

46

47

48

49

50

51

52

53

54

Shahdad, M., Lipsett, R., Marschner, E., Sheehan, K.,
Cohen, H., Waxman, R. & Ackley, D. 1985 VHSIC hard-
ware description language. IEEE Comput. 18, 94—103.
Brenneman, A. & Condon, A. 2002 Strand design for bio-
molecular computation. Theor. Comput. Sci. 287, 39—-58.
(doi:10.1016/S0304-3975(02)00135-4)

Bishop, M. A., D’Yachkov, A. G., Macula, A. J., Renz, T.
E. & Rykov, V. V. 2007 Free energy gap and statistical
thermodynamic fidelity of DNA codes. J. Comput. Biol.
14, 1088—1104. (doi:10.1089/cmb.2007.0083)

Mir, K. U. 1998 A restricted genetic alphabet for DNA
computing. In DNA-based computers II, vol. 44 (eds L.
F. Landweber & E. B. Baum), DIMACS, pp. 243—246.
Providence, RI: American Mathematical Society.

Braich, R. S., Chelyapov, N., Johnson, C., Rothemund,
P. W. K. & Adleman, L. M. 2002 Solution of a 20-variable
3-SAT problem on a DNA computer. Science 296, 499—
502. (doi:10.1126/science.1069528)

Faulhammer, D., Cukras, A. R., Lipton, R. J. & Landweber,
L. F. 2000 Molecular computation: RNA solutions to chess
problems. Proc. Natl Acad. Sci. USA 97, 1385-1389.
(doi:10.1073/pnas.97.4.1385)

Panyutin, I. G. & Hsieh, P. 1993 Formation of a single base
mismatch impedes spontaneous DNA branch migration.
J. Mol. Biol. 230, 413—424. (doi:10.1006 /jmbi.1993.1159)
Panyutin, I. G. & Hsieh, P. 1994 Kinetics of spontaneous
DNA branch migration. Proc. Natl Acad. Sci. USA 91,
2021-2025. (doi:10.1073/pnas.91.6.2021)

Kao, M., Sanghi, M. & Schweller, R. 2009 Randomized
fast design of short DNA words. ACM Trans. Algorithms
(TALG) 5, 1-24. (doi:10.1145/1597036.1597047)

King, O. D. Bounds for DNA codes with constant GC-
content. Electron. J. Combin. 10, R33.

Dirks, R. M. 2005 Analysis, design, and construction of
nucleic acid devices. PhD thesis, California Institute of
Technology.

Bois, J. S. 2007 Analysis of interacting nucleic acids in dilute
solutions. PhD thesis, California Institute of Technology.
Tian, J., Ma, K. & Saaem, I. 2009 Advancing high-
throughput gene synthesis technology. Mol. BioSystems
5, 714-722. (doi:10.1039,/b822268c¢)

LeProust, E., Peck, B., Spirin, K., McCuen, H., Moore, B.,
Namsaraev, E. & Caruthers, M. 2010 Synthesis of high-

J. R. Soc. Interface (2011)

55

56

57

58

59

60

61

62

63

64

quality libraries of long (150mer) oligonucleotides by a
novel depurination controlled process. Nucleic Acids Res.
38, 2522-2540. (doi:10.1093 /nar/gkql63)

Borovkov, A. et al. 2010 High-quality gene assembly
directly from unpurified mixtures of microarray-
synthesized oligonucleotides. Nucleic Acids Res. 38,
€180. (doi:10.1093/nar/gkq677)

Kohne, D. E., Levison, S. A. & Byers, M. J. 1977 Room
temperature method for increasing the rate of DNA
reassociation by many thousandfold: the phenol emulsion
reassociation technique. Biochemistry 16, 5329-5341.
(doi:10.1021/bi00643a026)

Goldar, A. & Sikorav, J.-L. 2004 DNA renaturation at the
water-phenol interface. Eur. Phys. J. E. 14, 211-239.
(doi:10.1140/epje/i2004-10011-7)

Qian, L., Solovechik, D. & Winfree, E. 2011 Efficient
Turing-universal computation with DNA polymers. In
DNA computing and molecular programming (eds Y.
Sakakibara & Y. Mi), Lecture Notes in Computer Science,
vol. 6518, pp. 123—140. Berlin, Germany: Springer.
Venkataraman, S., Dirks, R., Ueda, C. & Pierce, N. 2010
Selective cell death mediated by small conditional RNAs.
Proc. Natl Acad. Sci. USA 107, 16 777-16 782. (doi:10.
1073 /pnas.1006377107)

Choi, H., Chang, J., Trinh, L., Padilla, J., Fraser, S. &
Pierce, N. 2010 Programmable in situ amplification for
multiplexed imaging of mRNA expression. Nat. Biotech-
nol. 28, 1208—1212. (doi:10.1038/nbt.1692)

Eckhoff, G., Codrea, V., Ellington, A. & Chen, X. 2010
Beyond allostery: catalytic regulation of a deoxyribozyme
through an entropy-driven DNA amplifier. J. Syst. Chem.
1, 13. (doi:10.1186/1759-2208-1-13)

Kim, V. 2005 MicroRNA biogenesis: coordinated cropping
and dicing. Nature Rev. Mol. Cell Biol. 6, 376-385.
(doi:10.1038 /nrm1644)

Carthew, R. & Sontheimer, E. 2009 Origins and mechan-
isms of miRNAs and siRNAs. Cell 136, 642655 (doi:10.
1016/j.cell.2009.01.035)

Qian, L. & Winfree, E. 2009 A simple DNA gate motif for
synthesizing large-scale circuits. In DNA computing (eds
A. Goel, F. C. Simmel & P. Sosik). Lecture Notes in
Computer Science, vol. 5347, pp. 70—89. Berlin, Germany:
Springer. (doi:10.1007/978-3-642-03076-5_7)


http://dx.doi.org/10.1016/S0304-3975(02)00135-4
http://dx.doi.org/10.1089/cmb.2007.0083
http://dx.doi.org/10.1126/science.1069528
http://dx.doi.org/10.1073/pnas.97.4.1385
http://dx.doi.org/10.1006/jmbi.1993.1159
http://dx.doi.org/10.1073/pnas.91.6.2021
http://dx.doi.org/10.1145/1597036.1597047
http://dx.doi.org/10.1039/b822268c
http://dx.doi.org/10.1093/nar/gkq163
http://dx.doi.org/10.1093/nar/gkq677
http://dx.doi.org/10.1021/bi00643a026
http://dx.doi.org/10.1140/epje/i2004-10011-7
http://dx.doi.org/10.1073/pnas.1006377107
http://dx.doi.org/10.1073/pnas.1006377107
http://dx.doi.org/10.1038/nbt.1692
http://dx.doi.org/10.1186/1759-2208-1-13
http://dx.doi.org/10.1038/nrm1644
http://dx.doi.org/10.1016/j.cell.2009.01.035
http://dx.doi.org/10.1016/j.cell.2009.01.035
http://dx.doi.org/10.1007/978-3-642-03076-5_7

	A simple DNA gate motif for synthesizing large-scale circuits
	Introduction
	A simple DNA gate motif
	Abstract circuit formalism
	Feedforward digital circuits
	Relay contact circuits
	Analogue time-domain circuits
	Discussion
	The authors thank Dave Zhang for discussion of the catalytic mechanism, Marc Riedel for providing example netlists from logic synthesis benchmarks, Virgil Griffith for suggesting useful techniques for DNA sequence design, Ho-Lin Chen and Shuki Bruck for suggesting the connection to relay circuits, David Soloveichik for Mathematica code simulating mass-action chemical reaction networks, and Georg Seelig, Bernard Yurke, and everyone else for discussions and support. This work has been supported by NSF grant nos. 0728703, and 0832824 (The Molecular Programming Project) and HFSP award no. RGY0074/2006-C. A preliminary version of this paper appeared as Qian & Winfree [64].
	REFERENCES


