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Semantic similarity is not enough: A novel
NLP-based semantic similarity
measure in geospatial context

Omid Reza Abbasi,1 Ali Asghar Alesheikh,1,3,* and Aynaz Lotfata2,*
SUMMARY

In this study, we addressed two primary challenges: firstly, the issue of domain shift, which pertains to
changes in data characteristics or context that can impact model performance, and secondly, the discrep-
ancy between semantic similarity and geographical distance. We employed topic modeling in conjunction
with the BERT architecture. Our model was crafted to enhance similarity computations applied to geospa-
tial text, aiming to integrate both semantic similarity and geographical proximity.We tested themodel on
two datasets, Persian Wikipedia articles and rental property advertisements. The findings demonstrate
that the model effectively improved the correlation between semantic similarity and geographical
distance. Furthermore, evaluation by real-world users within a recommender system context revealed a
notable increase in user satisfaction by approximately 22% for Wikipedia articles and 56% for advertise-
ments.

INTRODUCTION

User-generated content provides a vast amount of data for natural language processing (NLP) applications such as text similarity detection.1

Text similarity is divided into two categories: syntactic similarity and semantic similarity. Syntactic similarity is a measure of how closely related

two sentences are in terms of their syntax, irrespective of their meaning.2,3 Semantic similaritymeasures how closely two sentences are related

in meaning.4 State-of-the-art models for semantic similarity computations typically involve transferring the documents to an embedding

space and subsequently measuring the similarity between documents based on the distances within this space.5

Recent studies have shown that the establishment of the embedding space is influenced when the texts are associated with a specific

domain.6–8 A challenge in forming the semantic space for texts involves determining their similarity within a specific domain.9 This challenge

occurs because words used in a specific domain often refer to similar things, resulting in higher levels of similarity.10 Furthermore, in appli-

cations such as location-based recommender systems, depending only on semantic similarity is not enough to provide relevant suggestions

to users. For instance, in a recommender system for housing and apartment sales and rentals, users expect the suggested options to be near

their initial search and also connected inmeaning to their previous searches. As a result, a metric that considers the geographic indicativeness

of the items can significantly improve location-based recommenders. This study introduces a geospatial semantic similarity approachwherein

the computation of semantic similarity between texts is undertaken with a focus on prioritizing text qualities that exhibit greater geograph-

ically indicative characteristics.

A number of studies have looked into how to measure semantic similarity.11–14 Wilcox et al.15 developed a new method to improve the

accuracy of medical record data by addressing encoding errors and missing information. The algorithm aims to create a reliable dataset

essential for verifying individuals in medical scenarios. Results showed that SSIM outperforms other measures, especially in managing vari-

ations such as nicknames, abbreviations, and synonyms. Hendre et al.16 explored the application of semantic similarity in an automated essay

evaluation system, utilizing various text embedding methods, including deep neural embeddings such as Google Sentence Encoder (GSE),

Embeddings for Language Models, and Global Vectors. Experimental findings show that GSE is superior to other methods in differentiating

essays within the same or different sets, and its semantic similarity scores align with human-assessed essay ratings. Curiskis et al.17 assessed

document clustering and topic modeling methods for online social networks, focusing on Twitter and Reddit datasets. Four feature repre-

sentations, combining TF-IDF matrices and word embedding models, were benchmarked with various clustering methods. Results revealed

that clustering techniques applied to neural embedding feature representations outperform others across datasets.

Kim and Yoon18 used taxi data to understand Seoul’s regions. They used word2vec model to learn an embedding space of mobility data,

where vectors in the embedding space represented urban zones. Then, they employed k-means to cluster similar zones and to form functional

regions. To overcome the limitation of Place2vec model, Wang and Moosavi19 suggested a new clustering mechanism called Place2vec that
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adjusts itself based on the density of places in a given context. The proposedmodel was trained on datasets from Yelp and OpenStreetMap,

and the results showed significant improvements in performance compared to Place2vec. Dassereto et al.20 introduced a method that

captures geographical and hierarchical knowledge through embeddings. They argued that hyperbolic embeddings, particularly those

utilizing the Poincaré disk model, are more suitable for this purpose than Euclidean embeddings. Hyperbolic embeddings maintain semantic

relationships in fewer dimensions, making evaluations easier and reducing computational and memory demands.

Our research alignsmore closely with studies21–23 that specifically look at the semantic similarity of geospatial texts. Ballatore et al.21 intro-

duced theOSM Semantic Network through web crawling of theOSMWiki website, enabling the computation of semantic similarity using co-

citation measures. They developed a semantic tool and evaluated the cognitive plausibility of co-citation algorithms for computing semantic

similarity in the context of crowdsourced geographic concepts, with SimRank algorithm showing the highest plausibility. Ballatore et al.22

developed a knowledge-based approach to quantify the semantic similarity of lexical definitions in volunteered geographic information con-

texts, where definitions can be inconsistent and idiosyncratic. Grounded in the idea that similar geospatial objects are described using similar

terms, the approach employs paraphrase-detection techniques and the lexical database WordNet. They evaluated the cognitive plausibility

of this approach within the OSM Semantic Network, demonstrating high correlation with human judgments and providing practical guide-

lines for its usage in GIScience applications. Mai et al.23 addressed the limitation of traditional topographic and thematic maps in directly

expressing non-spatial relationships, such as semantic similarity among features. They proposed a semantically enrichedgeospatial data visu-

alization and searching framework, employing techniques such as paragraph vector and clustering to produce a semantic distributionmap of

geographic features. They also developed an information retrieval model based on vector embedding, visualizing the results using both the

semantic similarity-based map and a regular map to enhance users’ understanding of latent relationships between seemingly unrelated

geographic features. Recent studies have commonly employed embedding spaces using traditional methods such as doc2vec and then

have applied a semantic similarity metric, such as Jaccard similarity, to the generated space.24 Han et al.25 evaluated different methods of

determining semantic similarity and concluded that deep learningmethods perform better than simple approaches such as doc2vec on short

texts. Summa et al.26 have acknowledged thatmost of the studies in NLP have only focused on textual content and ignored its spatiotemporal

features. Likewise,Wang et al.27 identified that the traditional models often fail in cases involving words with a geographical context. To over-

come this, the authors proposed a method that measures the spatial semantic similarity using a sliding context window for geo-tagged

photos. Ma et al.28 presented a deep learning algorithm that can be used to match texts with their corresponding spatial objects. They

applied their method to geological texts and were able to achieve better accuracy than conventional methods such as TF-IDF and doc2vec.

While the research mentioned earlier attempt to relate the semantics and geography of texts, they mostly fail to quantify document sim-

ilarity based on both semantics and location. In this paper, we propose a method for determining the semantic similarity of texts in the geo-

spatial context and attempt to distinguish between semantic similarity and spatial semantics. We specifically measure the similarity of texts

based not only on their semantics, but also on their geographical location. By incorporating both semantic and geographical context, our

approach addresses certain limitations inherent in current methodologies and aligns more closely with user expectations and behaviors in

various practical applications involving textual content. Relying solely on semantic similarity fails to consider the geographical context.

Despite having high semantic similarity, two documents may pertain to locations that are widely separated geographically. Furthermore,

in numerous applications, particularly those related to location-based services such as location-based recommender systems, users anticipate

results that not only exhibit semantic similarity but alsomanifest geographical proximity. For instance, in a real estate search, users seek prop-

erty listings that align with their criteria and are situated in close proximity to their specified area of interest. Existing systems typically handle

these two aspects independently: semantic similarity computations leverage texts and other descriptive fields of properties, while geograph-

ical proximity computations rely on explicit geographical coordinates. In contrast, our proposed methodology integrates geospatial criteria

with semantic similarity computations to offer a more comprehensive and user-centric solution. In addition, while prior studies produced

good accuracy when the datasets contained a variety of topics and issues, our suggested method is capable of computing the similarity

of texts in a narrow domain with acceptable accuracy. Our research aims to merge semantics and geography for enhanced textual similarity.

While this approach could benefit location-based recommendation systems, our primary focus is not on developing such a recommender

system.

RESULTS

Classifying documents into meaningful topics

The proposed method was applied to both Divar and Wikipedia datasets. In the pre-processing step, all stop words were removed from the

datasets. Then, the topic modeling methods were applied to each dataset to provide a list of topics, each containing three words. The num-

ber of topics were determined manually and based on their interpretability. Considering the diversity of the domains of each datasets, 10

topics were extracted for theWikipedia articles and four topics were extracted for the Divar advertisements. The topics are shown in Figures 1

and 2.

As shown in Figures 1 and 2, the documents are intuitively grouped into the topics and, promisingly, can be used to be evaluated by real

users in the evaluation step.

Identifying geographically indicative topics

In order to determine themost geographically indicative topics, Moran’s I indices were calculated. According to our definition of geographic

indicativeness, the geographically indicative topics tend to bemore clustered. The probabilities provided by topicmodelingwere introduced
2 iScience 27, 109883, June 21, 2024



Figure 1. The topics found by the topic modeling for the Wikipedia dataset
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as attributes in calculating Moran’s I. Figures 3 and 4 illustrate the geographical distribution of the identified topics using latent

Dirichlet allocation (LDA). For the Wikipedia articles, topics 10 and 2 are the most geographically indicative topics with the Moran’s I values

of 0.45 and 0.42, respectively. On the other hand, topic 5 is the least geographically indicative topic (Moran’s I = 0.23). For the Divar dataset,

the scenario is, to some extent, different. The topics are more dispersed than that of the Wikipedia articles, and the values of Moran’s I are
iScience 27, 109883, June 21, 2024 3



Figure 2. The topics found by the topic modeling for the Divar dataset
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generally low. Topic 3 is the most geographically indicative topic by an index of 0.19. The other three topics are very dispersed over the study

area and therefore cannot be considered as geographically indicative.

Figures 5 and 6 depict the geographical distribution of the identified topics using BERTopic. In the case of using BERTopic, topic 4 is the

most geographically indicative topic in the Wikipedia dataset (Moran’s I = 0.43). The least geographically indicative topic is topic 3 (Moran’s

I = 0.01). As can be seen in the figures, topic 4 comprises points that are located in a specific region in the study area. On the other hand, topic

3 is composed of transportation-related documents. The topic is not specific to a particular region and is distributed over the study area.

As a by-product of our proposed method, the topics can also be represented in an embedding space. By multiplying the documents’

embedding (M) by the documents’ topic distribution matrix (T), we get an embedding space for topics.

topic2vec = TT 3M

Figure 7 illustrates the heatmap representation of the similarities between different topics extracted by LDA in the Wikipedia articles,

found by cosine similarity applied on the topic2vec embedding. The similarity values make sense in many aspects. For instance, the topic

consisting of words station, line, andmetro is most similar to the topic comprised of words neighborhood, district, and city, which is intuitive

as public transport is semantically very close to the regions of the city.

The correlation between semantic similarity and geographical distance

By multiplying the embedding by the Moran’s I values, the fine-tuned embedding is yielded. Then, we computed the correlation between the

geographical distancesof documents and their corresponding semantic similarity. It was demonstratedearlier that employing standard semantic

similarity measures in isolation yields virtually no correlation with geographic distance, indicating the independence of the two factors. Through

an analysis of correlation before and after the fine-tuning process, the efficacy of themethod in bridging semantics and geography is quantified.

A high correlation indicates that documents located in close geographical proximity have been positioned closer to each other in the embed-

ding space. The correlation values are shown in Table 1. The results show that the fine-tuning of themodel has been able to significantly improve

the correlation values. The proposed approach has had a greater impact on theWikipedia dataset since its topics has beenmore geographically

indicative than those of the Divar dataset. Conversely, fine-tuning with BERTopic modeling has led to stronger correlations in similarities. This is

particularly noticeable in the Divar dataset with its distinct topics. The improved correlation indicates that the geospatial semanticmeasure gives

higher similarity scores to text pairs close in both meaning and location, going beyond just lexical or topical resemblance.

We use the raw and fine-tunedmodels as part of a recommender algorithm to provide items (both rental properties andWikipedia articles)

for real users. The recommender algorithmemploys a simple collaborative filtering approachwhere different users visit similar items based on

the current item. The users were asked to rate howmuch they expected the recommendations to 10 given items, based on a one-to-ten scale.

Twenty users participated in the evaluation process. Figure 8 demonstrates the average rating of different users for both datasets. In the case

of the Wikipedia articles, the original model outperforms the fine-tuned models in four items. On the other hand, in the case of the Divar

dataset, at least one fine-tuned model makes better recommendations to the users. Since the domain of the Wikipedia dataset is broad
4 iScience 27, 109883, June 21, 2024



Figure 3. The geographical distribution of topics extracted by LDA in the Wikipedia dataset and their corresponding Moran’s I index
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in terms of the topics, the use of semantic similarity alone in a general recommender algorithmmay satisfy the expectations of the users.When

users encounter Wikipedia articles, they expect recommendations that semantically match the given item. In contrast, for rental property ad-

vertisements, people expect similar items located near the given item. The average accuracy of suggestedWikipedia items is 2.2% and 5.2%

using BERTopic and LDA, respectively. Comparatively, the average accuracy of Divar items is 18.2% and 10.37% using BERTopic and LDA,

respectively.

DISCUSSION

In this paper, we identified two problems that location-based recommenders might face when they use semantic similarity as a measure of

recommendation. First, we show that the distances in the embedding space are not correlated to the geographical distance. This problem
iScience 27, 109883, June 21, 2024 5



Figure 4. The geographical distribution of topics extracted by LDA in the Divar dataset and their corresponding Moran’s I index
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causes the recommended item to not be located in the proximity of their desired region. Then, we show that, due to the domain shift prob-

lem, the computed semantic similarities in the geospatial context are biased.

Given the identified problems, we proposed a method to measure the geospatial semantic similarity of texts. The method combines the

Moran’s I, as a measure of geographic indicativeness, with Sentence-BERT. We employed two datasets of different nature. A dataset consists

of geo-located Persian Wikipedia articles on diverse topics, all related to the city of Tehran, Iran. The other dataset is extracted from Divar

platform and contains more than 10,000 of real estate advertisements. Obviously, the diversity of the topics in this dataset is low, and the

problemof domain shift appears vividly in this case. Therefore, whereaswe identified 10 topics for theWikipedia articles, only fourmeaningful

topics were discovered from the advertisements. By applying the method on both datasets, the correlation between semantic similarity and

geographical distance was computed. A high correlation is critical in applications such as location-based recommenders where the users

intend to find semantically similar items near their desired item. The findings show that the proposed method can promisingly improve

the correlation. Again, the amount of improvement is higher in the case of Wikipedia articles. This is in accordance with our expectations

as the Wikipedia articles were more clustered than the rental property advertisements, leading to higher Moran’s I values. Nevertheless, it

should be noted that there was almost no correlation between semantic and geographical distances before fine-tuning.

Besides, the evaluation of the model was conducted by real users. The evaluation uncovers different patterns for each dataset. First, in the

case ofWikipedia articles, the user ratings are rather high even when the original model is used. The cause of high ratings can be attributed to

the fact that the users focus on the content of the articles in their judgments. For example, twoWikipedia articles about two differentmuseums

are considered very similar to each other regardless of their geographical distance. However, when users face a rental property advertise-

ment, they consider both content, that is the characteristics of the property, and the location of the property. This is why the accuracy of

the results of the model for the second dataset was twice as high.
6 iScience 27, 109883, June 21, 2024



Figure 5. The geographical distribution of topics extracted by BERTopic in the Wikipedia dataset and their corresponding Moran’s I index
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The results foundbyWanget al.27 alignwith our results. They used a spatial context window tomeasure the spatial similarity of wordpairs and

compared it with the semantic similarity values. They estimated a Pearson correlation coefficient of 0.09. This estimation is compatible with our

findings inTable1which shows that the relationshipbetweensemanticandspatial similarity isnot linear.However, ourproposedmethodwasable

to calculate the semantic similarity in a way that improved the correlationbetween the two to 0.32 in the case ofWikipedia data, and to 0.15 in the

caseofDivar dataset. It should bementioned that theyhave usedadataset of Flickr tags resulting in textswithdistinguishable andprobablymore

clustered topics. In addition, Li et al.29 evaluated the semantic similarity from the perspective of the first law of geography30 and concluded that

there was a distance at which near things were less related than distant things. This result is compatible with our correlation analysis.

Beyond its use in location-based recommender systems, our suggested approach can aid in clustering and classifying textual data,

benefiting areas like marketing and social media analysis. Future research could explore the potential of incorporating other factors such

as cultural differences or language barriers into the model to further improve its accuracy and applicability in diverse contexts. Another
iScience 27, 109883, June 21, 2024 7



Figure 6. The geographical distribution of topics extracted by BERTopic in the Divar dataset and their corresponding Moran’s I index
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direction for future research could be to investigate the impact of different embedding methods on the relationship between semantic sim-

ilarity and geographical distance and identify which methods work best for different types of texts and datasets. Finally, this approach could

be extended to other modalities such as images or audio, where the concept of spatial distance can still be relevant but may need to be

defined differently. This could open up new avenues for research in multimodal NLP.

Conclusions

In this paper, we developed a method to measure the geospatial semantic similarity of texts. The method is based on the combination of the

BERT architecture and Moran’s I. The method classifies each document into topics using a topic modeling approach. The findings show that

the proposed method can improve the correlation between semantic similarity and geographical distance. Our study deepens our under-

standing of the differences between semantic similarity and geographical distance and how the users perceive them. The proposed method

can be used in location-based recommender systems where users expect similar items near their desired locations.

Limitations of the study

This study has a few limitations. First, pre-trained language models for Persian text are rare and a few options are available. Therefore, the

authors had to choose among a few options. On the other hand, crawling text from web is time-consuming. Specifically, in this study, we

needed georeferenced text to evaluate the results. In addition, in order to illustrate the effect of domain’s diversity on the semantic similarity

computations, two datasets with different topic’s diversity were required.

STAR+METHODS

Detailed methods are provided in the online version of this paper and include the following:
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Figure 7. The pairwise semantic similarity between the Wikipedia articles in our dataset
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Figure 8. Evaluation of recommendations based on user judgments
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REAGENT or RESOURCE SOURCE IDENTIFIER

Software and algorithms

BERT Devlin et al.S1 https://arxiv.org/abs/1810.04805v2

Sentence-BERT Reimers et al.31 https://ar5iv.labs.arxiv.org/html/1908.10084

BERTopic Grootendorst32 https://maartengr.github.io/BERTopic/index.

html

Python version 3.8 Python Software Foundation https://www.python.org
RESOURCE AVAILABILITY

Lead contact

Further information and requests for resources should be directed to andwill be fulfilled by the lead contact, Ali Asghar Alesheikh (alesheikh@

kntu.ac.ir).
Materials availability

Any additional information related to materials generated in this study is available from the lead contact upon request.
Data and code availability

� Some data reported in this study cannot be deposited in a public repository due to confidentiality reasons, which are mandatory ac-

cording to the Ethical Committee. However, they might be available upon request to the lead contact.
� This paper does not report original code.
� Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.
METHOD DETAILS

Dataset description

We employed a dataset of over 700 Persian Wikipedia articles and a dataset of over 10,000 real estate advertisements from Tehran, Iran. The

Wikipedia dataset contains the whole text of articles and the location information. It includes diverse topics frommuseums and cultural sites

to metro stations, governmental organizations, and universities. The dataset was collected using SPARQL Protocol and RDFQuery Language

(SPARQL) through the Wikidata Query Service. The advertisement dataset includes text and location details, focusing exclusively on real es-

tate and buildings. The dataset were crawled for six months, from September 2019 to February 2020, from a popular platform in Iran, called

Divar.33 Table S1 shows information about the datasets used in this study.
NLP problems in the geospatial context

In this section, we demonstrate empirically that current approaches for evaluating semantic similarity confront two challenges in geographical

applications. First, we demonstrate that pre-trained models cannot be applied directly to the geographical domain. Then, we show that in

some applications, such as location-based recommender systems, semantic similarity alone is insufficient as a criterion for recommending and

fails to meet users’ expectations.
Domain shift problem

A primary challenge for transfer learning algorithms is adapting to diverse domains.34 This challenge arises when an algorithm trained on a gen-

eral dataset needs to be applied to a dataset from a different domain with a distinct distribution.35 Since most models in NLP have been trained

using datasets with general contexts,36 they have to be adapted to geospatial context in location-based applications. To illustrate the domain

shift problem in geospatial context, we compute the paired semantic similarity on both datasets using the Sentence-BERTmethod.31 The details

and the architecture of BERT and Sentence-BERT is described in Figures S1 and S2, respectively. The Sentence-BERT algorithm was employed

using three distinct models: a general pre-trained model for English known as ‘‘all-MiniLM-L6-v2’’, a pre-trained multilingual model known as

‘‘paraphrase-multilingual-mpnet-base-v2’’,37 and a monolingual model specifically trained for the Persian language called ParsBERT.38 Prelim-

inary findings indicated that ParsBERT generally yields higher-quality results in discerning semantic similarity. Table S2 provides an example

in both English andPersian, demonstrating that themonolingualmodel producesmore intuitive results. The comparison involved two sentences,
12 iScience 27, 109883, June 21, 2024
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"The house is lush with greenery" (in Persian: ‘‘ تسازبسرسهناخ .’’) and "The house is in a garden" (in Persian: ‘‘ درادرارقغابردهناخ .’’), utilizing the three

models.

To demonstrate the difficulty of transitioning from a general domain to the geospatial context, 100 texts from each dataset were chosen

at random and their pairwise semantic similarity was determined. Figure S3 depicts the heat map corresponding to the similarity values.

The results show that for the dataset of Wikipedia articles, which contains more diverse topics than real estate advertisements, the

similarity values are also more diverse. On the contrary, for real estate advertisements, the amount of similarity obtained is very high.

Therefore, as the target domain’s range becomes narrower, the problem of domain shift becomes more apparent. The mean and standard

deviation of the similarity values for the Wikipedia dataset are equal to 0.53 and 0.48, and for the Divar dataset are equal to 0.82 and 0.06,

respectively.
Semantic similarity is not enough

Aside from domain shift, semantic similarity in geographical applications confronts an additional obstacle. This issue manifests itself in ap-

plications such as recommender systems.39 In non-spatial applications, since users are merely looking for semantically similar content, a

text-based recommender system suggests items to users based on semantic similarity. However, in geospatial applications, the user not

only is looking for similar content, but also intends to find items nearby.40 According to Tobler’s first law of geography,41 "all items are related,

but closer items are more related." Accordingly, the geographical distances of all pairs of items in both datasets were calculated and their

correlation with their corresponding semantic similarity values were determined. For theWikipedia dataset, the correlation is equal to -0.063,

and for the Divar dataset, it is equal to 0.015. These results show that, regardless of the domain’s range, the correlation of semantic similarity

with geographical distance is close to zero. In other words, there is no significant relationship between the computed similarity values and

geographical distance.
Proposed method

In the previous section, we identified that the semantic similarities found in the textual contents do not necessarily correlate with geographical

proximity. Moreover, we showed that in certain contexts the computed semantic similarities are higher than expected due to the domain shift

problem. In this section we propose a method to overcome domain shift and the incompatibility of semantic similarity with geographical dis-

tance. Figure S4 shows the workflow of the proposed method.

To solve the problem of the lack of correlation between semantic similarity and geographical distance, a new method based on topic

modeling42 and Moran’s I measure43,44 is proposed. In this paper, we employ two commonly used topic modeling approaches, namely

LDA and BERTopic. LDA, as an unsupervised method, categorizes documents into topics, each represented by a collection of words w. As-

sume that a document set consists of k topics and contains V words, the probability of assigning each topic to a documentD withN words is

calculated as.45

pðwja;bÞ =

Z
q

pðqjaÞ
 YN

n = 1

Xk
zn = 1

pðwnjzn;bÞpðznjqÞ
!
dq;

where w is the set of words in document D, and q is a k-dimensional random variable selected from a Dirichlet distribution. Also, a and b are

parameters that control themultinomial distribution of topics in the entire set of documents and themultinomial distribution of words in each

topic, respectively.

The BERTopic algorithm is a novel approach to topic modeling that leverages the power of BERT model.32 Unlike traditional topic

modeling methods such as LDA, BERTopic utilizes contextualized word embeddings generated by pre-trained BERT models to capture

the meanings of words in context. The algorithm follows a multi-step process: it first embeds the documents into a high-dimensional vec-

tor space using BERT embeddings (Figure S1). Next, it employs clustering techniques to group similar documents together, forming clus-

ters that represent distinct topics. Finally, representative words or phrases are extracted from each cluster to provide a coherent and inter-

pretable representation of the topics. One of the key advantages of BERTopic is its ability to capture semantic relationships and context,

making it particularly effective in tasks such as document clustering, summarization, and topic extraction. This algorithm has found appli-

cations across various domains where understanding the context and nuances of language is crucial for accurate analysis and

interpretation.

After obtaining the topics, it should be determined which topics are more geographically indicative. Naturally, topics that are less scat-

tered in the study area refer tomore specific regions.46We useMoran’s I to identify the geographically indicative topics. In the realm of spatial

analysis, Moran’s I stands as a conventional metric for gauging spatial autocorrelation, enabling the quantitative assessment of spatial clus-

tering in accordance with the first law of geography. The numerical value derived from Moran’s I serves as a robust indicator of geographic

dispersion, facilitating the identification of geographically indicative topics and documents. We utilize Moran’s I as a metric that operates on

the premise that topics exhibiting a higher degree of spatial clustering inherently possess a greater degree of geographic indicativeness. As a

result, the values derived from Moran’s I serve as weights to enhance the embeddings, leading to more contextually relevant depiction of

spatial relationships in the data. Moran’s I is computed as.
iScience 27, 109883, June 21, 2024 13



ll
OPEN ACCESS

iScience
Article
I =

n
Pn
i = 1

Pn
j = 1

wi;jðxi � XÞ�xj � X
�

Pn
i = 1

Pn
j = 1

wi;j

Pn
i = 1

ðxi � XÞ2
;

where xi is the topic probability value for document i calculated from LDA, andwi;j is the spatial weight between the points representing doc-

uments i and j.

In NLP, domain adaptation seeks to improve a model’s performance when applied to data from a domain different from its training set.

This technique involves adjusting the model’s parameters or features to better fit the new domain while preserving its ability to generalize to

other domains.47 Domain adaptation can be achieved through various methods such as fine-tuning,48 adversarial training,49 and feature se-

lection.50 The goal is to make the model more robust and accurate in handling data from different domains. Accordingly, in this study, the

Moran’s I values is used as weights in the domain adaptation approach. To apply the weights vector to the embedding, we simplymultiply the

embedding by the weights vector. It scales each dimension of the embedding by the corresponding weight value, effectively giving more

importance to certain features and facilitating the discovery of geospatially more related items for the recommendation algorithm.
QUANTIFICATION AND STATISTICAL ANALYSIS

No statistical analysis was employed in this study.
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