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A B S T R A C T   

Alzheimer’s Disease is the most prevalent neurodegenerative disease, and is a leading cause of disability among 
the elderly. Eye movement behaviour demonstrates potential as a non-invasive biomarker for Alzheimer’s Dis
ease, with changes detectable at an early stage after initial onset. This paper introduces a new publicly available 
dataset: EM-COGLOAD (available at https://osf.io/zjtdq/, DOI: 10.17605/OSF.IO/ZJTDQ). A dual-task para
digm was used to create effects of declined cognitive performance in 75 healthy adults as they carried out visual 
tracking tasks. Their eye movement was recorded, and time series classification of the extracted eye movement 
traces was explored using a range of deep learning techniques. The results of this showed that convolutional 
neural networks were able to achieve an accuracy of 87.5% when distinguishing between eye movement under 
low and high cognitive load, and 76% when distinguishing between the oldest and youngest age groups.   

1. Introduction 

Alzheimer’s Disease (AD), first documented by Alois Alzheimer in 
1906, is the most prevalent neurodegenerative disease (ND), accounting 
for 60–75% of dementia cases [1,2]. AD progressively affects memory, 
cognitive faculties, and behaviour. Initially asymptomatic, progression 
is marked by cognitive and functional decline, with impairment and 
neuropsychiatric symptoms becoming increasingly severe as the disease 
progresses [3]. 

The diagnosis of AD involves a comprehensive evaluation of the in
dividual, necessitating multiple steps [4] in a complex process, 
frequently requiring input from several healthcare professionals. The 
typical route to diagnosis begins with general practitioners (GPs), who 
are the first point of contact for patients and their families. GPs conduct 
initial clinical tests, and if cognitive decline is suspected, refer in
dividuals to specialists, such as neurologists and psychiatrists [4]. 
Neurologists perform neurological examinations and neuroimaging, and 
assist in differential diagnosis - distinguishing AD from Parkinson’s 
Disease (PD), for example [4]. Psychiatrists carry out more in-depth 

cognitive or mental status testing, as well as reviewing patient history, 
often working closely with neurologists [4,5]. Given the length of this 
process, and the fact that observable symptoms1 - such as personality 
changes - frequently only manifest long after the initial onset of the 
disease, timely diagnosis poses a challenge. The timely diagnosis of AD 
(and NDs generally) is an area in need of improvement as highlighted by 
the Institute of Medicine [6]. In particular, the early diagnosis of AD is 
linked to the potential attenuation of cognitive decline [7], which has 
significant impact on both the individual with AD and their families. 

The current AD diagnosis approach is effective but time-consuming, 
involving input from trained professionals across various tests aimed at 
detecting skill or functional loss, which are challenging to detect in the 
early stages. The application of artificial intelligence (AI) for assessing 
cognitive function through eye movements potentially offers a user- 
friendly, passive evaluation method suitable for various settings like 
GP surgeries, clinics, or homes. Results might be instantly provided to 
clinicians in a clear and relatable format. Given the projected increase of 
global AD cases [9], there is a need for an assessment tool that can be 
used at the early stage, and across a large population. 
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1 It is important to note however, that individuals in the preclinical stage of AD may exhibit impaired working memory and executive function at an early stage in 
the disease development, even in the absence of other observable symptoms [8]. 
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In recent years, changes in eye movement have continued to show 
potential as a non-invasive biomarker for NDs, including for mild 
cognitive impairment (MCI), and AD. In addition to changes due to ND, 
eye movement characteristics also change across the human lifetime. 
For example, research has shown that the reaction time (RT) of ballistic 
eye movements, such as saccades, typically slows [10–13], and that 
destination targeting becomes less accurate [14] with age, even among 
healthy older adults. Smooth pursuit eye movements (SPEM) also 
demonstrate an increased initiation RT [15,16] and increased saccade 
frequency [16]. These age-related differences are further exacerbated by 
the presence of AD or MCI [17] on both pro- [18] and anti-saccade [18, 
19] as well as SPEM [20,21] tasks. 

While eye movement analysis has been investigated for the purpose 
of distinguishing between normal cognitive function, MCI, and AD 
[22–25], conventional eye tracking methods (typically employing 
head-mounted eye trackers) often involve a large amount of pre
processing, such as segmenting eye movement time series data into in
dividual saccades or fixations and studying them in isolation. This paper 
instead focuses on the application of deep learning (DL) techniques to 
the analysis of long-sequence, non-periodic eye movement data (>30, 
000 frames per sample), with a specific emphasis on healthy and atyp
ical ageing. 

To achieve this, the authors’ conducted a study which recruited 
healthy individuals. These individuals had self-reported to be cogni
tively unimpaired, and had not been diagnosed with any of the exclu
sionary criteria (detailed in Appendix D). Participants performed a 
visual tracking task and a mental arithmetic task - while their eye 
movement was recorded with a single desk-mounted camera, as well as a 
short cognitive test measuring inhibitory control (the Simon task). 

Previous research has shown that both working memory (WM) [26] 
capacity and cognitive load can have a significant effect on eye move
ment [27–29]. As such, two test conditions were created with the 
intention to alter cognitive load involved in each task: low cognitive 
load (LCL) and high cognitive load (HCL). In the HCL condition, par
ticipants carried out the LCL (visual tracking) task while simultaneously 
performing the mental arithmetic task. These varying cognitive load 
conditions were employed with the aim of (i) creating cognitive vari
ability (using a dual-task approach similar to that undertaken in [30, 
31]), and (ii) exploring their effect on eye movement and whether the 
proposed machine learning (ML) approach is sensitive enough to 
differentially detect such variability. 

The purpose of this research was to validate the use of DL techniques 
in detecting eye movement changes resulting from a lack of cognitive 
resources. This would demonstrate potential for the early detection of 
MCI and AD, which is characterised by an overall reduction in WM [32], 
using DL. The application of DL techniques in this context may result in 
more objective (data-driven), and earlier interventions. This is of sig
nificant importance given that early diagnosis can influence the prog
nosis of the disease, with indications suggesting that the rate of cognitive 
decline may possibly be reduced [7]. As such, there is increasing de
mand for automated tests capable of determining cognitive ability - the 
research presented in [24] has been developed into a tool for simple and 
rapid cognitive assessment [33], with the aim of providing differential 
diagnoses of dementia. This tool offers the ability to obtain objective 
assessments, which could be adopted as a costeffective solution for 
clinical use. Our approach differs from that described in [24], in which 
the duration that users spent looking at specific regions of interest is 
measured and correlated to the cognitive score. In the methods used in 
this paper, the full eye movement trace is analysed and minimal pre
processing of the data is required, permitting the investigation of subtle 
and complex patterns in eye movement data which may elude tradi
tional analytical methods. 

A head-mounted alternative [34] to that presented in [33] aims to 
diagnose many different NDs, while [35] also employs eye tracking 
technologies but focuses on the diagnosis of Attention Deficit Hyperac
tivity Disorder (ADHD) and dyslexia. 

Traditional assessments to diagnose dementia can often be stressful 
for the individual, and can also require travel to specialist clinics. By 
interacting with a visual display, rather than actively engaging with 
questioning or challenging tasks, the stress response of participants may 
be reduced. The eye movement tests described in this paper are 3–4 
minutes long, and require minimal instructions. Given the reduced 
workload (compared to more traditional methods of assessment) of 
applying and analysing such tests, they could be used to obtain contin
uous data on cognitive function, potentially facilitating early interven
tion, as well as the evaluation of such care. 

The remaining structure of this paper is as follows. The experimental 
procedure is described in detail in Section 2.1, while the datasets 
collected are detailed in Section 2.2. The method used to extract time 
series data from the dataset is outlined in Section 2.3, with the results of 
the eye state detection (ESD) and eye centre localisation (ECL) models 
detailed in Sections 3.1 and 3.2, respectively. Methods for the analysis of 
this time series data are described in Section 2.4, with corresponding 
results in Section 3.3. Results for the Simon task are detailed in Section 
3.4. Finally, the study and results are discussed in Section 4, with 
concluding remarks given in Section 5. 

2. Material and methods 

This section describes the experimental protocol (Section 2.1), the 
gathered dataset (Section 2.2), the method for extraction of the eye 
movement time series data (Section 2.3), and the methods for analysing 
the data to distinguish between cognitive load conditions and age groups 
(Section 2.4). 

2.1. Data capture experiment 

The aim of this experiment was to elicit different types of eye 
movement under varying cognitive loads and capture images of the 
participants’ eyes as they watched the designed videos. By increasing 
the cognitive load associated with a task, we aim to emulate the chal
lenges faced by those experiencing cognitive decline [30,31,36] - 
characterised by a reduction in working memory capacity. The images 
were used to train DL models for the purpose of extracting key features 
pertaining to eye movement. The context was to investigate the poten
tial for ML/DL techniques to distinguish between cognitive decline in 
typical and atypical ageing. Section 2.1 details the experimental pro
cedure (Section 2.1.1) and participant demographic information (Sec
tion 2.1.2). Further information regarding the specific constituent 
elements of Video 1 (V1) and Video 2 (V2) are given in Appendix A and 
Appendix B, respectively. 

2.1.1. Experimental procedure 
The experimental setup included a computer and associated pe

ripheral accessories (mouse, keyboard etc); a forehead-chin rest to 
minimise participants’ head movement; a 27-inch monitor, positioned at 
a distance of 57 cm from the participant; and a high-speed camera (FLIR 
Grasshopper 3) set to record at a resolution of 400 × 960 at 160 frames 
per second, positioned at a distance of 40 cm from the participant. The 
experiment took place in a quiet, well-lit laboratory setting, with addi
tional lighting also positioned above the monitor. 

Upon arriving at the experiment location, participants reviewed the 
participant information sheet - which had been made available to them 
prior. All participants then signed a consent form and completed a de
mographics questionnaire, which gathered data relating to age group, 
gender, ethnicity, educational attainment, and exclusionary criteria. 
Participants were made aware of their right to withdraw from the 
experiment, and were given the opportunity to take as many breaks as 
necessary between each experimental stage. 

The experiment required participants to watch V1 and V2 twice, 
under two different cognitive loads, and to complete the Simon task [37] 
(a short test investigating inhibitory control) under two conditions 
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(using two or four colours), further described in Appendix C. The 
duration of the experiment, including responding to questionnaires, was 
approximately 60 minutes. 

The Simon task is a well-established cognitive task used in psycho
logical experiments to assess cognitive performance, particularly 
relating to attention and response inhibition [38,39]. In our experiment, 
the Simon task results provide additional ground truth to age group as 
general trends of increasing RT and error rate with age have been widely 
reported when using the Simon task [38–41]. Inclusion of the Simon task 
therefore serves in the validation of the DL models and interpretation of 
the results. 

In the LCL condition, the cognitive demand was limited to that 
inherent to the primary visual tracking task. In the HCL condition, 
cognitive demand was increased by introducing a simultaneous sec
ondary task [30,31] (counting backwards in sevens). 

The experiment was split into five stages: (i) watch V1, LCL condi
tion; (ii) watch V2, LCL condition; (iii) complete the Simon task; (iv) 
watch V1, HCL condition; (v) watch V2, HCL condition. The videos were 
designed to elicit different types of eye movement. Prior research has 
shown differences in saccadic eye movement characteristics between 
older and younger adults [10–14], as well as healthy older adults and AD 
patients [17–19]. V1 drew inspiration from these studies, focusing solely 
on saccadic motion. Differences have also been noted between these 
same groups in SPEM [15,16,20,21]. As such, V2 focused on SPEM and 
other patterns that required more dynamic eye movements, such as 
waveform tracking and figure-of-eight tests. Detailed breakdowns of the 
video contents are given in Appendix A and Appendix B. 

The Simon task used visual stimuli, with coloured squares employed 
as the target stimuli (TS). The test was completed under two conditions: 
(i) with two colours and (ii) with four colours, where the four-colour 
condition placed a greater demand on working memory due to the 
additional rules that participants were required to remember [38]. A full 
breakdown of the Simon task methodology and gathered data is given in 
Appendix C. It is important to note that Simon task results can display 
considerable variability, with some older adults performing much better 
than others. Factors such as bilingualism, education [42,43], or lifestyle 
[44,45] may play a role in comparatively better performance on the 
Simon task at a given age, serving to preserve cognitive function. 

The Simon task scores are evaluated in both the two and four colour 
conditions, as well as across ages, to gain an understanding of each 
participant’s cognitive ability. This is because this may affect the ac
curacy of the trained DL models in determining the age group and 
cognitive load condition of the individual (i.e. it may be harder to 
distinguish an older individual who scores very well on the Simon task 
condition from younger individuals in the eye movement tasks). 

Additionally, there is evidence that fatigue has an effect on eye 
movement [46]. To accommodate for variations in fatigue levels, par
ticipants were invited to take part in a repeat of the experiment 
described in this section at a later date. This permitted data collection 
under different fatigue conditions given the likelihood that identical 
levels of fatigue would not be experienced in each experiment. This 
would also introduce intra-person variability to our dataset. As the 
repeated experiment was exactly the same, a minimum duration of two 
weeks between the first and repeated experiment was required. This 
ensured that the practice effect - which may otherwise result in partic
ipants exhibiting improved performance on both visual tracking and 
cognitive tasks - was mitigated as much as possible. 

2.1.2. Participant breakdown 
The focus of this pilot study was on healthy ageing, and so a 

comprehensive list of exclusionary criteria for participants was used. 
This is included in Appendix D. All participants were also required to 
have either normal or corrected to 20/20 vision. 

Overall, 75 participants (50 male, 25 female) took part in the 
experiment, all of whom successfully completed the entire experiment 
(excluding the repetition). Participants were split into four distinct age 

groups: 18–29 (31); 30–44 (13); 45–59 (19); and 60+ (12). In terms of 
ethnicity, the majority of participants identified as White (53), while the 
remaining participants identified as Asian (16), Black (3), or preferred 
not to disclose (3). With respect to education attainment, the majority of 
participants had obtained a degree - split into undergraduate (21), 
postgraduate (30), or doctorates (13), with the remaining participants 
having attained secondary school education (7) or alternative qualifi
cations (2). 

Of the 75 participants, 30 (22 male, 8 female) repeated the experi
ment. Notably, participants who repeated the experiment generally 
tended to be younger: 18–29 (17); 30–44 (4); 45–59 (5); and 60+ (4). 
The majority of repeat participants identified as White (22), while the 
remaining participants identified as Asian (7) or preferred not to disclose 
(1) this information. The educational attainment of repeat participants 
was: secondary school (3), undergraduate degree (11), postgraduate 
degree (13), doctorate (2), or other (1). 

2.2. Datasets 

The eye movement under differing cognitive loads (EM-COGLOAD) 
dataset gathered during this experiment is publicly available at [47], 
and is divided into four constituent parts: (i) labelled images, detailing 
the location of key eye features; (ii) labelled images, classifying whether 
the image contains a blink, or an open eye; (iii) the Simon task results; 
and (iv) the complete eye movement traces. Information linking each 
participant to a corresponding age group is also provided. The ultimate 
purpose of this work and developed dataset is to investigate the effect of 
age and varying cognitive load on eye movement. 

The images captured during the experiment make up the majority of 
files within the dataset. The image filenames denote the time the image 
was saved. 40,800 images were captured during the viewing of V1, 
while 33,920 were captured during V2, resulting in 149,440 images per 
participant per experiment, as participants watched each video twice. 
With 75 participants taking part, this represents a substantial amount of 
image data. These images are stored by participant within each partic
ipant folder. V1 and V2 under the LCL condition are stored in subfolders 
0 and 1, respectively, and the images captured whilst watching V1 and 
V2 under the HCL condition are stored in subfolders 2 and 3 
respectively. 

To facilitate the training of ML models for ECL, the dataset contains 
hand labelled images identifying the location of the pixel coordinates for 
the pupil centres of the left (lx, ly) and right (rx, ry) eyes, as illustrated in  
Fig. 1. Given the frame rate of the camera, it was likely that consecutive 
images would be very similar. Thus during the labelling process every 
fourth image was extracted for labelling consideration and subsequently 
the structural similarity index measure (SSIM) [48] was used to compare 
and select the most different images using an experimentally determined 
threshold for manual labelling. This subset is composed of 13,813 im
ages containing labelled pupil centres. 

In addition, another subset of 52,506 images were manually anno
tated with eye state regarding its openness. This consists of 27,033 im
ages containing blinks. There is considerable individual variability in 
blinking behaviour: many participants did not fully close the eye during 
a blink, while others may have closed one eye more than the other, or 
not closed one eye at all. An example of blinking behaviour when the eye 
is not fully closed is shown in Fig. 2. As such, a blink is defined 
throughout this work as the point at which the centre of the pupil is no 
longer visible - thus the eye can be partially open during a blink. 

Blinks were identified by manually inspecting thumbnails of every 
fourth image to locate a blink. Once a blink was identified, images were 
examined on a frame-by-frame basis to determine when the pupil centre 
was obscured or revealed, thus defining the start and end point of the 
blink. All interim images were also classified as a blink. To permit the 
development of DL models for ESD, a further 25,473 images of open eyes 
in a range of positions (e.g. looking to the left, right, up, or down) and 
degrees of openness (e.g. partially or fully open) were also labelled. 
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In addition to image data and corresponding labels, both the raw and 
calculated Simon task results are also included in the dataset and stored 
within the participant folders in CSV files. The raw data contains three 
features: (i) pattern, the colour and location (congruent, incongruent, 
neutral) of the target stimulus (TS); (ii) correctness, whether the 
participant pressed the correct key in response; and (iii) latency, the RT 
of a correct response. 

The calculated data contains twenty features in total - the participant 
number and age group alongside eighteen calculated features: error rate, 
mean latency, and latency range for congruent, incongruent, and neutral 
trials, under LCL and HCL. 

Finally, the full eye movement traces for each participant and video 
are also included. This data is ordered consecutively and contains five 

features: the x and y locations of the left and right eyes (lx, ly, rx, ry), and a 
binary variable indicating whether or not the image contains a blink in 
every captured frame. 

2.3. Extraction of eye movement trace 

To analyse the eye movement of the participants, it was necessary to 
extract the location of the eye centres in each frame. Due to the appa
ratus used and the position of the camera, the dataset images are con
strained to a narrow field of view focused on the eye region, a subset of 
which is shown in Fig. 3. 

While inter-participant variation is quite minimal as a result of the 
experimental setup, differences arise due to the presence or not of 

Fig. 1. Example of a labelled image, detailing the location of key eye points, resulting in four features: (lx,ly) and (rx,ry) for the left and right pupil centres, 
respectively. Note that left and right are denoted from the perspective of the image viewer, not the participant. 

Fig. 2. An example of a partial blink cycle - illustrating the ambiguity in defining a blink. The first and last images in the sequence are defined as open eyes, while the 
interim images are classified as blink. 

Fig. 3. Examples of dataset images demonstrating intra-person variability, as well as the overall constrained nature of the images which results in the images broadly 
being very similar. 
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glasses, as well as eye colour, ethnicity, specularities, highlights, and 
shadowing. Some participants also appear at more of an angle relative to 
the camera - which occurred when the participant did not keep their 
forehead in contact with the forehead bar while watching the video. 

To take advantage of the large number of images captured, a DL 
approach was explored for the purpose of extracting eye centres. DL 
models, particularly convolutional neural networks (CNN)s, have shown 
remarkable capability to learn varied tasks from image data [49], and 
thus form the basis of the following investigations. 

The extraction of eye centres necessitated a three-stage process 
composed of: (i) ESD; (ii) eye region detection; and finally (ii) ECL. Eye 
region detection was carried out as a precursor step to ECL to increase 
the resolution of the segmented eye region used as input to the DL 
models, without changing the overall size of the input image, as in [50]. 
Transfer learning techniques were employed using models pretrained on 
ImageNet [51] in each of these tasks. The pretrained models were 
extended by the addition of fully connected layers. 

Training was a two-stage process. In the first stage, the pretrained 
weights were frozen, and only the added fully-connected layers were 
trained until the model converged. In the second stage of training, the 
weights of the entire model were unfrozen, including the pretrained 
layers. Training was carried out in this manner to prevent large updates 
to the pretrained model weights during backpropagation, which may 
result from poor initialisation of the final additional layers. Therefore, 
during the first stage of training the pretrained weights are used to assist 
in network initialisation, and in the second stage of training the model is 
still able to learn features that may be significantly different to the initial 
classification task it was originally trained on. 

The pipeline used to extract the eye movement traces is shown in  
Fig. 4. It is composed of three stages: (i) ESD to identify blinks and 
remove these images from the remainder of the pipeline; (ii) individual 
eye region identification; and (iii) ECL. 

The MobileNetV2 model was used for eye state detection, VGG16 
was used for eye region identification, and InceptionV3 was used for 
ECL. All models were implemented using Keras [52] with a Tensorflow 
[53] backend. Results for a range of models tested are shown in Sections 
3.1 and 3.2, for the ESD and ECL tasks, respectively. 

During the ESD stage, all images are classified as either containing 
both eyes open, or a blink. For those identified as eyes open, eye region 
identification was carried out to locate the two patches within each 
image containing the eyes, and subsequently ECL to predict the pupil 
centres was carried out. An example of the extracted eye movement 
trace is shown in Figure E.12. 

2.4. Determining cognitive load and age group from eye movement time 
series data using ML techniques 

With all eye movement traces extracted according to the pipeline 
illustrated in Fig. 4, it becomes possible to use them to determine the 
cognitive load condition. This investigation was approached as a time 
series classification (TSC) task. The extracted eye movement time series 
from each video were analysed. The length of the time series is equiv
alent to the number of frames captured during the video. Thus the length 
of the V1 (saccadic motion) time series was 40,800 steps, while the 
length of the V2 (SPEM) time series was 33,920 steps. In each instance 
all four eye movement features (lx, ly, rx, ry) were used. 

The objective was to classify eye movement traces as belonging to 
either the LCL or HCL condition. The data was split into a training set 
(80%) and testing set (20%). The training set was further subdivided 
into five folds for five-fold cross-validation, using four folds for training 
and the remaining fold for validation during each of the five iterations. 
Each participant appeared exclusively in either the training set, or the 
testing set. Additionally, during cross validation, participants appeared 
exclusively in either one of the training folds, or the validation fold. 
Prior to training, the eye movement traces were standardised such that 
they had a mean of zero and a standard deviation of one. Any sequences 
that were not of the requisite length were removed. 

The method for determining age group from the extracted time series 
data was largely identical to that for cognitive load - with the same two 
conditions analysed, and the same four features and preprocessing steps 
used. However, the dataset was composed solely of participants from the 
youngest (18− 29), and the oldest (60+) age groups, with participants 
once again appearing either exclusively in the training, validation, or 
testing sets. The objective was to classify participants as belonging either 
to the 18–29 or 60+ age group, thus determining the feasibility of 
estimating age from eye movement using DL techniques. This was to 
demonstrate the feasibility of discriminating between the two selected 
classes. 

Previous research has demonstrated the efficacy of a range of models 
for the purpose of TSC [54,55]. The models tested in this instance were 
fully convolutional networks (FCN), CNN, Inception, and an encoder. 
The architectures of the models are shown in Appendix F, with key 
hyperparameter choices also detailed. All models used the Adam opti
miser and the binary cross-entropy loss function. Learning rates were 
determined heuristically through testing on the validation sets, and 
varied between models. 

3. Results 

The results for the ESD and ECL models are given in Section 3.1, and 

Fig. 4. Pipeline for extraction of the eye movement trace from participant images. Images are first run through the eye state detection model to be classified as a 
blink or not, before the eye regions of the open eyes are identified and eye centre localisation is carried out. The predicted eye centres are combined with blinks to 
result in the final eye movement trace. 
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Section 3.2, respectively. In Section 3.3 the results of the best per
forming DL models for determining cognitive load condition and age 
group from the extracted eye movement time series are detailed. 
Following this, a brief exploration of the Simon task results using 
traditional statistical techniques is given in Section 3.4 to assist with 
result interpretation. 

3.1. Eye state detection results 

The results of the ESD models on the validation set before and after 
unfreezing the weights of core (pretrained) model are shown in Table 1, 
alongside the final results of the best performing models on the test set. 
Three variations in the final layer configurations were explored: (i) the 
output of the core model was flattened and fed into four successive fully- 
connected layers; (ii) a global average pooling layer (GAP), which fed 
into a fully-connected layer; and (iii) a GAP layer, and two fully- 
connected layers. These configurations are referred to in Table 1 as 0, 
1, and 2, respectively. 

There was minimal performance difference between models on the 
validation set after the first stage of training, with each model achieving 
accuracies >98%. After the first-stage training step, layer configuration 
1 consistently performed worse than layer configuration 2, itself per
forming worse than layer configuration 3 - indicating that generally, 
greater accuracy correlated with an increased number of parameters, 
although the differences in accuracy were very small (<1.35%). 

While excellent results were achieved on the validation set after the 
first stage, the two-stage training process (in which the weights of the 
pretrained model were unfrozen during the second stage) generally 
resulted in minor performance improvements, with all models achieving 
an accuracy of >99%. Performance differences arising due to different 
model configurations were considerably reduced. The greatest im
provements were seen in layer configuration 1, which had the fewest 
parameters. Notably, the training process demonstrated the applica
bility of the pretrained models to this process. 

The most accurate model on the test set was MobileNetV2, with an 
accuracy of 99.77%, although all of the models demonstrated excellent 
performance. As such, processing time became a greater consideration 
for model selection due to the large number of images in the dataset. In 
addition to having the highest accuracy, MobileNetV2 processed images 
the fastest, and as such, was integrated into the ECL pipeline and used to 
detect blinks in the unlabelled images, as illustrated in Fig. 4. 

3.2. Eye centre localisation results 

Results for the ECL localisation on the validation set are shown in  
Table 2, which details the error after the first and second stages of 
training for the models. Normalised error, e, is reported and calculated 
as in Eq. 1, where d is the Euclidean distance between the ground truth 
and predicted centre of the left or right eyes, and w is the interpupillary 

distance of a given participant. Introduced by [56], it is the most widely 
used metric for ECL. 

e =
d
w

(1) 

The results show that the weights of the pretrained models provide a 
useful starting point for training, with all three models achieving e <=

0.1 for >99% images in the validation set. However, there was consid
erable variance between models for e <= 0.025 after the first stage of 
training, with Xception and MobileNetV2 achieving this error for >70% 
of images. Conversely, InceptionResnetV2 only achieved this for 
approximately 28% and 43% of images for the left and right eyes, 
respectively. 

The two-stage training process results in significantly improved 
performance for all models at the lowest error rates. The greatest im
provements were demonstrated by the InceptionResnetV2 model, where 
the predicted pupil centre was within e <= 0.025 of the ground truth for 
98% of images. At the smallest error (e <= 0.025) InceptionResnetV2 
demonstrated the highest performance, as such, the performance of the 
model on the test set is reported in Table 3. 

3.3. Eye movement time series classification analysis 

Having achieved accurate ECL, the proposed DL approach proceeded 
to the subsequent stage, namely eye movement TSC. This section details 
the best performing DL models for TSC of the extracted eye movement 
traces for two different tasks: (i) distinguishing between high and low 
cognitive load (Section 3.3.1), and (ii) distinguishing between the oldest 
and youngest age groups (Section 3.3.2). 

3.3.1. Determining cognitive load from eye movement time series results 
The average results from five-fold cross-validation on the validation 

sets, when distinguishing between eye movement time series data under 
the LCL and HCL conditions alongside accuracy on the test set are shown 
in Table 4. The architecture of the most accurate model is shown in  
Table 5. 

This investigation examined model performance on two different 
categories of eye movement time series data, which were extracted from 
the images of participants watching V1 (saccadic), or V2 (SPEM). The 

Table 1 
Eye state detection results. Three different final layer configurations were 
explored for each model. Each of these configurations are identified by 0, 1, and 
2, in the Layers column. TS 1 and TS 2 details the model accuracy after training 
stage one and two, respectively. The best layer configuration for each model was 
evaluated on the test set.  

Model Layers TS 1 TS 2 Test Accuracy 

Xception  0 99.79% 99.74% -   
1 98.81% 99.74% 99.62%   
2 99.53% 99.74% - 

InceptionResnetV2  0 99.81% 99.81% 99.72%   
1 98.46% 99.76% -   
2 99.63% 99.72% - 

MobileNetV2  0 99.61% 99.74% -   
1 99.38% 99.80% 99.77%   
2 99.60% 99.77% -  

Table 2 
ECL Model Accuracy for three different models on the validation set are shown 
for the left (L) and right (R) eyes after training stage 1 (in which the pretrained 
model weights were frozen) and training stage 2 (in which the weights of the 
entire model were unfrozen).  

Model Eye Training 
Stage 

e < =

0.025 
e < =

0.05 
e < =

0.1 
e < =

0.25 

Xception L 1 72.7% 95.3% 99.8% 99.9% 
2 93.3% 99.9% 100% 100% 

R 1 73.8% 95.6% 99.6% 99.9% 
2 92.8% 99.2% 99.9% 99.9% 

InceptionResnetV2 L 1 28.4% 76.1% 99.3% 100% 
2 97.6% 99.7% 99.9% 100% 

R 1 43.6% 84.2% 99.0% 99.9% 
2 97.9% 99.6% 99.9% 99.9% 

MobileNetV2 L 1 75.7% 96.3% 100% 100% 
2 86.3% 98.4% 100% 100% 

R 1 75.8% 96.9% 99.8% 99.9% 
2 87.0% 98.7% 99.8% 99.9%  

Table 3 
ECL model accuracy, for the left (L) and right (R) eyes, on the test set, using the 
InceptionResnetV2 model.  

Eye e < = 0.025 e < = 0.05 e < = 0.1 e < = 0.25 

L 98.2% 99.5% 99.8% 99.9% 
R 97.8% 99.6% 99.9% 99.9%  
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number of epochs to train each model was determined heuristically from 
the training and validation loss curves during the training and validation 
process and was as follows: CNN, 25; encoder, 12; and Inception, 40. The 
FCN model was prone to significant overfitting across a range of eval
uated hyperparameters, and as such was not evaluated on the test set. 

When distinguishing between HCL and LCL, the CNN model reported 
the best results of 87.5% on the test set. This was achieved when ana
lysing the sacccadic data captured while participants were watching V1. 
Both encoder and inception models achieved equal performance, 
reporting 82.5% accuracy on the test set. 

The CNN model also reported the best scores for distinguishing be
tween cognitive load conditions using the V2 data, achieving an accu
racy of 86.5%. In comparison, the Inception model reported 
considerably lower accuracy for V2 data (73.0%). 

Overall, there was generally not a significant difference in perfor
mance on the test set between eye movement traces extracted from V1 or 
V2. This suggests that it is possible to distinguish between cognitive load 
conditions across a range of eye movement paradigms, particularly 
when using CNN or encoder based approaches. 

3.3.2. Determining age group from eye movement time series results 
The results of the TSC models when distinguishing between two age 

groups: the oldest (60+) and youngest (18− 29), using the extracted eye 
movement traces are shown in Table 6. Once again, we report the 
average results from five-fold cross-validation on the validation sets, 
alongside accuracy on the test set. As previously discussed, while there is 

likely a general trend of cognitive decline with age it is not determin
istic. Changes in eye movement behaviour are somewhat unique to the 
individual and their cognitive state, and thus categorising an individual 
as younger than they are may not necessarily constitute an incorrect 
classification for age. Results from the Simon task (Section 3.4) illustrate 
this; while cognitive ability - particularly response inhibition generally 
decreases with age, this is not unilaterally the case. Therefore, in future 
work, we propose to use the Simon task to allow for additional corre
lation analyses and to assist with the interpretation of results, in 
particular the presence of potential outliers. 

The CNN and encoder models reported the best results when dis
tinguishing between age group using either saccadic or SPEM data. Best 
results were achieved when analysing SPEM data captured while par
ticipants were watching V2. The FCN and Inception models generally 
tended to predict the majority class on the validation set, and as such 
performance on the test set was not evaluated. 

The best performing CNN model for the age group classification task 
is shown in Table 7. Given the class imbalance in distinguishing between 
the oldest and youngest age groups, the results of the CNN model on the 
test set are also shown in confusion matrix form in Fig. 5 when 
considering saccadic data, and Fig. 6 when considering SPEM data. Note 
that there was a greater amount of SPEM data available once sequences 
of length shorter than the displayed video were removed - this occurred 
due to the camera not recording images during the study, or ceasing to 
record images while the participant was watching the video. 

3.4. Simon task results 

The Simon task results are shown in Table 8. To explore the presence 
of any significant interaction among age group, spatial location (con
gruency), and cognitive load on RT, a three-way multivariate analysis of 
variance (MANOVA) test was conducted using SPSS Statistics. It is 
important to note that MANOVA tests assume that the dependent vari
ables within each group are normally distributed, and that the re
lationships between dependent and independent variables are linear - 
which may not always hold true. 

The aim of the MANOVA was to evaluate the general performance 
trends with respect to age, cognitive load, and congruency, and subse
quently use this to inform future work, instead of using the results solely 
to quantify the effect size. 

The tests concerning within-subject effects revealed non-significance 
for the interactions of condition*congruency*age group, con
dition*congruency, congruency*age group, and condition*age group, 
suggesting the absence of interaction effects. Box’s test of equality of 
covariance matrices yielded a non-significant outcome, indicating that 
the assumption of equal covariance matrices was met. For the con
dition*congruency interaction, Mauchly’s test of sphericity indicated 
significance, thus Greenhouse-Geisser (GG) corrected values were used 
for the analysis. However, both condition and congruency exhibited 
significant main effects: F(1,68)= 305.389, p < 0.001 and F(2,68)=
98.053, p < 0.001, respectively. For between-subject tests, a significant 
age effect emerged, F(3,68)= 8.151, p < 0.001. Post-hoc pairwise 

Table 4 
Model accuracy on the validation (average scores from 5-fold cross validation) 
and test sets when distinguishing between LCL and HCL conditions using eye 
movement time series data. Saccadic indicates that only information from V1 
was used, SPEM corresponds to V2.  

Model Data Validation Accuracy Test Accuracy 

CNN Saccadic (V1) 94.7% 87.5%  
SPEM (V2) 90.1% 86.5% 

FCN Saccadic (V1) 78.2% -  
SPEM (V2) 70.0% - 

Encoder Saccadic (V1) 90.1% 82.5%  
SPEM (V2) 86.2% 83.7% 

Inception Saccadic (V1) 81.1% 82.5%  
SPEM (V2) 74.1% 73.0%  

Table 5 
Structure of the most accurate CNN when distinguishing be
tween cognitive load conditions.  

Layer Output Shape 

Input 40800 × 4 
1D Convolution 40794 × 8 
1D Average Pooling 13598 × 8 
1D Convolution 13586 × 64 
1D Average Pooling 4530 × 64 
Flatten 289920 
Fully Connected 1  

Table 6 
Model accuracy when distinguishing age group from eye movement traces on 
the validation and test sets.  

Model Data Validation Accuracy Test Accuracy 

CNN Saccadic (V1) 82.2% 76.2%  
SPEM (V2) 88.3% 76.9% 

FCN Saccadic (V1) 80.9% -  
SPEM (V2) 73.1% - 

Encoder Saccadic (V1) 76.1% 71.4%  
SPEM (V2) 73.2% 73.1% 

Inception Saccadic (V1) 46.4% -  
SPEM (V2) 70.5% -  

Table 7 
Structure of the most accurate CNN when distinguishing between 
the oldest and youngest age groups.  

Layer Output Shape 

Input 40800 × 4 
1D Convolution 40794 × 16 
1D Average Pooling 13598 × 16 
1D Convolution 13586 × 64 
1D Average Pooling 4528 × 64 
1D Convolution 4522 × 16 
1D Average Pooling 1507 × 16 
Global Average Pooling 16 
Fully Connected 1  
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comparisons employing Bonferroni corrections indicated significant 
differences between the 18–29 and 45–59 age groups (p = 0.014); the 
18–29 and 60+ age groups (p < 0.001); and the 30–44 and 60+ age 
groups (p = 0.007), while no other interactions reached significance. 
Notably, discerning performance differences between the 18–29 and 
30–44 age groups, and between the 45–59 and 60+ age groups was 
challenging, with p-values of 1.00, and 0.624, respectively. 

The results of the pairwise comparisons also demonstrated signifi
cance in comparing performance between cognitive load conditions 
(p < 0.001). Furthermore, the location of the stimuli (congruent, 
incongruent, or neutral) exhibited significance when comparing 

congruent to neutral trials (p = 0.005), congruent to incongruent trials 
(p < 0.001), and neutral to incongruent trials (p < 0.001), indicating 
that stimuli location had a significant effect on RT. Conducting Tukey’s 
HSD test revealed several homogeneous subsets. Notably, the 18–29 and 
30–44 age groups demonstrated a very insignificant difference 
(p = 0.944), suggesting substantial difficulty in differentiating between 
these two age groups based on RT. The same test also found that the 
30–44 and 45–59 age groups, and 45–59 and 60 + age groups did not 
display statistically significant differences, with p-values of 0.163 and 
0.300, respectively. 

Fig. 7 shows the Simon task results when the dataset is projected onto 
the first three principal component (PC) axes with respect to age group. 
From visual inspection, these age groups may not be easily separable by 
linear boundaries in this three-dimensional feature space (but may be 
more easily separable in a higher-dimensional space). 

This is to be expected given the non-linear process of cognitive 
degeneration, as well as the considerable individual variance in per
formance on tests such as the Simon task due to factors such as bilin
gualism [38]. Despite this, the results of the PCA align with the 
MANOVA results, indicating much fuzzier boundaries between adjacent 

Fig. 5. Confusion matrix detailing the results of the best performing CNN 
model on the test set of saccadic data, showing the imbalance between oldest 
and youngest classes. The label of 0 corresponds to the youngest age group, 
while the label of 1 corresponds to the oldest age group. 

Fig. 6. Confusion matrix detailing the results of the best performing CNN 
model on the test set of SPEM data, showing the imbalance between oldest and 
youngest classes. The label of 0 corresponds to the youngest age group, while 
the label of 1 corresponds to the oldest age group. 

Table 8 
Simon task RT results. Mean RT for each age group and spatial location 
(congruent, incongruent, neutral) in both the two and four colour condition are 
reported in ms.     

Age 
Group     

18-29 30-44 45-59 60 +

Two-colour 
condition 

Congruent 417.1 
± 63.8 

434.1 
± 73.1 

468.9 
± 72.1 

494.7 
± 101.7  

Neutral 434.1 
± 74.2 

455.0 
± 48.9 

476.5 
± 68.4 

528.8 
± 87.1  

Incongruent 459.7 
± 67.8 

473.3 
± 54.6 

525.8 
± 74.7 

546.7 
± 75.1 

Four-colour 
condition 

Congruent 562.3 
± 66.5 

561.5 
± 49.2 

593.9 
± 67.0 

643.1 
± 95.3  

Neutral 561.4 
± 81.1 

568.1 
± 45.7 

625.0 
± 67.9 

657.2 
± 74.3  

Incongruent 582.5 
± 76.8 

592.8 
± 56.0 

650.2 
± 71.7 

684.0 
± 88.5  

Fig. 7. Principal component analysis (PCA) results from Simon task data pro
jected onto three PC axes, with respect to age group. 
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age groups (e.g. 18–29 is similar in performance to 30–44). Additionally, 
performance of the oldest age group appears to have the greatest vari
ability. This could be due in part to the reduced number of participants 
in this age group compared to the others, or to the variability of the 
cognitive degeneration process. PCA was also explored for distinguish
ing between cognitive load (namely the two and four colour conditions 
in the Simon task), shown in Fig. 8. 

The boundary between the two- and four-colour conditions is visu
ally more separable than the previous distribution of age groups (Fig. 7) 
in this threedimensional space. This suggests that distinguishing be
tween the high and low working memory load conditions in the Simon 
task may be comparatively easier than differentiating between age 
groups. This once again aligns with the MANOVA results, which indicate 
that the condition under which the Simon task was completed has a 
significant effect. 

4. Discussion 

One of the primary contributions of this work is the dataset. While 
the focus of this work is distinguishing between eye movement (i) under 
low and high cognitive load, and (ii) between the oldest and youngest 
age groups, the dataset contains a large number of labelled images 
permitting the investigation of other tasks, including ESD and ECL. 

The ESD and ECL models used to extract the eye movement traces 
demonstrate excellent results on the test set. For the ESD task, each 
model achieves comparative performance, suggesting that a range of 
different CNN based architectures are appropriate for this task. 

The efficacy of the two-stage training process employed during 
transfer learning is made particularly clear in the ECL task, shown in 
Table 2. Significantly higher accuracies were achieved after the second 
stage of training (in which the pretrained weights are unfrozen and 
subsequently updated) for each model. Thus, while the pretrained 
weights provide a useful initialisation for the model, further training on 
this specific task enhances model performance, and allows the model to 
specialise in learning features pertinent to ECL. 

The extracted eye movement traces were used to investigate the ef
fect of healthy ageing and cognitive load using TSC models, and a range 
of different models were able to distinguish between eye movement 

under LCL and HCL. CNNs in particular, were demonstrated to be 
effective methods for eye movement analysis, achieving accuracies of 
86.5% when analysing SPEM data and 87.5% when analysing saccadic 
data. The comparable accuracies of the CNN model in distinguishing 
between LCL and HCL conditions when using saccadic and SPEM data 
also suggests that these differences may be detectable across a range of 
different stimuli. This suggests that, using our methods, changes in eye 
movement during day-to-day activities (or more natural visual tasks) 
may also be detectable. Our experiment also uses a desk-mounted 
camera, rather than head-mounted eye trackers. Adopting this 
approach has promise to enable more naturalistic eye tracking tests, 
especially for individuals who may be unfamiliar with head-mounted 
eye trackers. 

A full breakdown of the CNN architectures explored is given in Ap
pendix F. The number of convolutional layers, filters, kernel size, and 
ending layer configurations were investigated. The best performing 
model for distinguishing between cognitive load conditions is described 
in Table 5, which employed two convolutional layers, each followed by 
a pooling layer. The output of the pooling layer was then flattened, and 
then input to a final fully-connected layer. Due to the nature of long- 
sequence time series (40,800 timesteps for each saccadic trace), this 
resulted in a large number of parameters in the final layer. However, 
replacing the flatten layer with a global average pooling layer, or adding 
additional fully-connected layers resulted in significant performance 
decreases. 

The addition of further convolutional layers resulted in substantial 
overfitting when the number of convolutional layers was greater than 
three. Best performance occurred when two convolutional layers were 
used, with accuracy highest for the (8, 16), and (8, 64) number of filters. 

For the kernel size configurations, the investigations described in this 
paper primarily focused upon the feasibility of distinguishing between 
cognitive load condition and age group based on eye movement patterns 
that occurred in a short window. Future work will aim to better capture 
long-term memory in these eye movement patterns. Generally, kernel 
size had less impact on accuracy than number of filters, or layer con
figurations, although when exploring larger kernel sizes the model was 
more prone to overfitting. 

Distinguishing between the oldest and youngest age groups was a 
more challenging task than distinguishing between cognitive load con
ditions, achieving a maximum accuracy of 76.2% on the saccadic data, 
and 76.9% on SPEM data using CNN models. This may stem from the 
comparatively smaller dataset size (75 participants for the cognitive 
load classification task vs 43 participants for the age group classification 
task), which resulted in a smaller amount of training data. Additionally, 
there were a greater number of training samples for the younger age 
group due the greater number of younger participants who took part in 
the repeat experiments (17 vs 5 participants). Further complexity may 
have been introduced to this task by using eye movement traces from 
both LCL and HCL conditions. 

The overall accuracy when determining age group was comparable 
when using either the saccadic or SPEM data. However, the best per
forming model had a tendency to incorrectly classify older individuals as 
part of the younger age group when using the SPEM data. This could be 
due to the increased cognitive load when watching V1. The antisaccade 
task in particular has an inherent cognitive load greater than the saccade 
or SPEM tasks used in V2. Research has shown that working memory 
generally declines over the human lifetime, so the ability to carry out the 
antisaccade task (especially under the dual task paradigm) may be more 
impaired in older adults, making it easier to distinguish between older 
and younger adults - as well as resulting in more younger adults being 
incorrectly classified using the V1 (saccadic) data. Conversely, as the 
inherent cognitive load of V2 is less, the overall affect of the simulta
neous task may have more measured impact on eye movement - thus 
making it harder to distinguish between older and younger individuals. 
Future work will explore the efficacy of using the individual movements 
designed for each video (detailed in Appendix A and Appendix B) in 

Fig. 8. PCA results from Simon task data projected onto three PC axes, with 
respect to cognitive load - where LCL refers to the two colour condition, and 
HCL refers to the four colour condition. 
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distinguishing between cognitive load conditions and age groups. 
Certain models (in particular Inception and the FCNs, as well as the 

more simplistic CNN models consisting of only two layers and minimal 
filters) tended towards predicting only the majority class when dis
tinguishing between age groups. A number of approaches were applied 
to mitigate this - including oversampling the minority class, under
sampling the majority class, and initialising the weights of the final layer 
with respect to the minority/majority classes, but these had minimal 
effect. Nonetheless, the results of the CNN and encoder models 
demonstrate the feasibility of distinguishing between two age group 
classes. In future work, methods for distinguishing between each age 
group (18–29, 30–44, 45–59, 60+) will be explored. 

The best performing model for distinguishing between the oldest and 
youngest age group is detailed in Table 7. This model employed three 
convolutional layers, each followed by a pooling layer. The output of the 
final pooling layer was input to a GAP layer before this was fed to the 
final fully-connected output layer. As in the cognitive load TSC task, the 
number of filters in the layer had a greater effect on accuracy than kernel 
size. 

PCA of the Simon task results illustrates the increased difficulty in 
distinguishing between age groups compared to cognitive load condi
tions. Despite a significant difference in performance between the 18–29 
and 60 + age groups, some older adults exhibited performance that 
more closely matched their younger counterparts. There was also 
considerable overlap in the performance of adjacent age groups, notably 
between those aged 18–29 and 30–44. 

This supports literature that indicates that cognitive decline and 
changes in cognitive function are somewhat unique to the individual, 
and dependent upon a variety of factors. When distinguishing between 
oldest and youngest age groups, the confusion matrix shown in Fig. 5 
shows that both younger and older age groups were misclassified. Three 
members of the youngest age group, and two members of the oldest age 
group were assigned incorrect labels. In future work, eye movement will 
be correlated with Simon task scores, to see whether an increased 
inhibitory ability correlates to “younger” eye movement. 

4.1. Pathway to clinical adoption 

Our findings successfully demonstrate the application of CNNs for 
detecting changes in eye movement as a result of cognitive load and age- 
related cognitive decline. Thus, our study validates a DL-based, data- 
driven approach for the detection of small, yet significant changes in eye 
movement behaviour. Additionally, our approach has shown promise in 
detecting changes as a result of varying cognitive load and between age 
groups using the raw eye movement data (obtained during a short 
3–4 minute video-based test) with very minimal preprocessing. This test 
only requires simple instructions and is easy to administer, as well as 
being potentially less upsetting and stressful for patients than under
going traditional neuropyschological assessment. To the best of our 
knowledge, this is one of the first studies demonstrating the feasibility of 
distinguishing between differing cognitive loads and between age 
groups by applying DL to raw eye tracking measurements. 

Given that both saccadic and SPEM movements were able to produce 
good results, eye movement data gathered during more naturalistic tasks 
(e.g. reading) may also be used effectively. This indicates the potential 
applicability of CNN models as a method for the early detection of MCI 
and AD using eye tracking. With AD cases rising globally, such tech
nologies are increasingly in demand - as shown by the investment in 
[33–35]. 

It is important to note that approximately one third of GPs lack 
confidence in their ability to diagnose dementia [57]. Adopting these 
simple to administer tests in a clinical setting could therefore offer a 
valuable resource serving to boost confidence in diagnoses (or trigger 
appropriate referrals to specialist clinics), as well as having the potential 
to act as an early stage screening test which may alert healthcare pro
fessionals to unhealthy cognitive decline. This may lead to more 

targeted testing of individuals deemed at risk of cognitive decline, as 
well as more timely application of preventative care. In addition, op
portunity exists to address the notable difference between care acces
sibility between urban and rural environments - which results in the 
pathway to dementia diagnosis being extended for individuals and their 
caregivers who live in rural areas [58]. The ability to administer tests 
remotely would help ensure that individuals are diagnosed and provided 
treatment in a timelier manner. 

The DL models employed in this paper could provide explainable 
results by identifying the input sequences that support model prediction 
using heatmaps. This would assist in identifying changes in eye move
ment patterns associated with atypical cognitive decline when making 
predictions. An example was demonstrated by University College Lon
don (UCL) (in collaboration with the National Institute for Health and 
Care Research UCL Hospitals Biomedical Research Centre) [59], who 
developed technology to classify dementia patients and healthy controls 
using eye movement behaviour. 

5. Conclusion 

This paper has detailed the experimental procedure and gathered 
dataset for an experiment to investigate healthy and atypical aging by 
recruiting healthy participants and employing different cognitive load 
conditions. The dataset is comprised of several million high-resolution 
images, and is accompanied by hand labelled data that also permits 
the training of ML models for ESD and ECL. The subsequently developed 
ECL pipeline enabled the extraction and analysis of the participants’ full 
eye movement traces, which are also included for the purpose of TSC. 
The feasibility of recognising cognitive load condition and classifying 
age from eye movement data using DL models was investigated. Excel
lent performance was obtained for identifying the cognitive load con
dition, and a capability was shown for determining age group. An 
exploration of the Simon task results to gain a deeper understanding of 
cognitive ability across different cognitive loads and age groups was also 
carried out and showed that while age and cognitive load does influence 
performance on the Simon task, these changes are not universal. 

While the methods and corresponding results described in this paper 
are at an early stage, next steps in the pathway to clinical adoption 
include validating the method detailed in this paper on cognitively 
healthy individuals compared to individuals with MCI or AD. Future 
work will aim to establish correlations between Simon task performance 
and results from the eye movement models, as well as to provide more 
explainable results by identifying the most salient eye movements for 
determining age group and cognitive load condition. Such investigations 
may inform the development of shorter and more specific eye movement 
tests. Further experiments will also be conducted, using a wider range of 
cognitive loads, to establish the sensitivity of the eye movement models 
in distinguishing between varying cognitive loads. 
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Appendix A. V1 

Video 1 (V1) lasted a total duration of 255 s and focused primarily on saccadic motion. V1 employed both the gap and overlap paradigm from the 
gap-overlap experiment, and was split into five blocks: (i) prosaccades, gap condition; (ii) prosaccades, overlap condition; (iii) antisaccades, gap 
condition; (iv) antisaccades, overlap condition; and (v) mixed saccades, where both prosaccade and antisaccade trials were included, gap condition. 

Each trial began with the display of a black central fixation cross (FC), which changed colour after 500 ms to either green, indicating an upcoming 
prosaccade trial, or red, indicating an antisaccade trial. In the gap condition, the FC disappeared 500 ms after the colour change, at which point a blank 
screen was displayed for 200 ms, before the target stimuli (TS) subsequently appeared. The TS colour always matched the FC colour, i.e. for an 
antisaccade trial the TS was red, and while locations were predefined the order in which they were presented was pseudorandom. This colour change is 
illustrated in Figure A.9.

Figure A.9. An example of a saccade. In (a) the black FC is displayed, before (b) changing colour. This example illustrates an upcoming prosaccade trial (FC changes 
to green) - in the change of the antisaccade trial, the FC changes colour to red. Finally, as in (c) the TS is displayed, in the same colour as the FC. 
. 

After a further 1000 ms the TS disappeared, and the screen remained blank for 300 ms, signifying the completion of a single trial. The overlap 
condition differed in that the FC displayed for 1200 ms total (with the colour change still occurring at 500 ms), and the TS appeared at 1000 ms - thus 
both the FC and TS were visible on the screen for 200 ms from the onset of display of the TS. The TS then disappeared after 1000 ms, and the screen 
remained blank for 300 ms, once again marking the end of a trial. The timings for the gap and overlap saccades are summarised in Table A.9.  

Table A.9 
Comparison of timings for gap and overlap condition across all saccadic paradigms.  

Time (ms) Event (Gap) Event (Overlap)  

0 Fixation point appears Fixation point appears  
500 Fixation point changes 

colour 
Fixation point changes 
colour  

1000 Fixation point disappears Target stimuli appears  
1200 Target stimuli appears Fixation point disappears  
2000 - Target stimuli disappears  
2200 Target stimuli disappears -  
2300 - End of trial  
2500 End of trial -  

Each block consisted of 24 trials, with the exception of the mixed saccade block. The target eccentricities of the TS were ± 15◦, 20◦, or 24◦hor
izontally; or ± 5◦, 10◦, or 15◦vertically or obliquely, with each location displayed once. The mixed saccade block consisted of 48 trials, as both 
prosaccade and antisaccade trials were displayed at every location. 

In addition to this, a calibration sequence designed to elicit consistent eye movement behaviour from participants was played at the start of the 
video. This was done to facilitate the temporal synchronisation of the subsequently extracted eye movement time series data across all the different 
trials. The calibration sequence had a duration of 14 s and consisted of a set of guided saccades in which the TS stepped from the far left side of the 
screen to the far right, equidistant from the top and bottom of the screen. The TS stepped every 3 s, and incorporated a countdown timer (where the 
colour would change every second), making the movement more predictable so that participants were able to anticipate its movement and follow the 
TS more accurately. 

Participants watched V1 twice over the course of the experiment. The first viewing was under the LCL condition, where participants watched only 
the video. The second viewing was under the HCL condition, where participants watched the video while completing a mentally demanding 
simultaneous task - counting backwards in sevens. 

Appendix B. V2 

Video 2 (V2) had a total duration of 213 s and focused on SPEM, and other, less ballistic motions. The video was split into five blocks: (i) step-ramp 
tests; (ii) triangular waveform tests; (iii) random motion; (iv) figure-of-eight tests; and (v) random stepped motion. Blocks (ii) and (iii) also incor
porated an element of predictive motion, where the TS would disappear and subsequently reappear. 

Step-ramp tests, explored by [60], were designed to ensure that smooth pursuit responses are activated prior to any saccades during step-ramp 
tests, i.e. the eye should immediately initiate SPEM, rather than any initial catchup saccades. To achieve this, the target stimuli should step in a di
rection, and then ramp with constant velocity in the direction of the initial location such that it reaches its initial position approximately 200 ms after 
starting to move [61], as shown in Figure B.10. 

Thus, the step-size during the step-ramp test is intrinsically linked to the ramp-velocity if the purpose is to elicit smooth pursuit responses from 
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participants prior to saccadic motion. Three ramp speeds were included in the video: 10◦/s, 20◦/s, and 25◦/s, with corresponding step sizes of 2◦, 4◦, 
and 6◦. The step-ramp tests were run in this order, with speed steadily increasing. Eight step-ramp tests were completed at a given speed, with twenty- 
four step-ramp tests overall. The timing and direction of the step was unpredictable, occurring 500–1500 ms after the target initially appeared at the 
centre of the screen. For simplicity, the sequential timings given in Table B.10 assume that the target steps at the earliest possible time (i.e. 500 ms). 
The total duration of the ramp was 1.0 second, after which a blank screen was displayed for 300 ms before the ensuing trial initiated by displaying the 
target at the centre of the screen.

Figure B.10. (a) Central fixation point is displayed. (b) Stimulus appears at a specific distance from the fixation point and immediately begins to move in the 
opposite direction to which it stepped at a specific velocity. (c) The stimulus continues to move with constant velocity, until it crosses the original fixation point point 
200 ms after its initial appearance.  

Table B.10 
Caption.  

Time (ms) Event 

0 Target stimuli first appears at screen centre. 
500-1500 Target stimuli steps and begins to ramp. 
1500 Blank screen displays 
1800 End of trial  

Block (ii) focused on triangular waveforms. During this block each trial began with the stimulus appearing at the far left or right hand side of the 
screen, before it traversed to the opposite side. When the stimulus passed off screen a blank screen was displayed for 300 ms, signifying the end of the 
trial. In total, six trials were included for the triangular waveforms, with two trials containing sections where the stimulus disappeared for 0.5 s 

The path taken by the stimulus is expressed by Equation B.1, where a is amplitude, and p is period. 

y(x) =
2a
π arcsin

(

sin
(

2π
p

x
))

(B.1) 

SPEM are most effective at tracking periodic motions that occur at frequencies of less than 0.4 Hz. Accuracy and effectiveness decreases as fre
quency increases to 0.5–3 Hz. As the purpose of this video was to investigate SPEM, a frequency of 0.2 was chosen for the triangular waveforms, at an 
amplitude of 200 pixels. 

During block (iii) the path of the stimulus was determined using a random walk algorithm. Random motion was explored across three speeds: 10, 
15, and 20 pixels/second; and also incorporated periods where the stimulus would disappear. Disappearances ranged in duration from 0.5 to 1.0 ss. 
Block (iii) was split into three stages: (i) speed 15 pixels/second (duration: 10 s), 2 disappearances; (ii) speed 10 pixels/second (duration: 5 s), 1 
disappearance; (iii) 20 pixels/second (duration: 5 s), 1 disappearance. 

Block (iv) featured a short section exploring eye movement behaviour during figure of eight tests. The size of the figure of eight and TS speed 
remained constant throughout these tests, thus forming the only periodic part of any of the videos. Five circuits of the full path were completed. 

Block (v) was designed to mimic more natural human viewing behaviour, whilst still using a very simplistic target stimulus. This section of the 
video combined saccadic motion and ‘random’ motion aspects. Notably, this saccadic motion did not emulate the pro- and antisaccades of V1, which 
required participants to fixate on the FC before making a pro- or antisaccade away from this cross, returning to fixate upon it once the trial was 
completed. Rather, the saccadic motion in this section required participants to make consecutive saccades to the TS rather than between the TS and FC, 
as illustrated in Figure B.11. Overall sixty saccades were included in the stepped random motion section. The initial TS appeared towards the upper left 
hand corner of the screen (pixel coordinates: (100, 200)) and was displayed for one second. 

Saccades were organised such that during the first portion of the section groups of smaller saccades (5–8 trials) followed by a significantly larger 
saccade of distance 500–800 - mimicking the switch to a different focus of visual attention. This was repeated three times, except that on the final 
repeat the single larger saccade was extended into a group of nine trials. TS were displayed for randomly chosen durations in the interval of 0.5–2.0 s. 
This entire block was then repeated again, with the TS appearing for a much shorter interval of 0.1–0.5 s 

As for V1, participants watched V2 twice over the course of the experiment, under the same LCL and HCL conditions. 
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Figure B.11. Example of TS display locations during block v.  

. 

Appendix C. Simon Task 

In the two-colour condition, the squares were coloured either red or blue. In the four-colour condition, the squares were coloured pink, green, 
yellow, or brown. Participants were instructed to respond the the stimuli as they appeared on the screen. For certain stimuli (red - two-colour con
dition, pink/green - four-colour condition), participants were required to use their left hand for responses, while for other stimuli (blue - two-colour 
condition, yellow/brown - four-colour condition), their right hand was to be used. 

Throughout this work, a response to a single square is referred to as a trial. Trials were categorised into three groups based on the location of 
stimulus presentation: congruent, where the side of the displayed stimulus aligned with the side of the required response; incongruent, where the side of 
the stimulus presentation was opposite to the side of the intended response; and neutral, wherein the stimulus was centrally positioned on the screen, in 
keeping with Simon Task experiments carried out by [38,62]. 

A typical trial was as follows: the central fixation cross (FC) appeared (lasting 1500 ms), followed by the subsequent presentation of the target 
stimulus (TS) (displayed for 150 ms). As the TS disappeared, the central FC reappeared, denoting the initiation of the ensuing trial. For each trial, 
participants’ responses were recorded in terms of accuracy and reaction time (RT). RT was recorded only for correct responses. In cases where 
participants did not respond within two seconds, the trial timed out and the response was classed as incorrect. Trials were presented in pseudorandom 
order to each participant. 

The Simon task was comprised of three stages: (i) a practice test, twocolour condition, six trials, which participants could repeat as many times as 
they liked; (ii) two-colour condition, 24 trials (four repeats of each (colour,location) combination) (iii) four-colour condition, 48 trials (four repeats of 
each combination). 

Pattern is a tuple of the form (colour, location). For the two-colour condition, possible colours are b and r, corresponding to blue and red, 
respectively; while possible colours in the four-colour condition are y, p, g, or br - yellow, pink, green, or brown, respectively. Correctness is a binary 
variable that defines whether or not the trial was correctly responded to - denoted by a 1 while a 0 indicates an incorrect trial. Latency details the RT 
for each correct button press. Note that the RT of incorrect trials, or time outs (no response after 2000 ms from TS presentation), were stored with a 
reaction time of 0.0 ms. Additionally, note that correct responses following an initial incorrect response were be marked as incorrect, but the latency of 
the correct response was recorded. 

Appendix D. Exclusionary Criteria 

Table D.11 details the full list of exclusionary criteria for the experiment, in the format in which it was shown to participants. Overarching cat
egories are described, with further detail given in some cases. Note that wearing glasses, provided that this corrected eyesight to 20/20 vision, was not 
considered an exclusionary criterion.  

Table D.11 
Full list of experimental exclusionary criteria.  

Category Description 

Vision Problems Cataracts, diabetic retinopathy, macular degeneration, glaucoma, decreased visual field, poor night vision, poor colour vision. 
Hearing loss Right/left ear, both ears 
Cardiovascular  
Stroke  
Transient Ischemic 

Attack (TIA)  
Fainting  
Neurological Brain tumour, dementia, migraine or recurrent headaches, multiple sclerosis, Parkinson’s Disease, Huntington’s Disease, peripheral 

neuropathy, seizures, vertigo, dizziness, serious head injury (i.e. loss of memory or consciousness) 
Psychiatric Illness Depression, bipolar disorder, anxiety disorder, schizophrenia 

(continued on next page) 
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Table D.11 (continued ) 

Category Description 

Attention deficient (hyperactivity) 
disorder   

Appendix E. Time Series Eye Movement Trace 

Figure E.12 shows the eye movement trace of a single participant extracted from images captured during the experiment, with traces from V1 and 
V2 concatenated. The red lines indicate the portion of the video corresponding to the calibration routine.

Figure E.12. Combined Saccadic and SPEM Eye Movement Time Series.  

. 

Appendix F. Time Series Model Architectures 

The architectures for the FCN, Encoder, and Inception models used to classify cognitive load condition and age group are shown in Tables F.12, 
F.13, and F.14, respectively. The input to each model is assumed to be the saccadic (V1) trace. The architecture of the CNN model is shown in Table 5 
and was comprised of two 1D convolution layers each followed by an average pooling layer, before the output from the final pooling layer was 
flattened. 

The FCN was comprised of three consecutive 1D convolution layers followed by a global pooling and finally dense layer. Hyperparameters explored 
included the kernel size - (8,5,3) or (16, 10, 6) - along with the number of filters in each layer - (128, 256, 128) or (64, 128, 64). 

For the Encoder and Inception models, hyperparameter optimisation was not carried out. As such, the tested models were exactly as illustrated in  
Tables F.13 and F.14, respectively. 

The encoder model was composed of three convolutional blocks. The first two convolutional blocks consisted of a convolutional layer followed by 
max pooling, while the final block consisted of a convolutional layer followed by an attention layer [63]. The attention layer is fed to a fully connected 
layer, which is flattened before being fully connected to the output layer. Dropout of 0.2 applied after each convolutional layer, prior to max pooling.  

Table F.12 
FCN architecture. In this instance, the number of filters in the 
three consecutive convolutional layers are (128, 256, 128) 
respectively.  

Layer Output Shape 

Input  (40800, 4) 
1D Convolution  (40800, 128) 

(continued on next page) 
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Table F.12 (continued ) 

Layer Output Shape 

1D Convolution  (40800, 256) 
1D Convolution  (40800, 128) 
1D Global Average Pooling  (128) 
Fully Connected  1   

Table F.13 
Encoder architecture.  

Layer Output Shape 

Input  (40800, 4) 
1D Convolution  (40800, 128) 
1D Max Pooling  (20400, 128) 
1D Convolution  (20400, 256) 
1D Max Pooling  (10200, 256) 
1D Convolution  (10200, 512) 

Attention  (10200, 256) 
Fully Connected  (10200, 64) 

Flatten  (652800) 
Fully Connected  1  

The InceptionTime model is constructed of two residual blocks, each containing three Inception modules, which are identical in overall structure to 
the Inception module depicted in [64]. 

The bottleneck layer of the Inception module has a kernel size of 1, while the following convolutional layers have kernel sizes of 1, 2, and 4, 
respectively. All convolutional layers contain 32 filters, and the max pooling layers have a pool size of 3.  

Table F.14 
Simplified Inception architecture.  

Layer or Module Output Shape 

Inception Module  (40800, 128) 
Inception Module  (40800, 128) 
Inception Module  (40800, 128) 
Inception Module  (40800, 128) 
Inception Module  (40800, 128) 
Inception Module  (40800, 128) 
Global Average Pooling  (128) 
Fully Connected  1  

Appendix G. Hyperparameter Optimisation for CNN Models 

The hyperparameters explored included: the number of convolutional blocks (defined as a convolutional layer followed by a pooling layer); the 
configuration of the ending layers (such as fully connected vs GAP layers); kernel sizes, and the number of filters in each layer. 

Between two to four convolutional blocks were used, with performance higher for both tasks (distinguishing cognitive load condition, or between 
age groups) when using two and three block configurations. Ending layer configurations featured either: (i) a flatten layer, (ii) a global average 
pooling layer, (iii) fully-connected layers, following the final convolutional block. The output layer was always a fully-connected layer. 

The kernel sizes and the number of filters explored for two, three, and four layer configurations are shown in Table G.15 and Table G.16, 
respectively.  

Table G.15 
The range of kernel sizes explored across time series models consisting of 2, 3, or 4 convolutional 
blocks.  

Convolutional Blocks Kernel Sizes  

2  (7, 7)1, (7, 9), (7, 13), (7, 17), (9, 13), (9, 17), (9, 19)  
3  (3, 7, 9), (7, 7, 7), (7, 9, 13), (7, 9, 17), (9, 13, 17), (13, 17, 19)  
4  (3, 7, 9, 13), (7, 9, 17, 19)  

When distinguishing between cognitive load conditions, the ending layer configuration was most accurate when flattening the output of the 
convolutional layers, which fed into a single fully-connected output layer. Performance during cross validation was very poor when using either a 
global average pooling layer or fully-connected layers, with results typically achieving only 50–60% accuracy.  
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Table G.16 
The different number of filters explored across time series models consisting of 2, 3, or 4 con
volutional blocks.  

Convolutional Blocks Kernel Sizes  

2  (2, 4), (2, 8), (6, 12), (8, 16), (8, 64), (16, 64), (64, 128)  
3  (2, 8, 16), (2, 8, 64), (6, 12, 24), (8, 16, 32)  
4  (6, 12, 24, 48)  

When distinguishing between the youngest and oldest age groups, the ending layer configuration was most accurate when using a global average 
pooling layer prior to the output layer, exceeding performance when flattening the output of the convolutional layers. When multiple fully-connected 
layers were used, the model was prone to substantial overfitting. A three convolutional layer configuration was more accurate than two layer con
figurations, with four convolutional layers also resulting in substantial overfitting. 
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