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A B S T R A C T   

A growing number of studies show that the uneven spatial distribution of COVID-19 deaths is related to de-
mographic and socioeconomic disparities across space. However, most studies fail to assess the relative impor-
tance of each factor to COVID-19 death rate and, more importantly, how this importance varies spatially. Here, 
we assess the variables that are more important locally using Geographical Random Forest (GRF), a local non- 
linear regression method. Through GRF, we estimated the non-linear relationships between the COVID-19 
death rate and 29 socioeconomic and health-related factors during the first year of the pandemic in the USA 
(county level). GRF outputs are compared to global (Random Forest and OLS) and local (Geographically 
Weighted Regression) models. Results show that GRF outperforms all models and that the importance of vari-
ables highly varies by location. For example, lack of health insurance is the most important factor in one-third 
(34.86%) of the US counties. Most of these counties are (concentrated mainly in the Midwest region and South 
region). On the other hand, no leisure-time physical activity is the most important primary factor for 19.86% of 
the US counties. These counties are found in California, Oregon, Washington, and parts of the South region. 
Understanding the location-based characteristics and spatial patterns of socioeconomic and health factors linked 
to COVID-19 deaths is paramount for policy designing and decision making. In this way, interventions can be 
designed and implemented based on the most important factors locally, avoiding thus general guidelines 
addressed for the entire nation.   

1. Introduction 

COVID-19 has posed a severe threat against human life significantly 
impacting various aspects of social and economic activity (Grekousis 
and Liu 2021). Considering the unprecedented and acute impact on 
human well-being and society’s sustainability, the United Nations 
declared the pandemic a social, human, and economic crisis (United 
Nations 2020). However, the epidemic does not only impact the 

socioeconomic characteristics of a community, but it is also shaped (in 
terms of transmission and severity) by these characteristics. In response, 
many researchers and organisations across the world rushed into a fight 
against COVID-19 to understand how the spatial spread and mortality 
patterns of this novel disease are related to the socioeconomic charac-
teristics of the underlying communities (Grekousis et al., 2021). This 
would assist in designing more efficient health policies and implement 
targeted non-pharmaceutical interventions (Fu and Zhai, 2021). 
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Machine learning has been proved a determinative weapon to this 
fight (Roy and Ghosh, 2020). Machine learning is a set of computer al-
gorithms that improve automatically through training without being 
explicitly programmed (Mitchell 1997; Lecun et al., 2015). In essence, 
machine learning is a process whereby computers learn by example 
using various algorithms and methods, test their gained knowledge, and 
use it to solve complex problems (Grekousis 2019). Such algorithms are 
popular in many geographically related fields, such as geodemographics 
(Grekousis 2021), natural hazards (Pradhan and Kim, 2020), remote 
sensing classification (Georganos et al., 2018), built-environment rela-
tion with physical and mental health (Wang et al., 2019), emergency 
medical services (Grekousis and Liu, 2019), demography (Andreopoulos 
et al., 2021), and epidemiology (Bannick et al., 2020). 

In the context of the COVID-19 pandemic, machine learning algo-
rithms have been used mainly from the following three standpoints: a) 
clinical, b) epidemiological, and c) societal (Roy and Ghosh, 2020). On 
the clinical and epidemiological front, efforts have been made to apply 
machine learning for various topics, including virus classification 
(Randhawa et al., 2020), vaccine design (Ong et al., 2020), compart-
mental modeling (i.e., Susceptible-Infectious-Recovered; Yang et al., 
2020), and estimating the expected COVID-19 deaths (Sujath et al., 
2020). From the societal standpoint, machine learning has been applied 
to assess the crucial role of demographics (i.e., age, gender), socioeco-
nomic (i.e., occupation, income), and health status (i.e., underlying 
health conditions) as key risk factors of COVID-19 transmission and 
mortality (Torrats-Espinosa, 2021; Mollalo et al., 2021, Desmet et al., 
2021; Ghahramani and Pilla, 2021). 

Most of the existing non-geographically-oriented works do not 
consider the spatial variation of COVID-19 death rate and its de-
terminants. However, the spatial variation in COVID-19 deaths reflects 
fundamental demographic and socioeconomic differences across space 
that must be considered. For example, the clustered concentration of 
COVID-19 deaths demonstrates spatial dependency of the confounding 
variables (Maiti et al., 2021). Neglecting the spatial aspect in COVID-19 
analysis infers model inaccuracies as spatial dependence and spatial 
autocorrelation presence may distort the results of non-spatial statistics 
(Grekousis 2020). Current machine learning approaches cannot fully 
capture spatial analysis tasks unless they have trivial autocorrelation 
structure (Werner et al., 2021). In a broader context, understanding all 
sorts of considerations that make spatial data special is not always 
feasible by traditional aspatial machine learning (Werner et al., 2021). A 
way to partially address the above issues is through spatial machine 
learning. 

Spatial machine learning is a set of georeferenced-data-driven tech-
niques that incorporate spatial awareness and geographic attributes (i. 
e., location, distance, proximity, neighborhood, spatial weights) in the 
calculations and setting up of the algorithms. Spatial machine learning 
is, more simply, when spatial data, methods, and algorithms extend the 
casual machine learning process (Kalisky et al., 2019). 

Examples of spatial machine learning methods that have been used 
to examine community drivers of COVID-19 are: Geographically 
Weighted Regression (GWR) (Lak et al., 2021), Multiscale Geographi-
cally Weighted Regression (MGWR) (Mansour et al., 2021), Spatial Lag 
Model (SLM) and Spatial Error Model (SEM) (Sannigrahi et al., 2020). 

In the context of the US, income inequality, median household in-
come, the percentage of black females, and the percentage of nurse 
practitioners were found to be significant explanatory variables of an 
MGWR model used to explain the spatial variability of COVID-19 inci-
dence in the US from January 22, 2020, to April 9, 2020 (Mollalo et al., 
2020). Another study applied spatial lag modeling over seven categories 
of socio-economic factors (gender, race, age, income, pollution, health 
insurance, health conditions) (Baum and Henry, 2020). The study found 
strong evidence of county-level socioeconomic factors influencing the 
spatial spread of COVID-19 confirmed cases in the US for Spring 2020. A 
spatial lag regression approach was applied for COVID-19 cases and 
deaths (registered from January 22 to June 30, 2020) based on 34 

potential risk factors in counties across the US (Andersen et al., 2021). 
The study revealed that the most vulnerable communities were located 
in New England, the Southeast, and the Southwest and were associated 
with a larger proportion of black individuals. A spatial lag model was 
used in another study to analyse the predictors (including political at-
tributes) of COVID-19 death as of August 31, 2020 (Feinhandler et al., 
2020). Spatial autoregressive models were used to assess the associa-
tions between COVID-19 deaths (as reported by August 2020) and the 
percentage of individuals engaged in farm work, uninsured individuals, 
and individuals living below the poverty level (Fielding-Miller et al., 
2020). Global spatial lag and spatial error models, and local spatial 
regression models (GWR, MGWR) were applied to measure the associ-
ations between a set of explanatory factors and COVID-19 deaths at the 
county scale for the US from March to July 2020 (Maiti et al., 2021). The 
above work also included time in the local models by analysing monthly 
COVID-19 cases and deaths. Lastly, spatial lag, spatial error, and com-
bined spatial lag and error models were used to examine the role of 
spatial structure in shaping geographic disparities in the COVID-19 
confirmed cases (Sun et al., 2020). Results showed that spatial models 
could better estimate COVID-19 confirmed cases. 

The above studies have improved our understanding of the spatial 
spread and mortality patterns of COVID-19. However, they are based on 
the assumption that the relationships between the COVID-19 deaths and 
the socioeconomic factors studied are linear (without providing any 
stromg evidence that proves this assumption). In reality, the relation-
ships between risk factors and various death causes are not always linear 
(Zaccardi et al., 2017, Quiñones et al., 2021). Therefore, it is essential to 
deal with the non-linear relationships in a local regression model to 
explore the spatial variation of COVID-19 deaths concerning various 
socioeconomic and health factors. As such, the existing literature has left 
a significant research gap concerning the use of non-linear non-para-
metric local machine learning techniques. 

Another noteworthy gap is that existing research in analysing the 
spatial determinants of US COVID-19 deaths limits its reference period 
to the first US pandemic wave, failing to address the subsequent ones. 

Here we fill these gaps in two ways. First, we assess the non-linear 
relationships between the COVID-19 death rate and 29 socioeconomic 
and health factors across 3021 counties of the US. Second, we extend the 
reference period to include the entire first year of the pandemic in the US 
(February 6, 2020, until February 5, 2021). 

To fill the first gap we use Geographical Random Forest (GRF), a 
local non-linear non parametric spatial machine learning method 
(Georganos et al., 2021). In this way, we identify the factors that are 
more important locally. GRF can successfully handle spatial heteroge-
neity and overcome many limitations that Geographically Weighted 
Regression (GWR) or other linear spatial regression models exhibit 
(Georganos et al., 2021; Luo et al., 2021, Quiñones et al., 2021). 

In contrast to GWR or other linear spatial regression methods, GRF 
does not need to make assumptions regarding the relationships between 
independent and dependent variables (such as linearity) as well as the 
relationships among the predictors (collinearity) (Quiñones et al., 
2021). In this sense, GRF is considered superior to linear spatial 
regression models, provided that the data size is large and its 
hyper-parameters are fine-tuned (Janitza et al., 2018). Even though, we 
analysed the relationships between the risk factors and COVID-19 death 
rate through partial dependence plots to bring more evidence on the 
existence of non-linearity and, therefore, the need to apply GRF. Our 
analysis showed that almost all risk factors are non-linearly related to 
COVID-19 death rates. In addition, we compared the outputs of GRF to 
GWR and OLS (ordinary least squares) for the same set of variables. 
Results showed that GRF outperformed RF, GWR, and OLS. The above 
findings further strengthen the choice of non-linear spatial machine 
learning methods (GRF) in complex spatial analysis problem. Lastly, we 
present in detail the major differences between GRF and GWR in the 
methods section. 

Regarding the second gap, by analysing COVID-19 death rates for the 
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first year of the pandemic we can better trace the geographical shifts of 
COVID-19 hot spots reported over time. For example, during the first 
wave, urban counties on the west coast were hit first (Zhai et al., 2021). 
Over time hotspots of deaths and cases moved east and to rural counties 
(Desmet et al., 2021). As such, early studies identified different 
COVID-19 determinants compared to later ones. For instance, pre-
liminary studies (Feinhandler et al., 2020; Hamidi et al., 2020) found a 
positive relationship between COVID-19 deaths and population density 
in metropolitan areas. However, this association was later rejected by 
others (Desmet et al., 2021; Carozzi et al., 2020), who argued that 
density might have affected the time of the outbreak in each county 
(densely populated areas were more likely to experience an early 
epidemic outbreak), but not COVID-19 deaths. Therefore, we believe 
that a broader reference period is preferred to infer about factors asso-
ciations of a dynamic phenomenon. For this reason, we analysed data for 
the first year of the pandemic. 

Currently, only one study has applied a spatial non-linear machine 
learning regression method to study COVID-19 mortality for the US (Luo 
et al., 2021). Specifically, a geographically-weighted random forest 
regression (GW-RF) was proposed to evaluate the variations in 
COVID-19 deaths and risk factors across the continental USA from 
January 22, 2020, to June 26, 2020 (Luo et al., 2021). The authors 
present GW-RF briefly without referring to the hyperparameters or the 
method’s settings. For this reason, we cannot directly compare GW-RF 
with GRF used in this research which is fully documented in (Kalo-
girou et al., 2019). 

To the authors’ knowledge, this is the first study that explores the 
spatial variation in the non-linear relationships between COVID-19 
death rate and multiple societal and health factors for the first year of 
the pandemic in the US. In addition, it assesses and maps how the 
importance of these factors on the COVID-19 death rate varies spatially. 
Hopefully, this will assist decision-makers in implementing more tar-
geted interventions to control and prevent the COVID-19 epidemic. 

2. Material and methods 

2.1. Material 

An initial set of demographic and socioeconomic variables was ob-
tained from the US Census Bureau (US Census Bureau 2021a,b). Un-
derlying health condition variables were compiled from the US Centers 
for Disease Control and Prevention (CDC 2020a). COVID-19 deaths were 
obtained at the county level from USAFacts and cover the first year of 
the epidemic from February 6, 2020- the first death registered in the US- 
to February 5, 2021 (USAFacts 2021). The death rate per county is the 
cumulative deaths by February 5, 2021) per 100,000 inhabitants. The 
population of each county was derived from the US Census Bureau 
2015–2019 American Community Survey (US Census Bureau 2021a,b). 
Fifty-nine counties reported no deaths by February 5, 2021, and were 
removed from the study. Another 28 counties were removed as outliers 
(having outlying values in COVID-19 death rate). A set of n = 3021 
counties was finally analysed. The geographical boundaries of the 
counties, states, and regions refer to the year 2019, at a 1:5 million 
geographical scale, and were obtained from the Census Bureau’s 
MAF/TIGER geographic database (US Census Bureau 2019). 

Contrary to other studies that do not consider multicollinearity an 
issue for random forest regression (Luo et al., 2021), in this study, we 
excluded those variables with a variance inflation factor (VIF) of more 
than 7.5. Highly correlated variables (those with r > 0.70 were also 
removed. Tracing and removing highly correlated variables are impor-
tant in random forest regression (Strobl et al., 2008). From the modeling 
perspective, any correlated variable can be selected as a predictor 
without significantly affecting the model’s predictive performance. 
However, once one of the correlated variables is used, the importance of 
others is reduced. This happens because the correlated variable not 
picked initially (we assume two variables highly correlated) has a lower 

chance of picked later since the former variable has already explained 
the output variation for both of them (Gregorutti et al., 2017). There-
fore, when interpreting data, this can drive us to the wrong conclusion of 
a lower importance of one variable over the other, when in fact, their 
relationships with the dependent variable are similar (Toloşi et al., 
2011). From an initial set of 76 variables compiled from several sources, 
a set of 29 variables was finally retained after removing variables 
exhibiting multicollinearity (Table 1). 

2.2. Methods 

2.2.1. Random forest 
Random forest (RF) is a non-parametric machine learning method for 

classification and regression analysis (Breiman 2001). RF does not 
require an assumption about the statistical distribution of the data, 
making the method suitable in the case of non-linear relationships 
among the variables (Catani et al., 2013). 

RF is a group of un-pruned classification or regression trees created 
from a random selection of samples derived from the training data (Ali 
et al., 2012). The ‘forest’ is an ensemble of decision trees usually trained 
with the bagging method. Briefly, the RF algorithm basic steps are: 

1 From a given training set select n samples randomly with replace-
ment (n usually equals with 2/3 of the training data). The other third, 
the so-called out-of-bag (OOB) set, is kept out of training and is used 
to estimate the RF’s goodness of fit.  

2 From each sample with k variables, randomly select a subset (m < k) 
and create a decision tree.  

3 Each tree grows with a constant m to its largest extent without 
pruning until it cannot be split.  

4 The prediction/classification result for each tree is calculated.  
5 The most commonly occurring class/vote (for classification) or the 

average prediction (for regression) of all trees is used to create the 
final output. 

There is no need for cross-validation or using a separate test set to 
validate RF models (Breiman 2001). Validation is estimated internally 
during the algorithm run using the out of bag (OOB) method, which 
measures the prediction error of random forests using bootstrap aggre-
gating. The third of the data from each tree initially kept out of the 
training (see step 1 above), is used to estimate the OOB error (for clas-
sification), or the OOB mean square error (MSE), and the OOB R2 (for 
regression). OOB and cross-validation are different methods of vali-
dating a machine learning method. However, the OOB method is less 
computationally demanding and tests the model while trained (Janitza 
et al., 2018). The OOB method is also used to assess the importance of 
each independent variable. A standard method to calculate importance 
is calculating the increase in the Mean Squared Error (%IncMSE; Geor-
ganos et al., 2021). This method randomly permutes the values in the 
OOB sample of each variable in turn and calculates the OOB error. If the 
OOB error increases with the permuted values, this indicates that the 
variable is important. The higher the change, the more important the 
variable is to predict the dependent variable. 

2.2.2. Geographical random forest 
Geographical random forest (GRF) is an extension of the traditional 

RF and its used both as a predictive model and as a tool to address spatial 
heterogeneity (Georganos et al., 2021). The core idea of GRF is similar to 
the local regression analysis framework of the traditional GWR 
(geographically weighted regression). GRF consists of several local 
sub-models rather than a single global model. To address spatial het-
erogeneity, GRF is calibrated locally using a spatial weights matrix and 
random forest trees. In other words, for each location i, a local RF is 
computed using only nearby observations. A simplistic version of the 
regression equation of the aspatial RF is (1) 
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Yi = axi + e (1)  

where Yi is the dependent variable for the ith observation, axi is the non- 
linear prediction of RF based on a set of x independent variables, and e is 
the error term. The GRF extends equation (1) to use each time only a 
subset of the original dataset (2) (Georganos et al., 2021). 

Yi = a(ui, vi)xi + e (2)  

where a(ui, vi)xi is the prediction of the RF model calibrated on location 
i, and (ui, vi) are the co-ordinates of the centroid of the spatial unit i. A 
different sub-model is built for every spatial unit, including only its 
neighboring units. The neighborhood, or else kernel, is created based 
either on a distance threshold value (bandwidth-fixed kernel) or the 
number of nearest neighbors (adoptive kernel). When the aerial size of 
the spatial units varies a lot (as in our case study), the adoptive kernel is 
preferred. For this reason, we used the adaptive kernel and tested GRF 
models using different bandwidth values. 

To assess the goodness-of-fit and overall performance of the GRF 
model, the following standard metrics are calculated: coefficient of 
determination R2 (3), Root Mean Square Error (RMSE) (4), and the Mean 
Absolute Error (MAE) (5), 

R2 = 1 −

∑
i(yi − ŷi)

2

∑
i(yi − y)2 (3)  

RMSE ​ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1

(yi − ŷi)
2

n

√

(4)  

MAE=

∑n
i=1|yi − ŷi|

n
(5)  

where yi is the actual value for observation i, ŷi is the predicted value for 
observation i, y is the average value of the dependent variable, n is the 
total sample size. To implement the RF and GRF analyses, we used the R 
package ‘randomForest’ (Liaw et al., 2002) and ‘SpatialML’ (Kalogirou 
and Georganos, 2019), respectively. A more thorough presentation of 
GRF can be found at Georganos et al. (2021) and Kalogirou and Geor-
ganos, 2019. 

GRF and random forests are less prone to overfitting by creating 
multiple trees, with each tree trained slightly differently (Breiman et al., 
2001; Zhao et al., 2012). Even if a tree overfits, it overfits differently 
from the rest. On that note, random forests outperform the solution 
generated by a single decision tree as multiple overfitting classifiers are 
combined to reduce the overfitting. Therefore, GRF and random forests 
are considered robust classifiers that avoid overfitting as long as the 
dataset is large and the hyper-parameters are properly selected (Janitza 
et al., 2018). To avoid overfitting in this study and similar to other works 
(Luo et al., 2021, Quiñones et al., 2021), we fine-tuned hyper--
parameters employing Random Grid Search (RGS) and used a large 
dataset of 3021 data points (counties) and 29 variables. 

2.2.3. Confounding variables, variables selection, and outliers 
An important issue that should be considered is how RF and GRF 

handle confounding variables. This study uses the randomization 
method that has become a standard in applied machine learning to 
manage confounding variables (Brownlee 2020). Randomization is 

Table 1 
Names, descriptions and sources of the variables.  

Theme Variable Name Description Source 

Demographic Population density Population density per square km U.S. Census US Census 
Bureau, 2019 %Age 20-39 % Population by age: 20–39 years 

%Age 40-59 % Population by age: 40–59 years 
%Age 60-79 % Population by age: 60–79 years 
%Age 80+ % Population by age: 80 years and over 
%African American % Population by race: Black or African American alone 
%Asian % Population by race: Asian alone 
%Disabled % Civilian noninstitutionalized population with a disability 

Households Household size Average household size U.S. Census US Census 
Bureau, 2019 

Housing 
Characteristics 

%No vehicles % Occupied housing units with no vehicles available U.S. Census US Census 
Bureau, 2019 %Housing problem Percentage of households with at least 1 of 4 housing problems: overcrowding, high housing costs, 

lack of kitchen facilities, or lack of plumbing facilities 
Education %> Bachelor % Population 25 years and over bachelor’s degree U.S. Census US Census 

Bureau, 2019 
Employment %Work construction and 

trade sector 
% Workers in construction, manufacturing, wholesale trade, transportation, warehousing, utilities 
and retail trade 

U.S. Census US Census 
Bureau, 2019 

%Work services sector % Workers in information, finance, insurance, real estate, rental, leasing, professional, scientific, 
management, administrative and waste management services 

%Work social sector % Workers in educational services, health care, and social assistance 
Economic Median income Households median annual income (in 1000 dollars) U.S. Census US Census 

Bureau, 2019 %Unemployment % Unemployment rate for population 20–64 years 
%No insurance % Current lack of health insurance among adults aged 18–64 years 2018 age-adjusted prevalence CDC 2020 
%Poverty % Below poverty level population for whom poverty status is determined U.S. Census US Census 

Bureau, 2019 
Commuting %Private transportation % Worker 16 years and over by means of transportation to work: car, truck, or van drove alone U.S. Census US Census 

Bureau, 2019 %Walking % Worker 16 years and over by means of transportation to work: walk 
%Work from home % Worker 16 years and over who worked from home 
Commuting time Mean travel time to work (minutes) for workers 16 years and over who did not work from home 

Health Condition Heart disease mortality Heart disease mortality per 100,000 population age-adjusted, spatially smoothed, 3-year average. 
2016–2018 

CDC 2020 

%Asthma % Current asthma among adults aged ≥18 years 2018 age-adjusted prevalence 
%Obesity % Obesity among adults aged ≥18 years 2018 age-adjusted prevalence 
%Sleep<7hrs % Sleeping less than 7 h among adults aged ≥18 years 2018 age-adjusted prevalence 
%No leisure-time PA % no leisure-time physical activity among adults aged ≥18 years 2018 age-adjusted prevalence 
%Smokers % Current smoking among adults aged ≥18 years 2018 age-adjusted prevalence 

Coordinates X,Y Counties’ centroids coordinates U.S. Census US Census 
Bureau, 2019 

COVID-19 Deaths per 100k Cumulative COVID-19 deaths per 100,000 population as of February 5th, 2021 USAFacts 2021  
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applied in random forests and GRF in many different levels (Gallicchio 
et al., 2017). Each tree is built from samples drawn randomly with 
replacement from the training set. At each node of the tree, a subset of 
the variables in the data is selected at random, and only these variables 
are considered for the partition at the node. This random selection of 
variables reduces the similarity of trees coming from different bootstrap 
samples (Altman and Krzywinski, 2017). This reduces the potential for 
confounding by generating groups that are comparable concerning 
known and unknown confounding variables (Pourhoseingholi, 2012). In 
this sense, randomization of experiments is the key to controlling for 
confounding variables in machine learning experiments (Brownlee 
2020). 

Following the example of other studies that apply random forests or 
GRF (Quiñones et al., 2021; Luo et al., 2021; Georganos et al., 2021), we 
do not analyse confounding variables with other traditional techniques, 
and we rely on the randomization procedures embedded in the RF ma-
chine learning technique. 

Apart from controlling for confounding variables, several advantages 
are achieved through randomization in RF and GRF, such as improved 
variable selection, reducing overfitting, and better predictions (Gallic-
chio et al., 2017). 

Randomization in variable selection is a significant difference from 
other linear spatial regression models. For example, GWR uses a fixed 
number of variables for the entire training process. On the other hand, 
GRF selects a different set of variables through randomization for the 
same location and tests which ones are more important in the local 
model. In other words, GWR or other linear spatial regression models 
conduct variable selection before training. In contrast, variable selection 
is made during training in GRF, thus testing many different variable 
combinations. 

The difference in variable selection methods between GWR and GRF 
has another implication. GWR models tend to use a relatively small 
number of variables as it is hard to interpret the local coefficients that 
explain the effect of the independent variables on the dependent for a 
large number of factors. Specifically, GWR allows for mapping the local 
coefficients of the independent variables. This offers a comprehensive 
view of the spatial variability of coefficient values and allows for tracing 
potential clustering (Grekousis 2020). Still, the local coefficients of a 
variable can not be compared (at least directly) with the coefficients of 
the remaining variables (especially when they are many). Therefore, it is 
not easy to assess which independent variable is associated to a higher 
degree, relative to the rest, with the dependent one by only plotting the 
local coefficients. On the other hand, GRF allows for plotting the relative 
importance of a large number of variables for every location, which is 
straightforward and extremely helpful when it comes to 
decision-making. 

Another important difference between GRF and GWR is that the 
linear model in GRW is susceptible to outliers while GRF is less sensitive. 
The reason is that a random forest is an ensemble of Classification and 
Regression Trees (CART) fitted to independent bootstrap samples of the 
data. In this way, outliers may be left out when creating bootstrap 
samples, making overfitting less likely and improving variable selection 
(Altman and Krzywinski, 2017). 

3. Results 

RF and GRF were applied to a large set of 29 variables to analyse the 
COVID-19 death rate across 3021 counties (spatial units) in the US. 
Before fitting the RF and the GRF model, and to avoid overfitting, we 
used Random Grid Search to find the optimal values for the hyper- 
parameters. After testing various combinations of hyper-parameters 
values through K-fold cross-validation, we used the following settings 
for the GRF: adoptive kernel, bandwidth = 300 nearest neighbors, 
number of trees to grow (ntree) = 2,000, number of variables randomly 
sampled as candidates at each split (mtry) = 8. We also run OLS (ordi-
nary least squares), RF, and GWR to compare with the GRF output. 

Table 2 presents models’ assessment metrics, indicating that GRF is 
more accurate than GWR, RF, and OLS, having higher R2 and lower 
RMSE and MAE. 

The importance of the independent variables for the RF is depicted in 
Fig. 1. The higher the increase in the mean squared error (%IncMSE), the 
more important the variable. Health-related factors (heart disease 
mortality, asthma, obesity), education (percentage of people with higher 
than a bachelor’s degree), socioeconomic factors (percentage of people 
with no medical insurance, percentage of people with no leisure-time 
physical activity), and demographic variables (people over 80 years 
old, and percentage of African-American population) are listed in the top 
10 most important variables concerning COVID-19 death rate. 

Partial dependence plots (PDPs) for the risk factors variables with the 
highest importance (top 20 generated based on the RF model) were built 
to characterize the non-linear relationship between the risk factors and 
COVID-19 death rate (Fig. 2). PDPs can display the expected target 
response as a function of the input features of interest and reveal 
whether the relationship between the target and a feature is linear, 
monotonic, curvilinear, or more complex (Friedman, 2001). Results 
show that most risk factors are not linearly associated with COVID-19 
death rate (i.e., no leisure-time PA, Fig. 2a, no insurance, Fig. 2b, 
heart disease mortality, Fig. 2f, asthma, Fig. 2h, smokers, Fig2l). For 
example, the negative non-linear effect of average household size on 
COVID-19 death rate is observed when the average household size is 
lower than three, while the average household size is positively associ-
ated (non-linearly) with COVID-19 death rate when the average 
household size is higher than three (Fig 2r). 

Table 2 
Model assessment metrics.  

Model RMSE MAE R2 OOB R2 

OLS 74.83 57.19 0.30 NAa 

GWR 70.25 55.20 0.55 NAa 

RF 71.31 54.59 0.63 0.38 
GRF 67.29 50.31 0.76 0.43  

a NA: Not applicable. 

Fig. 1. RF variable importance. A higher increase (%) in mean squared error (% 
IncMSE) corresponds to higher importance. 
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We notice linear relationships for a few variables but only within 
specific ranges. For example, there is a positive linear relationship be-
tween Age 80+ and COVID-19 death rate at the range of 3%–7%, but 
after that point, the effect is marginal (Fig. 2c). Similarly, there is an 
almost linear negative association between median income and COVID- 
19 death rate at the range of 20.000–80,000 US dollars, but after that, 
the effect is not evident (Fig 2o). 

Overall, results show that nearly all relations are non-linear, further 
strengthening the necessity for applying non-linear regression models. 
We have no reasons to assume that non-linearity would disappear at the 
local models, and therefor we apply GRF to handle non-linearity. 

Fig. 3 depicts the average local importance value (%IncMSE) per 
variable on the COVID-19 death rate in the GRF model. We observe that 
the risk factors are ordered quite similarly to the global model (Fig. 1). 
For example, no insurance is ranked first (higher %IncMSE) and no 
leisure-time physical activity second in GRF. The order is reversed in RF. 
However, some differences in order are also noticed. Median income is 
ranked as the fifth most important variable for modeling COVID-19 
death rate in GRF and 15th in the RF. Similarly, the percentage of 

African Americans is ranked 14th in GRF but 7th in RF. 
We also calculated the proportion of counties having the same local 

primary risk factor (factor with the highest importance) (Table 3). For 
example, lack of health insurance is the factor with the highest impor-
tance in 34.86% of counties. 

Not surprisingly, socioeconomic and health-related factors such as 
lack of insurance (34.86%), no leisure-time physical activity (19.86%), 
smokers (8.57%), heart disease mortality (4.47%) were ranked as the 
most influential factors to COVID-19 death rate in 67.76% of the US 
counties (Table 3, Fig. 4). Population aged over 80 (12.25%), housing 
units with no vehicles available (8.81%), African-American population 
(4.40%), and annual median (3.21%) income were also ranked top. The 
geographical pattern of the primary factors is interesting (Fig. 4). No 
insurance is dominant in southern states of the Midwest regions (i.e., 
Kansas, Montana, Illinois, Indiana), New Mexico, Texas, Oklahoma, 
Kentucky, and Tennessee. No leisure-time physical activity is the most 
influential factor mainly in the western part of the West region (Cali-
fornia, Oregon, Washington), and in South region states of Alabama, 
Georgia, and South Carolina. Population aged over 80 is the most 

Fig. 2. Partial dependence plots for the top 20 most important risk factors.  
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important factor in Minnesota and parts of North Dakota, Ohio, West 
Virginia, New York, and Pennsylvania. Smokers is the local primary 
factor mainly in Wyoming, South Dakota, and Nebraska. The percentage 
of African-American population is influential in 4.40% of the counties 
primarily located in Arkansas, Mississippi, and Louisiana. Lastly, median 
income is not concentrated in a specific region, although we observe a 
small cluster in Florida. 

To further analyse the spatial distribution of the local variable 
importance, we map the following top factors: no insurance, no leisure- 
time physical activity, smokers, and median income (Fig. 5). This map 
depicts the importance value (%IncMSE) of each local factor no matter if 
it is primary or not. No insurance (Fig. 5A) has high importance not only 
in parts of the Midwest and South regions (that was the primary factor as 
shown in Fig. 4) but also in the West region (i.e., California, Oregon, 

Washington, Nevada, and Arizona) where no leisure-time physical ac-
tivity is the primary risk factor. This means that no insurance is a critical 
factor to COVID-19 death rate across most US counties except for 
northern Midwest states and Alabama, Georgia, and Florida in the South 
region. No leisure-time physical activity dominates the West region (see 
Figs. 4 and 5b) and the South region. Smokers is also an important factor 
in the West and parts of Midwest regions and southern states such as 
Alabama and Florida (Fig. 5C). Lastly, median income is important in 
southern California and counties of the South region (Texas, Louisiana, 
Georgia, South Carolina, North Carolina, and Virginia, Fig. 5D). Further 
analysis of the above results is discussed in the following section. 

To better understand how GRF addressed spatial heterogeneity, we 
map the spatial distribution of the standardised residuals (Fig. 6a). We 
also estimate spatial autocorrelation through local Moran’s I to trace 
potential clustering in the residuals (Fig. 6b). Results show that spatial 
clustering of residuals is not evident in most areas and that they are 
randomly scattered. This indicates that GRF has addressed spatial het-
erogeneity in most locations. However, the checkboard-like pattern with 
large over or under predictions in nearby locations (mainly across the 
Great Plains and Texas; Fig. 6a) and the existence of clusters and spatial 
outliers in the same areas (Fig. 6b), indicate that counties exhibiting 
severe over-prediction were adjacent to counties with under- 
predictions. This pattern was also observed in other works that ana-
lysed COVID-19 through spatial regression methods (Sun et al., 2020). 
It’s unclear why other regression methods and GRF applied here cannot 
address this problem. This can be partially explained by the fact that 
spatial heterogeneity is common in US counties (Mollalo et al., 2020) or 

Fig. 3. Average local importance per variable in the GRF model. A higher increase (%) in mean squared error (%IncMSE) corresponds to higher importance.  

Table 3 
Counties having the same factor with the highest importance (primary factor).  

Local primary factors Share of counties (%) 

Lack of health insurance (%) 34.86 
No leisure-time physical activity (%) 19.86 
Aged over 80 years (%) 12.25 
No vehicles (in occupied housing units) (%) 8.81 
Smokers (%) 8.57 
Heart disease mortality rate 4.47 
African American (%) 4.40 
Households’ median annual income 3.21 
Other risk factors 3.57  
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that additional variable should be included in the model. Even with this 
caveat, the residuals map offers a better understanding of where the 
model is misspecified, allowing us to trace hidden drivers. 

4. Discussion 

This cross-sectional ecological study reports a county-level analysis 
of the cumulative COVID-19 death rate for the first year of the epidemic 
in the US since February 5, 2020. We applied two non-linear regression 
models, namely RF and GRF and two linear ones (OLS and GWR). Re-
sults showed that the local GRF model outperformed all models. This 
indicates that GRF can handle spatial heterogeneity and identify the 
factors that explain local variance in the COVID-19 death rate, some-
thing confirmed in other studies (Georganos et al., 2021; Luo et al., 
2021). This study aims to identify the importance of key demographic, 
socioeconomic, and health-related factors on the COVID-19 death rate. 
Of the top eight most influential local risk factors, four are 
socio-economic (no leisure-time physical activity, lack of insurance, no 
vehicle, median annual income), two are health-related (smoking, heart 
disease), and two are demographic (over 80 years old, African-American 
population). Below, we discuss the findings related to these factors and 
highlight their implications. 

4.1. No leisure physical activity 

No leisure-time physical activity is defined as not participating in any 
physical activities such as running, walking for exercise, or gardening. 
Limited physical activity or, even worst, no physical activity could 
dramatically increase the risk of many severe health disorders (i.e., 
diabetes, cancer, and cardiovascular disease), thus increasing the 
severity of potential COVID-19 infection (Lippi et al., 2020). 

Furthermore, reduced or no leisure-time physical activity has been 
linked to experiencing unpleasant emotions such as sadness, anger, or 
frustration and, in general, to mental health and mental wellbeing 
(Huang et al., 2021; Liu et al., 2019). In combination with prolonged 
quarantines, physical activity’s absence triggers post-traumatic stress 
and depression (Brooks et al., 2020). With many states imposing state-
wide quarantine, or stay-at-home orders in attempts to hinder the spread 
of COVID-19, it is not surprising that this factor is ranked high across the 
US. No leisure-time physical activity is the most important primary 
factor for 19.86% of the counties concentrated mainly in California, 
Oregon, Washington, and parts of the South region (i.e., Alabama, 
Georgia, South Carolina) (Fig. 4). However, as shown in Fig. 5B, the 
importance of this factor is high across the entire West region and most 
of the counties of the South region. We also notice that in the part of the 
South region that African-American population is the primary factor, a 
cluster of high values of the importance of no leisure-time physical ac-
tivity collocates (Figs. 4 and 5B). 

This is an important lesson extracted from our study as we found that 
the lack of leisure physical activity is the second most important risk 
factor across the US and is also spatially clustered in specific regions. 
This could inform local governments to promote outdoor or indoor 
physical activities with specific regulations in places where the impor-
tance is higher. As local lockdowns, quarantines, and stay-at-home or-
ders are still in effect in many places worldwide, staying active and 
maintaining physical exercise should be prioritised for mental and 
physical health (Lippi et al., 2020). As physical activity is linked to a 
person’s overall physical and mental health, we suggest that local and 
regional governments encourage physical activities during epidemics as 
an alternative way to build a stronger immune system. 

Fig. 4. Spatial distribution of importance of key factors.  
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4.2. Health related variables 

From the health-related variables, smoking and heart disease were 

ranked at the top eight local primary factors for the COVID-19 death 
rate. Studies have shown that smoking is a risk factor for the progression 
of COVID-19, with smokers having higher odds of infection and 

Fig. 5. Primary local factor per county.  

Fig. 6. (a) Spatial distribution of the standardised local residuals. (b) Local Moran’s I of standardized residuals.  
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mortality from COVID-19 than non-smokers (Reddy et al., 2021, Pata-
navanich and Glantz, 2020). The percentage of smokers was the most 
important local primary risk factor in 8.57% of the counties concen-
trated mainly in Wyoming, South Dakota, Nebraska, and northern Col-
orado. There is also a small cluster of counties with smoking as the 
primary factor in south Alabama and Florida, which is surrounded by 
counties having heart disease as the primary risk factor. Heart disease is 
also dominant in Wisconsin and parts of Illinois and Michigan and has 
been associated with higher COVID-19 mortality in other studies 
(Núñez-Gil et al., 2021). 

Studies have shown that underlying medical conditions are highly 
prevalent among COVID-19 patients that are hospitalised (Stokes et al., 
2020). Our analysis confirms this result and locates the population’s 
enclaves at higher risk. In this respect, the estimations of the importance 
of the underlying medical factors at the county level can be used 
together with data on intensive care units admissions or available beds 
for efficient planning to mitigate the epidemic and decrease mortality 
rates. Areas, for example, with risk factors highly related to underlying 
health conditions could use additional resource investment, including 
hospital beds, staffing, ventilators, or other supplies in need to treat an 
expected high flow of COVID-19 patients with specific health problems 
(Razzaghi et al., 2020). As such, the implications of our anlaysis in 
designing effective health policies could be significant. 

4.3. African-American population 

Many studies have identified the African-American population as a 
determinant of the COVID-19 death rate (Andersen et al., 2021; Fein-
handler et al., 2020). This can be attributed to the high prevalence of 
factors that adversely affect health, including poverty, low-quality 
nutrition, lack of insurance, and limited access to health care in many 
African-American communities (Yancy 2020; Hamidi et al., 2020). The 
importance of the African-American share on COVID-19 death rates is 
higher in the South region, in states (i.e., Arizona, Louisiana), and 
counties that historically have high proportions of African-Americans. 
This finding is critical from a policy perspective as it may lead to more 
tailored and effective strategies for this subpopulation. 

4.4. Age over 80 

A population aged over 80 is related to high COVID-19 death rates 
(Dowd et al., 2020). According to CDC, people in the US over 85 years 
have a 630 times greater average death rate than those aged between 18 
and 29 years (CDC 2020b). For example, as of May 17, 2021, 80.5% of 
deaths in the US were people over 65 years old, while 31.4% of deaths 
were individuals aged 85 and above (CDC 2021). We found that this risk 
factor clusters in parts of the Midwest and Southeast regions. We suggest 
that identifying and mapping age-related spatial clustering be priori-
tised to improve critical care forecasts and health care system pre-
paredness (Verhagen et al., 2020). 

4.5. Household median income and lack of medical insurance 

Household median income is ranked the fifth most important local 
risk factor. Median income has been linked to COVID-19 mortality in 
many studies (Maiti et al., 2021; Mollalo et al., 2020). For example, a 
Multiscale Geographical Weight Regression model used to explain the 
spatial variability of COVID-19 incidence in the US from January 22, 
2020, to April 9, 2020, found median income to be a significant deter-
minant (Mollalo et al., 2020). The above study identified higher coef-
ficient values of median income in similar areas (parts of West region 
and South region) with areas having high importance value in this study. 

In general, the poorer populations are more likely to lack access to 
medical insurance and health care services which may inflate mortality 
rates (Ahmed et al., 2020). Our study shows that the lack of insurance is 
the most important factor in 34.86% of the US counties. These counties 

are concentrated in parts of the West, South, and Midwest regions. On 
the other hand, no insurance is ranked relatively low in the states of the 
east coast. People with no insurance are more likely to work in 
service-oriented industries with a lower ability to work from home (Chin 
et al., 2020). In consequence, they are more susceptible to COVID-19 
(Chin et al., 2020). 

We should emphasise that the medical cost of COVID-19 treatment is 
high in the absence of health insurance. It is estimated as being 14,366 
US dollars on median values per single symptomatic SARS-CoV-2 patient 
needing hospitalisation (Bartsch et al., 2020). 

The fact that lack of insurance is the most important factor across the 
US counties is a significant finding. The high cost of medical treatment 
can be an extra obstacle for seeking health care to a hospital for people 
with adequate income but no insurance. Late treatment of COVID-19 
infection may be fatal (Bartsch et al., 2020). This highlights the 
importance of medical insurance that gives access to the health care 
system, and like others, we strongly support robust social security and 
health system at the national, regional, and local levels (Batty 2020). 

4.6. Housing units with no vehicles 

Housing units with no vehicles available was the most influential 
factor for 8.81% of the counties. Counties most influenced by this factor 
lie on the Atlantic coast stretching from Virginia up to Maine and belong 
mainly to the northeast megalopolis (also known as northeast corridor, 
or Bos-Wash) consisting of Boston, New York, Philadelphia, and Balti-
more, and Washington D.C. urbanised areas. It is the most populous 
megalopolis in the US with over 50 million residents and the world’s 
largest economic output estimated at 4 trillion US dollars (Florida 
2019). 

The fact that the absence of a car within a housing unit was ranked as 
the most important factor in these areas highlights the effect of choosing 
between private and public transportation as an important causal 
mechanism in the spread of COVID-19 and underlines the significance of 
interconnected communities (Seto et al., 2021). 

The study has the following limitations. First, a finer scale of analysis 
would provide a deeper understanding of the importance and effect of 
the studied variables on the COVID-19 death rate. Yet, the finest spatial 
scale that COVID-19 death data is available for the contiguous US at the 
county level at least for the time that this paper is written (summer 
2021). Second, and similar to others (Luo et al., 2021; Snyder and Parks, 
2020), we did not account for different containment policies applied 
across the US. Although shelter-in-place orders, lockdowns, and social 
distancing varied, it would be beyond the scopes of this study to sys-
tematically analyse these differences across space (counties) and time 
(duration and stringency). To account for this limitation, we analysed 
cumulative data referring to the end of the first year of the epidemic. We 
expect that gradually people would take precautions not only because 
they were ordered but mainly due to the public sentiment for protection. 
Therefore, analysing data for the first year could partially address this 
limitation. However, future research should also include the policy 
measures and how they affected COVID-19 death rate. Lastly, another 
limitation is that COVID-19 deaths at any given time may be under-
reported (Fineberg 2020). For example, people dying at home from 
COVID-19, may not have been tested for the virus and as such their 
death is attributed to other reasons. Although COVID-19 deaths may be 
underestimated, we expect this will not change the relationship between 
risk factors and death rate. Thus, we assume that our results are not 
biased as we did not conduct a predictive analysis but an exploratory 
one. For this reason, and similar to others (Andersen et al., 2021; Stokes 
et al., 2020), we rely on the confirmed COVID-19 deaths at the county 
level. 

5. Conclusions 

Machine learning has been widely used to analyse the dynamics of 
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COVID-19 and identify the critical risk factors that contribute to higher 
mortality rates (Roy and Ghosh, 2020). At present, existing works that 
study the spatial variation of COVID-19 deaths use mostly linear spatial 
machine learning methods (i.e., geographically weighted regression). 
However, assuming that relations of risk factors to COVID-19 mortality 
are linear cannot be easily justified due to the imbalanced distribution of 
COVID-19 deaths and the complex interrelations with its risk factors 
(Luo et al., 2021). We apply a non-linear non-parametric geographical 
random forest model that can address both spatial heterogeneity and 
non-linear relationships. By examining how the importance of risk fac-
tors spatially varies, we found that different factors are associated with 
the COVID-19 death rate across the continental US. This shows that GRF, 
due to its capability to handle spatial heterogeneity, can identify how 
factors’ importance spatially varies. This is more straightforward to 
inform policymaking compared to local coefficients that linear regres-
sion models provide. For example, our findings imply that local and 
regional governments (mainly in the West region) should encourage 
physical activities during COVID-19 epidemic as their absence is the 
primary important factor for high COVID-19 death rates. Additionally, 
we show that lack of medical insurance is the most important factor in 
34.86% of the US counties. Governments should focus more on 
improving social security systems and invest more on medical insurance 
so that people get adequate and affordable medical treatment. 

Concluding, county, state, and national policies and health special-
ists can benefit from such results by examining the local factors that are 
more likely to be associated with COVID-19 death rate, increasing their 
ability to respond timely. In this sense, prevention approaches and dis-
ease pharmaceutical or non-pharmaceutical interventions can be 
tailored and, hopefully, more effective in saving lives. 
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