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ABSTRACT

DNA damaging agents cause a variety of lesions,
of which DNA double-strand breaks (DSBs) are the
most genotoxic. Unbiased approaches aimed at in-
vestigating the relationship between the number of
DSBs and outcome of the DNA damage response
have been challenging due to the random nature in
which damage is induced by classical DNA damag-
ing agents. Here, we describe a CRISPR/Cas9-based
system that permits us to efficiently introduce DSBs
at defined sites in the genome. Using this system,
we show that a guide RNA targeting only a single
site in the human genome can trigger a checkpoint
response that is potent enough to delay cell cycle
progression. Abrogation of this checkpoint leads to
DNA breaks in mitosis which gives rise to aneuploid
progeny.

INTRODUCTION

As much as 10,000 DNA lesions arise in a human cell per
day, most of which are caused by oxidative damage (1,2).
Proper management and repair of these DNA lesions is es-
sential for development and tissue homeostasis and helps
avert tumorigenesis (3–6). Most crucial to cell viability are
the pathways involved in double-strand breaks (DSBs) re-
sponses, as these represent the most genotoxic lesions (1,7).
Historically, studies aimed at a better understanding of
DNA damage control have centered on the discovery of
genes involved in sensitivity to DNA damaging agents (1,8).
These studies have led to the identification of a variety of
damage repair pathways that act to detect and repair DNA
damage. It is currently still largely unclear how these path-
ways act together in different genomic locations and how
they are influenced by chromatin context (9,10).

Recent observations have sparked an interest in the influ-
ence of distinct chromatin states on the execution of DNA

damage responses (11). Classic experimental approaches
such as the use of DNA damaging agents like Topoiso-
merase II poisons or � -irradiation induce breaks at random
locations in the genome, making them unsuitable as tools
to study site specific DSBs. Initial evidence supporting the
hypothesis that local chromatin state can influence DNA
damage responses has therefore come from studies using
selective endonucleases, which are able to generate DSBs
at single or multiple sites (12–15). Although selective en-
donucleases have given us some insights regarding location-
dependent effects on DNA damage responses, their applica-
bility for unbiased investigations are limited due to a mini-
mal regiment of target-sites in the genome (i.e. I-PpoI) or
the requirement to introduce a de novo restriction site in
the genome (i.e. I-SceI). Current advances in genome en-
gineering allow us for the first time to target many, if not
all, loci without the need for the introduction of de-novo se-
quences in the genome (16). The genome editing technique
that is currently most used is Type II clustered regularly in-
terspaced short palindromic repeats (CRISPR), originating
from a bacterial adaptive immune system that introduces
DSBs in the genome of bacteriophages, thereby perturbing
their bacterial virulence (17,18).

Previous work from our lab and others has shown that
CRISPR can be used to tease apart location-dependent ef-
fects on checkpoints and cell fate decisions, but the systems
that were used for these studies lacked sufficient temporal
control over break formation (19–21). Here, we report the
generation of a time-controlled Cas9 system that allows us
to induce a defined number of DSBs at very specific sites in
the genome and subsequently monitor repair and cell fate.
This system allows us to address how number and loca-
tion of breaks influence the overall DNA damage response
(DDR) and checkpoint activation.

Here we show, by using a tractable Cas9 system, that
a limited number of DSBs is sensed by the DNA damage
checkpoint and can delay cell cycle progression.
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MATERIALS AND METHODS

Antibody generation

Anti-Cas9 was raised against the first 300 amino acids of
Cas9 from Streptococcus pyogenes. The cDNA correspond-
ing to amino acids 1–300 of Cas9 from S. Pyogenes was
cloned in pET-30a (Novagen). The resulting 6x His tagged
antigen was expressed in Escherichia coli, purified and used
for rabbit immunization. Rabbit polyclonal antiserum was
affinity purified.

Plasmid construction

pCW-Cas9 was a gift from Eric Lander and David Sabatini
(Addgene plasmid # 50661). The iCut plasmid was gener-
ated by linearizing pCW-Cas9 with NheI and introducing
the FKBP destabilization domain. The FKBP destabiliza-
tion domain was amplified from the pRetroX-Tight FKBP-
I-PpoI plasmid (20) using primers suitable for Gibson As-
sembly (22).

Cell lines, tissue culture and irradiation

Retinal pigment epithelial (RPE-1) hTERT cell lines (ob-
tained from American Type Culture Collection) were main-
tained in DMEM/F12 GlutaMAX medium (Gibco) con-
taining 10% Tetracycline-free Fetal Bovine Serum and 1%
Penicillin-Streptomycin (10 000 U/ml). DiC-RPE-1 cells
were generated by lentiviral transduction with first gener-
ation lentiviral helper plasmids of pCW-Cas9 (23). iCut-
RPE-1 cells were generated by transduction of the iCut
plasmid, followed by selection with Puromycin (20 �g/ml).
Constitutive Cas9 expressing cells were previously de-
scribed (20). Chemicals used in this study: Doxycycline
(Sigma, 1 mM), SHIELD-1 (Aobious, 1 �M), Nutlin-3a
(Cayman Chemical, 10 �M), Wee1 inhibitor MK-1775 (3
mM, Sigma), ATM inhibitor Ku55933 (10 �M, Merck-
Millipore), ATR inhibitor VE-821 (10 �M, Selleck) and
Nocodazole (250 �M, Sigma). Cells were � -irradiated us-
ing a Gammacell Exactor (Best Theratronics) with a 137Cs
source.

tracrRNA:crRNA design and transfections

Alt-R crRNA (Integrated DNA technologies) were de-
signed with on-target scores determined by the Rule Set 2
(24). Off-target scores were determined by the specificity
score (25). For HS1, we used the previously described cr-
RNA targeting the LBR gene (26). For HS4, we used a se-
quence of the NF2 gene and processed similarly as HS13
and HS18 to select a crRNA with the most target sites. For
HS13, HS15 and HS17; we used RPL12 pseudogenes to de-
sign sgRNAs with the rationale that these would target mul-
tiple sequences. We used the RPL12P38 pseudo-gene anno-
tated in the hg19 assembly of the human genome. Subse-
quently, we selected sgRNAs based on the CRISPOR (27).
We included predicted sites with complete homology and
with maximum 1 mismatch outside of the seed sequence of
the sgRNA (position 1–8 (28)). Out of all the targets none
target coding sequences of genes. tracrRNA:crRNA duplex
was transfected according to manufacturer’s protocol (29).

The following crRNA were used in this study:

Clonogenic assays

iCut-RPE-1 or DiC-RPE-1 cells were transfected with the
indicated crRNAs and 16 h later, 250 single cells per well
were seeded in six-well plates. Cells were treated with the
indicated drugs and allowed to grow out for 7 days. Plates
were fixed in 80% ice-cold Methanol and stained with 0.2%
Crystal Violet solution. Colonies were counted and normal-
ized to plating efficiency of untreated control.

Determination of insertions and deletion by TIDE and LM-
PCR

Insertions and deletion of the TP53 locus were quantified
by PCR amplification of the edited region with the follow-
ing primer set (5′- GGGAAGGTTGGAAGTCCCTCTC -
3′ and GCTTCATCTGGACCTGGGTCTT). For the HS1
locus, genomic DNA was subjected to PCR with the follow-
ing primer set (5′ GTAGCCTTTCTGGCCCTAAAAT 3′
and 5′ AAATGGCTGTCTTTCCCAGTAA 3′) The PCR
products were subjected to Sanger Sequencing and ana-
lyzed by the Tracking of Indels by Decomposition (TIDE)
method (26). Ligation mediated PCRs were performed as
previously described (30).

Fixed cell microscopy

Images were obtained using a DeltaVision Elite (Applied
Precision) maintained at 37◦C equipped with a 60 × 1.45
numerical aperture (NA) lens (Olympus) and cooled Cool-
Snap CCD camera. DNA damage foci were evaluated in
ImageJ, using an in-house developed macro that enabled
automatic and objective analysis. In brief, cell nuclei were
detected by thresholding on the (median-filtered) DAPI sig-
nal, after which touching nuclei were separated by a water-
shed operation. The foci signal was background-subtracted
using a Difference of Gaussians filter. For every nucleus,
foci were identified as regions of adjacent pixels satisfying
the following criteria: (i) the gray value exceeds the nuclear
background signal by a set number of times (typically 2-
fold) the median background standard deviation of all nu-
clei in the image, and is higher than a user-defined absolute
minimum value [1]; (ii) the area is larger than a defined area
(typically 16 pixels). These parameters were optimized for
every experiment by manually comparing the detected foci
with the original signal.

Live-cell imaging

Cells were grown in Lab-Tek II chambered coverglass
(Thermo Scientific) in Dulbecco’s Modified Eagle Medium/
Nutrient Mixture F-12 (DMEM/F12) outfitted with a CO2
controller set at 5%. Images were obtained using a DeltaVi-
sion Elite (Applied Precision) maintained at 37◦C equipped
with a 10× or 20× PLAN Apo S lens (Olympus) and cooled
CoolSnap CCD camera. Macros used to quantify foci living
cells were previously described (31). FUCCI experiments
were performed and analyzed as previously described (32).

FACS analysis

For G2 checkpoint recovery, we synchronized cells at the
G1/S transition using a thymidine block, we induced Cas9-
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eGFP 5′-GTCGCCCTCGAACTTCACCT-3′ Doench 2016 [70], Hsu 2013 [81]
TP53 5′-TCGACGCTAGGATCTGACTG-3′ Doench 2016 [64], Hsu 2013 [48]
HS1 5′-GCCGATGGTGAAGTGGTAAG-3′ Doench 2016 [73], Hsu 2013 [55]
HS4 5′-TGGACTGCAGTACACAATCA-3′ Doench 2016 [58], Hsu 2013 [16]
HS13 5′-AGAAAAACATTAAACACAGT-3′ Doench 2016 [58], Hsu 2013 [6]
HS15 5′-TTTTTGGAGACAGACCCAGG-3′ Doench 2016 [77], Hsu 2013 [5]
HS17 5′-CAGACAGGCCCAGATTGAGG-3′ Doench 2016 [70], Hsu 2013 [4]

activity by the addition of doxycycline/SHIELD-1 at the
time of thymidine addition. At the time of release, the cells
were transfected with indicated gRNAs and the cells were
allowed to progress into G2. Nocodazole was added 7 h post
transfection to trap cells in mitosis over a period of 16 h. Cu-
mulative mitotic entry was determined by the percentage of
MPM-2-positive cells (33). For H2B-eGFP disruption, we
fixed cells in 70% ethanol 4 days after the washout of the
agonists (doxycycline for DiC, doxycycline, and SHIELD-1
for iCut). Disruption was analyzed by determining the per-
centage eGFP negative cells in the total population.

Immunofluorescence and Western Blots

For IF, cells were fixed with 3.7% formaldehyde for 5 min
and permeabilized with 0.2% Triton-X100 for 5 min before
blocking in 3% bovine serum albumin (BSA) in PBS sup-
plemented with 0.1% Tween (PBS-T) for 1 h. Cells were in-
cubated overnight at 4◦C with primary antibody in PBS-T
with 3% BSA, washed three times with PBS-T, and incu-
bated with secondary antibody and DAPI in PBS-T with
3% BSA for 2 h at room temperature (RT). Western blot
analysis was performed as previously described (31). The
following primary antibodies were used in this study: anti-
Cas9 (homemade rabbit polyclonal, 1:2000), anti-MPM2
(05-368, Millipore, 1:500), anti-�H2AX (ser139p; 05-636
Upstate, 1:500), anti-53BP1 (H-300, Santa Cruz, sc-22760,
1:500), anti-Cdk4 (C-22; sc-260 Santa Cruz, 1:1000), anti-
pSer15 p53 (Cell Signaling, #9286, 1:250), anti-p53 (DO-1,
Santa Cruz, sc-126, 1:500) anti-Chk2 (H-300, Santa Cruz,
sc-9064, 1:500), anti-pThr68 Chk2 (Cell Signaling, #2661,
1:500), anti-pSer1981 ATM (Cell Signaling, #4526, 1:500),
anti-pSer317 Chk1 (Cell Signaling, #2344, 1:500), anti-
Chk1 (Cell Signalling, #2360, 1:500), anti-pSer428 ATR
(Cell Signalling, #2853, 1:500), anti-ATR (sc-1887, Santa
Cruz, 1:500), anti-�-Tubulin (Sigma, T5168, 1:10,000),
anti-p21 (sc-397, Santa Cruz, 1:250), anti-CREST (CS1058,
Cortex Biochem, 1:5000). The following secondary anti-
bodies were used for western blot experiments: peroxidase-
conjugated goat anti-rabbit (P448 DAKO, 1:2000) and goat
anti-mouse (P447 DAKO, 1:2000). Secondary antibodies
used for immunofluorescence and FACS analysis were anti-
rabbit Alexa 488 (A11008 Molecular probes, 1:600), anti-
mouse Alexa 568 (A11004 Molecular probes, 1:600). DAPI
was used at a final concentration of 1 �g/ml.

Senescence-associated beta-galactosidase (SA-�-gal) activ-
ity assays

To detect SA-�-gal by cytochemistry, cells were fixed for
5 min using 2% formaldehyde 0,2% gluteraldehyde in PBS
after 6 days of gRNA transfection. Cells were washed
three times with PBS before overnight (16 h) incubation

in staining solution (X-gal in dimethylformamide (1 mg
ml), citric acid/sodium phosphate buffer at pH6 (40 mM),
potassium ferrocyanide (5 mM), potassium ferricyanide (5
mM), sodium chloride (150 mM) and magnesium chlo-
ride (2 mM)) at 37◦C (not in a CO2 incubator). Cells
were washed with PBS and the blue staining was detected
using a CCD microscope equipped with a Zeiss Axio-
Cam colour camera (Axiocam HRc). The C12FDG as-
say is based on the hydrolysis of a membrane perme-
able molecule, the 5-dodecanoylaminofluorescein di-�-D-
galactopyranoside (C12FDG), by �-galactosidase enriched
in senescent cells. After hydrolysis and laser excitation, the
C12FDG emits green fluorescence and can therefore be de-
tected by flow cytometry. After 6 days of gRNA transfec-
tion, RPE-1 were incubated with the Bafilomycin A1 solu-
tion for 1 h at 37◦C, 5% CO2 followed by the C12FDG stain-
ing for 2 h at 37◦C, 5% CO2. After incubation, RPE-1 were
trypsinized and re-suspended with PBS. Cells were analyzed
immediately using FACS Calibur flow cytometry. C12FDG
was measured on the FL1 detector.

RESULTS

iCut is a tunable Cas9 system

Genome editing tools allow one to introduce DNA breaks
at well-defined sites. In theory, this makes it possible to in-
troduce a defined number of breaks in a single genome. But
to render such a nuclease-based system comparable to clas-
sical DNA damaging agents it is essential to obtain tempo-
ral control over nuclease activity to prevent a cycle of cut
and repair. To this end, we brought Cas9 under control of a
3rd generation doxycycline-inducible promoter (23) and in-
troduced this into RPE-1 cells, a human diploid retinal pig-
ment epithelial cell line immortalized by ectopic expression
of hTERT (34). While doxycycline could induce high levels
of expression of Cas9 (DiC-RPE-1), we also observed con-
siderable expression of Cas9 in the absence of doxycycline
(Figure 1B), making the system not suitable to use for time-
controlled break formation. Therefore, we decided to add a
destabilization domain (FKBP-degron) to the N-terminus
of Cas9 and put this construct under the control of the
same doxycycline-inducible promoter (Figure 1A) (30,35).
Importantly, the doxycycline-regulated FKBP-tagged Cas9
(iCut) was not expressed at detectable levels in the iCut-
containing RPE-1 (iCut-RPE-1) cells treated with DMSO
only (Figure 1B). The addition of doxycycline (D) to the
iCut-RPE-1 cells did not lead to low levels of Cas9 expres-
sion, while the combination of doxycycline and SHIELD-
1 (DS) induced high levels of Cas9 expression (Figure 1B–
D). Following rigorous washout, the levels of Cas9 in iCut-
RPE-1 rapidly decreased (Figure 1D). Four hours after
washout, levels of expression were still near maximal in the
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Figure 1. iCut is a tunable expression system for Cas9. (A) Schematic representation of iCut, where levels of Cas9 can be regulated on both transcriptional
and protein level. (B) Western blot (WB) analysis of Cas9 expression level iCut cells after the addition of doxycycline and SHIELD-1. (C) Immunoflu-
orescence (IF) of iCut cells treated with DMSO (–), doxycycline (D), SHIELD-1 (S) or both agonists (DS). (D) IF Quantification of Cas9 levels in DiC
and iCut cells with indicated conditions. Washouts (WO) were performed after 8 h of induction with the respective agonists. Each condition contained a
least 50 cells derived from three independent. (E) Top: Schematic representation of H2B-eGFP assay. Bottom - Targeting of H2B-eGFP RPE-1 cells with
iCut, DS was added for 8 h following rigorous washout. Cells were allowed to recover for 4 days. eGFP+ was determined by flow cytometry (Supplemental
2B, C). The average was determined from three independent experiments (error bars represent SEM).( F) Top: Clonogenic assay for TP53 edited iCut
cells. Agonists were added for 8 h following rigorous washout, cells were allowed to recover for 24 h. Subsequently, 250 cells were plated and selected
with 10 �M of Nutlin-3a. Bottom: Quantification of the number of Nutlin-3a selected clones to grow out in the different conditions. (G) The absolute
efficiency achieved with our system by comparing Nutlin-3a with DMSO in both edited and unedited iCut cells. Agonists were added for 24 h. The average
was determined from three independent experiments (error bars represent SEM).( H) The number of insertions and deletions determined by TIDE of the
edited and unedited cells prior to selection. The average was determined from three independent experiments (error bars represent SD). (I) Time-course
of iCut activity in the presence of p53 gRNA, treated similarly to Figure 2D, TP53KO (%) is a ratio of Nutlin-3a/DMSO clonal outgrowth. The average
was determined from three independent experiments (error bars represent SD).( J) Reversibility assay of iCut system. Cells were transfected at indicated
times with p53 gRNA and subsequently selected with Nutlin-3a. Timepoints indicate period after washout of doxycycline and SHIELD-1. Outgrowth was
normalized to constitutive activation (–washout, error bars represent SD).
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DiC-RPE-1 cells, while they were close to basal levels in the
iCut-RPE-1 cells (Figure 1D). Additionally, we confirmed
that iCut activation alone does not result in altered cell cycle
distribution or proliferative defects (Supplementary Figure
S1A,B). Taken together, in iCut-RPE-1 cells, Cas9 can be
switched on and off in a time-controlled manner.

Highly efficient gene inactivation with iCut

To functionally validate the iCut system, we first introduced
a single copy of H2B-eGFP (36) into the iCut-RPE-1 cells
by lentiviral transduction (Figure 1E). Subsequently, we
introduced a guide RNA (gRNA) targeting the transgene
and transiently activated Cas9 using the appropriate ago-
nists for 8 h followed by rigorous washout. Subsequently,
we allowed the cells to recover for four days to allow for
H2B-eGFP protein turnover. In iCut cells, we observed a
loss in GFP-expression in ∼30% of the cells (Figure 1E).
The percentage of GFP-negative cells was higher in DiC-
RPE-1 cells (∼60%), but we also found up to 40% GFP-
negative cells in the non-induced DiC-RPE-1 cultures, con-
sistent with the observation that Cas9 is expressed in these
cells in the absence of doxycycline (Supplementary Figure
S1C). In sharp contrast, there was no significant increase
in the percentage of GFP-negative cells in the iCut-RPE-1
treated with DMSO (iCut-), indicating that Cas9 activity is
absent in iCut-RPE-1 cells in the absence of agonists (Fig-
ure 1E). Next, we monitored genome editing-efficiency of
the iCut system by exploiting a small molecule inhibitor for
MDM2, Nutlin-3a. Nutlin-3a inhibits proliferation of p53-
proficient cells but is ineffective in p53-deficient cells (37).
Thus, only cells in which both alleles of TP53 have been
inactivated will proliferate in the presence of Nutlin3a. In
accordance with previous results, we find that the highest
mutation efficiency is obtained in the DiC-RPE-1 cells, but
again, this system proved to be very leaky (Supplementary
Figure S1D). Conversely, iCut cells display no editing ac-
tivity in DMSO treated condition. However, iCut activity
in the presence of doxycycline and SHIELD-1 practically
reaches the levels of activated DiC-RPE-1 cells (Figure 1F).

In order to quantify the absolute activity of iCut, we
transfected cells with gRNA for TP53 or control and ac-
tivated iCut for 24 h. We allowed the cells to recover for 48
h and plated them for clonogenic assays in the presence or
absence of Nutlin-3a. Approximately 60% of the cells sub-
jected to Cas9-induced genome-editing became resistant to
Nutlin-3a, indicating that both alleles of TP53 were inac-
tivated in this fraction of the population (Figure 1G). Ap-
plication of the TIDE assay (26) was performed in paral-
lel, which showed that as much as 80% of the alleles had
been edited in the absence of Nutlin-3a selection (Figure
1H), all of them resulting in frame-shift mutations (Supple-
mentary Figure S1E, F). We could confirm that the editing
efficiency is dependent on the time iCut is activated (Fig-
ure 1I). iCut activation for 3 h results in ∼25% Nutlin-3a-
resistant cells. After 6 h about half of the cells were able to
grow out in Nutlin-3a, while at 12 h of activation approxi-
mately two-thirds of the cells had become resistant. Longer
incubation with the agonists led to a slow but consistent
increase in overall genome-editing (Figure 1I), indicating
that we reach near-maximum genome editing capacity af-

ter 12 h of agonist addition. As an additional quality con-
trol for the iCut system, we set out to test reversibility of
genome editing capacity following washout of the agonists.
We first activated the DiC or iCut system for 16 h and sub-
sequently washed out the agonists. At 4 or 24 h following
the washout of agonists we transfected the p53- or H2B-
GFP-targeting gRNAs and checked genome-editing capac-
ity. As expected, washout of doxycycline from the DiC-
RPE-1 cells did not result in a decrease in activity towards
TP53 (Supplementary Figure S1G). In contrast, washout
of doxycycline/SHIELD-1 led to a sharp decline in genome
editing over time (Figure 1J). Taken together, we have gen-
erated a tagged-Cas9 that allows us to regulate genome edit-
ing capacity over time.

Introducing a defined number of breaks with iCut

We next wanted to probe whether gRNAs that target multi-
ple homologous sites can be used in the iCut system to intro-
duce multiple DSBs. To this end, we generated gRNAs tar-
geting multiple sequences in the genome, which according
to the CRISPOR (27) prediction tool will target 1, 4, 13, 15
or 17 homologous sites (HS1, HS4, HS13, HS15 and HS17,
respectively) (Supplementary Table S1, Figure 2A). All sites
were selected based on their high on- and low off-target
scores (see Materials and Methods). Using these gRNAs,
we set out to investigate if the iCut system can be used to in-
troduce an increasing number of DNA breaks. Activation of
Cas9 by addition of doxycycline and SHIELD-1 occurred
16 h prior to transfection of the gRNA. Eight hours fol-
lowing transfection, we fixed the cells and monitored DNA
damage-induced foci using canonical DNA damage mark-
ers: 53BP1 and phosphorylated H2AX (�H2AX). We find
that the average number of �H2AX foci ranges from 4 to
21 foci, depending on the gRNA used, whereas we find on
average three background foci in the tracr control (Figure
2B, C). A similar number of foci are detected with 53BP1
by this set of gRNAs (Figure 2B, C). Importantly, the num-
ber of breaks that we observed seem to nicely fit with the
predicted number of target sites when taking into account
that a subset of cells will be in G2 (4 versus 2 alleles) and
the fact that not all target sites are cut within 8 h of acti-
vation. More accurately, we expect approximately half of
the target sites to be broken around 8 h following (see Fig-
ure 1I); so the observed numbers of breaks approximate the
expected number (Figure 2B,C). Additionally, we observed
that Cas9-induced foci appeared relatively large, suggestive
of extensive signaling at the break site. Therefore, we set
out to investigate whether these foci were larger than � -IR-
induced foci. In order to trace the appearance of DSBs in
living cells, we made use of a 53BP1-mCherry reporter. We
either transfected cells with the HS1 gRNA or we irradi-
ated iCut cells with 0.5 Gy and quantified 53BP1 retention
time, maximum focus size and intensity. We observed that
the maximum focus intensity does not differ between the
two conditions (Supplementary Figure S2A), but that both
maximum foci size and retention time were increased for the
Cas9-induced break compared to IR-induced breaks (Sup-
plementary Figure S2B, C). From these data we can con-
clude that CRISPR-induced breaks take on average ∼2 h
longer to be repaired than IR-induced breaks, possibly as a
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Figure 2. Introducing a defined number of breaks with iCut. (A) Overview of genomic targeting locations with a set of gRNAs. (B) iCut cells were
transfected with the corresponding gRNA,16 h later agonists were added for 8 h. Subsequently, cells were fixed and stained with �H2AX and 53BP1 to
visualize DNA damage. (C) Quantification of the number of nuclear foci for �H2AX and 53BP1. The average was determined from three independent
experiments consisting of at least 50 cells (error bars represent 95% CI). (D) Ligation mediated PCR on the HS1 locus with corresponding PCR primers
(see Materials and Methods). Quantification of the broken normalized to the relative maximum broken DNA (8 h post transfection). (E) TIDE indel
analysis 48 h following transfection of the HS1 gRNA. (F) Representative images from 53BP1-mCherry time-lapse of iCut cells transfected with HS17 G)
Quantification of the number of 53BP1-mCherry foci straight after transfecting HS17 gRNA and traced DNA damage foci formation for a time period of
10 h (33 cells from three independent experiment, error bars represent 95% CI).
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consequence of the fact that Cas9 remains bound to broken
DNA (38).

While � -Irradiation results in an instantaneous accumu-
lation of DSBs, the timing in which Cas9 is able to target
multiple loci has not been established. Therefore, we set out
to monitor the time it takes for Cas9 to generate DSBs after
supplying the gRNA. We determined kinetics of break for-
mation following gRNA transfection by means of ligation-
mediated PCRs (Figure 2D) (30). Double strand breaks are
detectable as early as 2 h after activation of the iCut sys-
tem, and their incidence rises for a few hours post gRNA
transfection (Figure 2D). Eight hours following transfec-
tion we observe the highest level of broken DNA, but at
48 h after transfection we find that these breaks are gone.
This is also supported by data obtained by sequencing of the
HS-target site, which show that ∼75% of the targeted locus
has been edited after 48 h (Figure 2E). In order to validate
the kinetics of break induction, we used iCut cells express-
ing 53BP1-mCherry and transfected them with the HS17
gRNA. We observe a sharp accumulation of DSBs (Figure
2F) at 4 h post-transfection, reaching maximum break for-
mation around 6 h (Figure 2G). Taken together, we are able
to induce a well-defined number of DNA breaks at defined
locations in single iCut RPE-1 cells with high efficiency and
specificity with a sharp time-resolution.

A single break is sufficient to activate the DNA damage
checkpoint

There is evidence to suggest that a single DSB is insuffi-
cient for proper checkpoint activation in mammalian cells
(39,40). On the other hand, ectopic recruitment of 100–150
identical DNA damage recognition and checkpoint pro-
teins to a single copy LacO array is sufficient to induce
a potent G2 checkpoint (41). Additionally, a single HO
nuclease-induced DSB in Saccharomyces cerevisiae is able
to block cells from entering mitosis, indicating that a single
DSB is sufficient in yeast to induce and maintain a G2 ar-
rest (42). These data do not combine into a gratifying per-
spective on the capabilities and limitations of DNA dam-
age checkpoints. Using the iCut system, we set out to in-
vestigate checkpoint activation at a low number of double-
strand breaks. To visualize checkpoint activation, we har-
vest cells 8 h after transfection and investigate the levels
of phospho-Ser1981 ATM and phospho-Thr68 on Chk2, a
canonical ATM target (43). The activated Chk2 kinase will,
in turn, phosphorylate p53 on Ser15/20, allowing it to ac-
tivate its transcriptional targets, such as the Cdk-inhibitor
p21 (44–46). Interestingly, we observe a clear induction of
DNA damage signaling after the introduction of a gRNA
targeting a single site (HS1) in the human genome. This
is evidenced by increased phosphorylation of Ser1981 on
ATM, Thr68 on Chk2 and Ser15 on p53 (Figure 3A). Thus,
low levels of DNA damage (1–4 breaks) are able to induce
ATM, Chk2 and p53 phosphorylation (Figure 3A). Besides
the ATM-Chk2 signaling axis, we wondered whether a lim-
ited number of CRISPR-induced breaks would be suffi-
cient to activate the ATR-Chk1 signaling axis. In order to
address this, we synchronized iCut cells in G2 and trans-
fected HS1 gRNA or tracr control. We observed an in-
crease in both ATR activity (pSer428 ATR) and Chk1 ac-

tivity (pSer317 Chk1) (Supplementary Figure S3A). This
suggests that these breaks are also templates for resection-
dependent repair. In order to investigate this further, we
employed TIDE (26) indel sequencing on G2 synchronized
cells. Indeed, we found that approximately 30% of the repair
products were the result of classical NHEJ (Supplementary
Figure S3B). These repair products are represented by small
deletions (+1, +2, –1, –2, –3, –4) that are also formed when
end-resection is blocked using the Mre11 inhibitor Mirin
(Supplementary Figure S3B), indicating that these must be
repaired via NHEJ. Consistent with this notion, these re-
pair products are reduced when DNA-PKcs is inhibited,
confirming that they are formed through NHEJ (Supple-
mentary Figure S3B). The other class of repair products re-
quired active resection (–5, –8) (Supplementary Figure S3B)
and their appearance was strongly reduced by addition of
Mirin, confirming that these do depend on end-resection
(Supplementary Figure S3B). Thus, repair of CRISPR-
induced breaks can occur through resection-dependent and
resection-independent pathways, and both occur relatively
efficiently.

Since we observe mild but reproducible checkpoint acti-
vation with a low amount of DSBs, we next investigated how
the introduction of low levels of DSBs would affect cell cy-
cle progression. Using live cell imaging of RPE-1 FUCCI
cells with iCut (Figure 3B, D); we determined the cell cycle
transitions, from G1 to S and G2 to M, after introducing
the HS1 gRNA. In G1 cells, we find a drop in S phase entry
around 10 h after induction of break formation. Given the
fact that it takes ∼4–6 h for breaks to form, this suggests
that the late G1 cells that have passed the restriction point
fail to arrest, while the early G1 cells do arrest in response
to 1 or 2 breaks (Figure 3B). Overall, the response to HS1
results in ∼20% less S-phase entry over a time period of 24
h (Figure 3B). We were able to confirm the decrease in S-
phase entry following low-level DNA damage by perform-
ing BrdU incorporation (Figure 3C). In G2 cells, we see that
mitotic entry is reduced at as little as 2 h after break induc-
tion (Figure 3D). Introduction of HS1 resulted in a delay in
mitotic entry of about 4–6 h, but eventually, most of the cells
entered mitosis (Figure 3D). To further corroborate these
findings, DSBs were introduced in G2-synchronized cells,
after which we determined the ability of cells to enter mito-
sis. No significant decrease in the fraction of cells entering
mitosis could be observed in cells containing HS1 gRNA
(Figure 3E).

To investigate whether the HS1-induced cell cycle arrest
can result in a permanent withdrawal from the cell cycle, we
first out to investigate the upregulation of p53 in response
to a gRNA targeting a single site. Induction of a DNA
damage-induced arrest is associated with stabilization of
p53, both in G1 and in G2 (45–47). Using immunofluores-
cence, we could show that expression of p53 does increase
after the generation of a single break (HS1) compared to
tracr control (Figure 3F). Strikingly, we observed no upreg-
ulation of p21 in cells challenged with a single DSB (Figure
3G). This implies that the level of expression of p53 that is
achieved after introduction of 1–4 breaks is too low to pro-
mote transcriptional upregulation of p21 required to drive
cells out of cycle (32,48). To address this directly, we quan-
tified the fraction of senescent cells seven days following the
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Figure 3. A single breaks is sufficient to activate the DNA damage checkpoint. (A) Western Blot analysis of DNA damage checkpoint signaling. (B) Live
cell imaging of RPE-1 FUCCI iCut cells. Cumulative S-phase entry over 24 h of RPE-1 iCut FUCCI cells challenged with indicated gRNAs. S-phase entry
was quantified starting 8 h following transfection and was determined from three independent experiments consisting of at least 50 cells. (C) S-phase entry
was determined by quantifying the number BrdU positive cells following sixteen our incubation. Student’s t-test was performed to asses significance. (*P <

0.05).( D) Live cell imaging of RPE-1 FUCCI iCut cells - Cumulative mitotic entry over 24 h of RPE-1 iCut FUCCI cells treated with indicated conditions.
Mitotic entry was quantified starting 8 h following transfection and was determined from three independent experiments consisting of at least 50 cells. (E)
G2 arrest following 8 h of iCut induction in double-thymidine blocked cells with corresponding gRNA. Checkpoint recovery was assayed in the presence of
Nocodazole for 16 h cells were stained with MPM-2 to determine the mitotic percentage. The average was determined from three independent experiments
(error bars represent SD).( F) Quantitative-IF for p53 levels 8 h post transfected of indicated gRNAs. Student’s t-test was performed to asses significance
(****P < 0.0001). (G) Quantitative-IF for p21 levels 8 h post transfected of indicated gRNAs. Student’s t-test was performed to asses significance (ns = not
significant). (H) Senescence-associated �-galactosidase staining of RPE-1 hTERT. Cells were transfected with indicated gRNAs and allowed to recover
for 6 days and subsequently stained. Percentages indicate flow cytometric assessment of C12FDG, a fluorescent analog of SA-�-Gal. (I) Clonogenic assay
with 24 h of iCut induction with the corresponding gRNA and subsequent outgrowth for 7 days. Student’s t-test was performed to asses significance (ns
= not significant).
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initial DNA damage insult. Cells treated with HS1 did not
display an increased propensity to enter senescence (SA-�-
Gal, Figure 3H). We were able to validate these results by
means of flow cytometric analysis of C12FDG, a fluores-
cent analog of �-Gal (Figure 3H and Supplementary Figure
S3C). Conversely, cells challenged with 10 Gy of irradiation
readily converted to senescent cells (SA-�-Gal) and ∼70%
of the cells became C12FDG positive (Figure 3H & Sup-
plementary Figure S3C). To obtain independent confirma-
tion that a limited number of breaks do not trigger a with-
drawal from the cell cycle, we performed clonogenic assays
to monitor the ability of cells to grow out after DSB forma-
tion. Using HS1, we find a minor decrease in colony out-
growth ∼5% compared to control (tracrRNA alone) cells,
confirming this number of breaks is not enough to cause
a significant proliferative disadvantage (Figure 3I). Irradi-
ating cells with 10 Gy invariably led to zero colonies (data
not shown), suggesting that formation of multiple breaks
does cause cells to permanently withdraw from the prolifer-
ative cycle. To study if a similar response could be induced
using our multi-cutting guide RNAs, we used our set of gR-
NAs to determine the overall responsiveness of RPE-1 cells
to CRISPR-induced breaks, as compared to IR-induced
breaks. Using a dose range up to 2 Gy of IR, resulted in a
dose range of 0–20 double strand breaks, as determined by
staining for 53BP1 and �H2AX foci (Supplementary Figure
S3D). By means of FUCCI live cell imaging, we observed a
graded decrease in G1 to S phase progression with increas-
ing number of Cas9-induced breaks (Supplementary Figure
S3E). However, G2 to M progression revealed a bimodal
trend. While targeting HS1 and HS4 resulted in a modest
decrease in mitotic entry, 80 to 90% of the cells targeted
with HS13, HS15 and HS17 could not progress into mito-
sis (Figure 3C and Supplementary Figure S3E). This trend
was further confirmed by analysis of mitotic entry using
flow cytometry (Supplementary Figure S3F). Using 1–2 Gy
of IR, which creates 10–20 DSBs (Supplementary Figure
S3D), we find that mitotic entry is reduced to 50–80%, re-
spectively (Supplementary Figure S3G). Thus, cells do seem
to be somewhat more sensitive to Cas9-induced breaks, as
compared to IR-induced breaks, when we assess the abil-
ity to mount a G2 checkpoint, possibly as a consequence
of the fact that it takes more time to repair a Cas9-induced
break (Supplementary Figure S2B). Consistent with this, we
find that introduction of HS13-17 causes a more prominent
activation of p53, as compared to HS1 or HS4, as well as
in comparison to IR doses of 0-2 Gy (Supplementary Fig-
ure S3H). Additionally, when we challenge cells with HS13,
HS15 or HS17 senescent cells appear in our population, but
not with HS1 and HS4 (Supplementary Figure S3I and Fig-
ure 3H), again indicating that induction of a large number
of Cas9-induced breaks can trigger a permanent cell cycle
exit.

Taken together, we observe that DNA damage signaling
is activated by Cas9-induced double strand breaks, and that
targeting a single site in the genome is sufficient to elicit a
checkpoint response. This signaling is enough to halt cells
for a different period of time in the G1 versus the G2 phase
of the cell cycle. However, the induced arrest did not lead
to a permanent cell cycle exit, indicating that cells are able
to respond to very low levels of genotoxic stress but cope

with this without removing themselves from the proliferat-
ing population.

Abrogation of a single DSB induced G2 checkpoint causes
genomic instability

It has been extensively shown that cells readily enter into mi-
tosis in the presence of a low number of breaks (39,49,50).
Therefore, our observation that cells display a checkpoint-
induced delay in G2 in response to a low number of DSBs
is quite unexpected and contradicts the current consensus
in the field, stating that the G2 checkpoint is incapable of
sensing a low number of breaks. However, our data thus
far do not resolve if the delay is functional. In other words,
is the delay required to allow time for DNA damage re-
sponses and faithful repair to occur? To address this, we
asked if an override of this checkpoint response would com-
prise genomic integrity. To abrogate the activity of the G2
checkpoint we used two different settings, dual inhibition of
ATM and ATR (AT2i) or inhibition of Wee1 (Wee1i). We
used RPE-1 iCut FUCCI cells to trace single cells in which
we assessed mitotic entry following break induction using
HS1. Again, we observed a delay of ∼4–6 h in the HS1-
transfected cells compared to tracr-transfected cells (Figure
4A, DMSO). Conversely, when we treated cells with either
AT2i or Wee1i, the delay was drastically shortened (Figure
4A, AT2i & Wee1i). We wondered whether this checkpoint
was also dependent on the described role of p53 to maintain
a G2 cell cycle arrest (47). Therefore, we used RPE-1 iCut
FUCCI TP53Δ cells transfected with HS1 in the absence or
presence of inhibitors of ATM & ATR (AT2i) and quanti-
fied cumulative mitotic entry. We found that the delay is not
dependent on p53 activity as it is not different from wild-
type cells (Supplementary Figure S4A). However, the delay
in TP53Δ cells remains dependent on the combined activ-
ity of the ATM and ATR kinases as previously observed
in wild-type cells (Supplementary Figure S4A and Figure
4A). This implies that the delay is independent of the main-
tenance branch of DNA damage checkpoint that is medi-
ated via p53-p21 signaling (47). This suggest that this de-
lay is dependent on checkpoint-dependent inactivation of
the cdc25 phosphatases (51). Next, we asked if this check-
point override will cause cells to enter mitosis with residual
DNA breaks (Figure 4B). Indeed, upon abrogation of the
G2 checkpoint, HS1-transfected cells that had entered mi-
tosis stained positive for �H2AX and MDC1 foci (Figure
4C, D). This indicates that the G2 checkpoint is required to
prevent cells from entering mitosis, even if they only have a
very limited number of breaks. Next, we wondered what the
consequence is for cells when we ablate the HS1-induced G2
checkpoint. To our surprise, we observed a 5-fold increase in
the frequency of micronuclei generated after overriding the
G2 checkpoint by either AT2i or Wee1i (Figure 4E,F). This
indicates that the checkpoint response in G2, triggered by
1–4 breaks is essential to prevent cell division in the pres-
ence of a broken chromosome. Since it was previously re-
ported that the inheritance of a broken chromosome can
severely affect cell viability (52), we subsequently analyzed
the proliferative capacity of G2 synchronized HS1-treated
cells with or without a functional G2 checkpoint. We find
that in cells with a functional G2 checkpoint, viability is
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Figure 4. G2 checkpoint is essential to prevent genomic instability and maintain fitness in the presence of low numbers of breaks. (A) RPE-1 FUCCI
iCut cells transfected with HS1 or tracr in the presence or absence of either AT2i (ATMi and ATRi) or Wee1i. Mitotic entry was quantified starting 8 h
following transfection and was determined from three independent experiments consisting of at least 50 cells. (B) Schematic overview of G2 checkpoint
ablation in the presence of low number of DNA breaks. (C) Nocodazole trapped mitotic cells transfected with HS1 or tracr in the presence of a Wee1i,
stained for MDC1 and �H2AX. D) Quantification of Figure 4C. One way ANOVA with Bonferroni’s multiple comparisons test was performed to asses
significance (ns = not significant, ****P < 0.0001). (E) Nuclear morphology of cells treated with AT2i transfected with tracr or HS1. (F) Quantification
of the phenotype observed in Figure 4E. One way ANOVA with Bonferroni’s multiple comparisons test was performed to asses significance (ns = not
significant, *P < 0.05. **P < 0.005). (G) Clonogenic outgrowth of cells transfected with HS1 normalized by tracr alone in corresponding conditions. One
way ANOVA with Bonferroni’s multiple comparisons test was performed to asses significance (ns = not significant, **P < 0.005).

not affected, as evidenced by clonogenic outgrowth (Figure
4G). Consistent with our observation that HS1-transfected
cells treated with AT2i or Wee1i slip into mitosis with DNA
breaks, ablation of the G2 checkpoint hampers prolifera-
tion and outgrowth in HS1-transfected cells (Figure 4G).
In order to put these data in a broader perspective, we used
0.16 Gy of � -IR by which we generated 1–4 breaks (Sup-

plementary Figure S4B,C). We validated that this number
of DSBs would delay cells in G2 and would be abrogated
by addition of Wee1 or ATM plus ATR (AT2i) inhibitors
(Supplementary Figure S4D). As expected, G2 cells chal-
lenged with this dose of � -IR without the ability to mount
a checkpoint (Wee1i) present with higher levels of DSBs in
the following mitosis (Supplementary Figure S4E). Addi-
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tionally, these cells displayed increased levels of micronu-
cleation and had reduced clonogenic outgrowth capacity
(Supplementary Figure S4F,G).Taken together, a low num-
ber of breaks in G2 will activate a checkpoint response that
is absolutely required to prevent the propagation of DNA
lesions into mitosis and the subsequent generation of mi-
cronucleated cells, a hallmark of genomic instability.

DISCUSSION

Here we describe that, by using a tractable Cas9 system, sin-
gle double strand breaks are sufficient to induce a cell cy-
cle arrest in both G1 and G2. Additionally, when we over-
ride this checkpoint in G2, cells progress through mitosis
with unresolved DNA damage. This leads the generation of
micro-nucleated cells and the loss of genome integrity. In-
triguingly, these data imply that cells in G1 respond differ-
ently to a single DSB when compared to cells in G2. When
the damage is encountered in G1, cells readily enter S-phase
up to 10 h following DSB formation. After this period, inac-
tivation of the G1 checkpoint is hindered as only a couple of
cells are still able to enter S-phase beyond this point in time.
Thus, cells that are in late G1 are incapable of mounting a
checkpoint that prevents S phase entry, whereas the early
G1 cells can. This late G1 population has previously been
described to be beyond the restriction point and therefore
unable to arrest in G1 (53–55). Conversely, the G2 check-
point reacts much more rapidly to a single DSB, by block-
ing the progression into mitosis as early as 2 h after break
formation. However, in contrast to the prolonged G1 ar-
rest, the G2 arrest that is triggered by single breaks is much
more transient in nature. Over time, cumulative mitotic en-
try catches up to the unperturbed cells in the HS1-treated
condition, indicating that (almost) all of the arrested cells
can revert the cell cycle block in 4–6 h (Figure 3E). This is
dramatically different when multiple breaks are inflicted in a
G2 cell, as we find that this causes many, if not all, of the G2
cells to permanently withdraw from the cell cycle. Taken to-
gether, these data show that cells with a minimal amount of
DNA breaks are capable to mount an effective checkpoint
response. The type of response depends on which phase of
the cell cycle the damage is encountered. The determinis-
tic factors distinguishing an arrest (G1) versus a delay (G2)
remain to be uncovered, but iCut allows us to rule out loca-
tion or number as a possible explanation for this difference.
Also, it should be noted that the prolonged arrest in G1 in-
duced by a single site targeting guide RNA is induced by
1–2 breaks, while the reversible arrest in G2 is induced by
1–4 breaks.

Future studies are required to identify the contribution of
a single break among multiple DSBs to checkpoint signal-
ing and establishment. To investigate this, sensitive biosen-
sors of checkpoint activation (such as the ATM and ATR
activity probe (50)) should be employed. Work from the La-
hav lab has shown that cell fate dictated by the DNA dam-
age response is in part regulated by the manner in which p53
transcriptional activity is induced and maintained over time
(56,57). Recent work from this group showed that p53 lev-
els need to rise above a threshold to execute apoptosis, but
that this threshold increases with time after initial break for-
mation (58). Thus, in order to induce a reversible cell cycle

arrest, it is of the utmost importance to strictly keep p53
activity below the threshold required to induce apoptosis
(58) or senescence (32,48,49). We find that this introduc-
tion of guide RNAs that recognize 13 or more sites in the
genome supersedes this threshold and causes many cells to
enter a senescent state. In light of results described here, it
would be interesting to investigate the relationship between
DNA checkpoint activation at specific locations and cell
fate decisions governed by p53 signaling. Moreover, per-
sistent breaks could lead to a longer or higher induction
of damage-induced transcription leading to different out-
comes which might be dependent on break location. Thus,
we expect that the outcome of the response depends on
more than just numbers of breaks and will also be depen-
dent on the ease with which breaks are repaired, but more
work is required to resolve this issue.

Our findings indicate that a single DSB has the potential
to mount a DNA damage checkpoint. Particularly, the G2
checkpoint in this setting displays interesting characteris-
tics such as a delay dependent on DNA damage checkpoint
kinases and a surprising impact on genomic stability when
abrogated. In light of these findings, it would be intriguing
to assess whether responses are regulated in another fashion
once we target different regions in the genome. One could
hypothesize that differences occur once DSB targeting oc-
curs more distal or proximal with respect to the centromere.
Another exciting line of investigating would be to target
DSBs in a region with high or low transcriptional activity.
These options are now feasible by using CRISPR/Cas9 me-
diated breaks.

The checkpoint activity in response to a single break has
considerable implications for genome-editing technologies.
For example, cell cycle delays generated by Cas9 could be in-
terpreted as in genome-wide screens or competition assays.
This is illustrated by multiple papers recently published de-
scribing the negative effect on proliferation by targeting
genes present in amplified regions of the genome (59,60).
Moreover, the Bassik lab recently found higher performance
of their genome-wide CRISPR screens by using safe-target
gRNAs (61). In short, the control set of gRNAs used now
generate a DSB, whereas previous non-targeting guideRNA
did not. These findings underline our main conclusion that
a limited number of breaks is sufficient to trigger a DNA
damage response.

Recent data suggest CRISPR editing might be blocked by
p53 transcriptional activity (62,63). Although we observe
stabilization of p53 in our experiments, we do not observe a
significant decrease in proliferation in wild-type cells, sug-
gesting lack of p53 activity in response to limited number
of CRISPR breaks. Furthermore, we observe a similar cell-
cycle delay in TP53� cells, which can be rescued by inhibi-
tion of ATM and ATR kinases. Based on our data, it seems
rather unlikely that in our system p53 directly influences
cell fate when a single site is targeted, and would thereby
limit CRISPR efficacy. An alternative explanation for the
absence of a p53-induced cell-cycle effect might be related to
the toxicity of the delivery method of Cas9 and gRNA, as a
recent study suggests dramatically different stress responses
towards delivery methods in p53 proficient hematopoietic
stem cells (64). Our data suggests that p53 does not directly
impede CRISPR editing in cells when a single site is tar-
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geted, but this is likely different when multiple sites are hit
(either on- or off-target), as evidenced by our finding that
HS13 and above are potent inducers of cellular senescence.

Finally, the DNA repair and damage response fields have
generated many reporter systems based on integrating an
I-SceI site into the genome couple to a functional read-
out (65). These readouts vary from assaying DNA damage-
induced inhibition of transcription in neighboring genes to
quantifying the relative rate of either HR or NHEJ repair
pathway (15,66,67). Initially, these systems were utilized to
validate novel players in these responses. We would like to
propose using this CRISPR system to induce DSBs at spe-
cific locations to determine the contribution of DNA se-
quence and chromatin in DDR and repair phenotypes.

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online.
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and basal niche position sensitize intestinal stem and progenitor cells
to DNA damage. EMBO J., 34, 624–640.

6. Woodward,W.A., Chen,M.S., Behbod,F., Alfaro,M.P., Buchholz,T.A.
and Rosen,J.M. (2007) WNT/beta-catenin mediates radiation
resistance of mouse mammary progenitor cells. Proc. Natl. Acad. Sci.
U.S.A., 104, 618–623.

7. Hoeijmakers,J.H. (2009) DNA damage, aging, and cancer. N. Engl. J.
Med., 361, 1475–1485.

8. Jeggo,P.A., Pearl,L.H. and Carr,A.M. (2016) DNA repair, genome
stability and cancer: a historical perspective. Nat. Rev. Cancer, 16,
35–42.

9. Luijsterburg,M.S. and Van Attikum,H. (2011) Chromatin and the
DNA damage response: the cancer connection. Mol. Oncol., 5,
349–367.

10. Chapman,J.R., Taylor,M.R.G. and Boulton,S.J. (2012) Playing the
end game: DNA double-strand break repair pathway choice. Mol.
Cell, 47, 497–510.

11. Sulli,G., Di Micco,R. and d’Adda di Fagagna,F. (2012) Crosstalk
between chromatin state and DNA damage response in cellular
senescence and cancer. Nat. Rev. Cancer, 12, 709–720.

12. Soutoglou,E., Dorn,J.F., Sengupta,K., Jasin,M., Nussenzweig,A.,
Ried,T., Danuser,G. and Misteli,T. (2007) Positional stability of single
double-strand breaks in mammalian cells. Nat. Cell Biol., 9, 675–682.

13. Caron,P., Aymard,F., Iacovoni,J.S., Briois,S., Canitrot,Y., Bugler,B.,
Massip,L., Losada,A. and Legube,G. (2012) Cohesin protects genes
against �H2AX induced by DNA double-strand breaks. PLoS
Genet., 8, e1002460.

14. Rouet,P., Smih,F. and Jasin,M. (1994) Expression of a site-specific
endonuclease stimulates homologous recombination in mammalian
cells. Proc. Natl. Acad. Sci. U.S.A., 91, 6064–6068.

15. Janssen,A., Breuer,G.A., Brinkman,E.K., Van Der Meulen,A.I.,
Borden,S.V., Van Steense,B., Bindra,R.S., Larocque,J.R. and
Karpen,G.H. (2016) A single double-strand break system reveals
repair dynamics and mechanisms in heterochromatin and
Euchromatin. Genes Dev., 30, 1645–1657.

16. Sander,J.D. and Joung,J.K. (2014) CRISPR-Cas systems for editing,
regulating and targeting genomes. Nat. Biotechnol., 32, 347–355.

17. Brouns,S.J.J., Jore,M.M., Lundgren,M., Westra,E.R.,
Slijkhuis,R.J.H., Snijders,A.P.L., Dickman,M.J., Makarova,K.S.,
Koonin,E.V. and van der Oost,J. (2008) Small CRISPR RNAs guide
antiviral defense in prokaryotes. Science, 321, 960–964.

18. Hsu,P.D., Lander,E.S. and Zhang,F. (2014) Development and
applications of CRISPR-Cas9 for genome engineering. Cell, 157,
1262–1278.

19. van Sluis,M. and McStay,B. (2015) A localized nucleolar DNA
damage response facilitates recruitment of the homology-directed
repair machinery independent of cell cycle stage. Genes Dev., 29,
1151–1163.

20. Warmerdam,D.O., van den Berg,J. and Medema,R.H. (2016) Breaks
in the 45S rDNA lead to Recombination-Mediated loss of repeats.
Cell Rep., 14, 1–9.

21. Tsouroula,K., Furst,A., Rogier,M., Heyer,V., Maglott-Roth,A.,
Ferrand,A., Reina-San-Martin,B. and Soutoglou,E. (2016) Temporal
and spatial uncoupling of DNA double strand break repair pathways
within mammalian heterochromatin. Mol. Cell, 63, 293–305.

22. Gibson,D.G., Young,L., Chuang,R., Venter,J.C., Hutchison,C.A.
3rd, Smith,H.O. and America,N. (2009) Enzymatic assembly of DNA
molecules up to several hundred kilobases. Nat. Methods, 6, 12–16.

23. Wang,T., Sabatini,D.M., Wei,J.J., Lander,E.S., Wei,J.J., Sabatini,D.M.
and Lander,E.S. (2014) Genetic screens in human cells using the
CRISPR-Cas9 system. Science, 343, 80–84.

24. Doench,J.G., Fusi,N., Sullender,M., Hegde,M., Vaimberg,E.W.,
Donovan,K.F., Smith,I., Tothova,Z., Wilen,C., Orchard,R. et al.
(2016) Optimized sgRNA design to maximize activity and minimize
off-target effects of CRISPR-Cas9. Nat. Biotechnol., 34, 1–12.

25. Hsu,P.D., Scott,D.A., Weinstein,J.A., Ran,F.A., Konermann,S.,
Agarwala,V., Li,Y., Fine,E.J., Wu,X., Shalem,O. et al. (2013) DNA
targeting specificity of RNA-guided Cas9 nucleases. Nat. Biotechnol.,
31, 827–832.

26. Brinkman,E.K., Chen,T., Amendola,M. and Van Steensel,B. (2014)
Easy quantitative assessment of genome editing by sequence trace
decomposition. Nucleic Acids Res., 42, 1–8.

27. Haeussler,M., Schönig,K., Eckert,H., Eschstruth,A., Mianné,J.,
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