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ABSTRACT: Plasma-catalytic bireforming of methane was studied
and actively optimized using a La0.7Ce0.3NiO3 perovskite catalyst via
experimentation in tandem with response surface modeling. Plasma
power, inlet flow rate, temperature, CO2/CH4 ratio, and steam
concentration were tuned to maximize a variety of process- and
sustainability-based metrics. Analysis of the optimal conditions
(with respect to different metrics) with and without the catalyst
reveals that dry reforming is driven largely via noncatalytic
reactions, while steam reforming and water gas shift reactions
require the catalyst. The experimental outcome demonstrated that
under optimum reaction conditions using the La0.7Ce0.3NiO3
catalyst it is possible to minimize global warming potential
(GWP), in terms of inferred CO2 footprint normalized to hydrogen
throughput, resulting in maximizing hydrogen yield through steam reforming (and water gas shift reactions) at an SEI of ≈12 eV/
molecule. Furthermore, the highest CH4 conversion reached was 87% while the catalyst showed good activity stability in DBD
plasma experiments.The actively learned iterative optimization procedure developed in this work allows for a direct juxtaposition of
thermal (heat needed to make steam and heat the plasma reactor) and electrical (power requirement for plasma generation) carbon
footprints in a highly nonlinear multivariate process. Furthermore, the corresponding GWP was calculated using a conventional
electricity mix, wind electricity, and solar electricity, allowing a direct sustainability assessment in catalyst-assisted plasma conversion
of carbonaceous feedstock to H2 and CO.
KEYWORDS: plasma, perovskite, bireforming, hydrogen, sustainability indicator, green electricity

■ INTRODUCTION
Electrification of the chemical industry is needed to
significantly decrease greenhouse gas (GHG) emissions from
the current emission-intensive production technologies.1 The
production of ammonia and methanol, in particular, consumes
large amounts of hydrogen (H2) and syngas (CO+H2),
respectively. While hydrogen is an abundant element in
many natural substances, fossil fuel reforming remains the
predominant source of hydrogen supply in industry due to the
combination of the highest energy efficiency and lowest price
per kg H2 produced.

2 To achieve this high efficiency, steam
methane reforming (SMR) is usually carried at high temper-
atures to overcome not only kinetic but also thermodynamic
limitations.3 As a result, the SMR process possesses a very high
carbon footprint with an estimated 9.35 kg of CO2 equivalent/
kg H2.

4 While the carbon footprint of processed methane is
carried through the production process into the resulting
products, such as methanol, sustaining temperatures in excess
of 800 °C are achieved by burning fuel gas, which is often fuel

methane itself. This results in about 36% of exergy destroyed in
the reformer and significant CO2 emission.

5 Several methods
have been proposed to alleviate the environmental and energy
problems associated with reformer combustors to generate H2
or syngas. The first development involves using electrical
(ohmic) heating to maintain conventional SMR process
temperatures6−8 with added benefits of quick start-up, no
thermal gradient, and well-controlled reaction extent. The
second approach tackles the fundamental need to operate
reforming reactions at high temperatures9 by providing
nonthermal molecular excitation to perform not only SMR10

but also dry methane reforming (DMR)11 and bireforming,
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BRM (a combination of SMR and DMR),12 at near room
temperature. Nonthermal plasma (NTP), particularly dielectric
barrier discharge (DBD) technology, offers a promising
solution. NTP can break down CO2 and CH4 at room
temperature, addressing the issues related to high-temperature
operations in conventional methods. DBD reactors, known for
their simplicity and mild conditions, show potential for
decarbonizing reforming processes.13,14

For instance, Goujard et al. conducted research focused on
generating syngas from biogas, composed of CO2 and CH4,
using LaNiO3 perovskite and nonthermal plasma under mild
conditions. Their findings demonstrate that utilizing perov-
skites alongside discharge plasma aids in enhancing the
activation of carbon dioxide. Additionally, the metallic nickel
components function as radical traps, while the La2O3’s basic
properties, favoring CO2 activation, result in heightened CO
selectivity when combined with the catalyst and discharge
plasma.15

In plasma-assisted processes, combining plasma reforming
with catalysts greatly enhances CH4 conversion and product
selectivity.16 However, a major challenge is the carbon-rich
syngas formed from CO2 and CH4, leading to soot deposition
on catalysts.17 This issue can cause catalyst deactivation and
reduced yields, hindering large-scale implementation. Two
approaches have been explored to maintain stable catalysts
during DMR. First, steam was introduced during the DBD
plasma-assisted CO2 and CH4 reforming to increase the
conversion of the reactants while reducing coke formation
when compared to DMR.12 This steam-facilitated reforming
process is often referred to as bireforming and also has the
benefit of yielding a higher H2:CO ratio needed for
downstream chemical production.18 Second, perovskite-based
catalysts have been utilized with cerium as a promoter. Liu et
al. found that the La−Ce−Ni oxide catalyst exhibited
promising activity in the steam reforming of ethanol at 600
°C under atmospheric pressure. This was attributed to the
doping of La3+ into the CeO2 lattice, resulting in the
generation of more oxygen vacancies.19

The interaction of plasma and catalyst and the interplay of
surface reactions and gas phase excitations (and reactions) are
not yet fully understood.20,21 The operating parameters of a
plasma reactor, viz., plasma power, temperature, residence
time, and feed composition, are nonlinearly related to reaction
rates and product yield, and identifying the optimal conditions
to maximize any chosen metric of interest is a matter of
multivariate optimization. Identifying these optimal points via
experimentation alone, although theoretically possible, is
expensive. Consequentially, rigorously identifying optimal
conditions requires the development and employment of a
nonlinear model of the reaction system in tandem with
experiments. In recent years, the response surface methodology
(RSM), a statistical technique to learn a surrogate model from
carefully designed experiments and the subsequent application
of the ensuing model to identify optimal conditions, has gained
traction to guide experiments.22 Examples of RSM in
optimizing catalytic systems include DBD plasma DMR,23−25

ammonia synthesis,26 nitric oxide reduction,27 and ethanol
reforming.9 In these applications, a typical optimization is
“static”; i.e., the models are trained once and then employed in
optimization. The results can then be outside the training
region of the data, leading to an imprecise identification of
optimality. Alternatively, one may actively identify the true
optimality by iteratively exploiting the model (identifying

optimal conditions), conducting experiments, and refining the
model using this data. Furthermore, these applications focus
on identifying the best conditions in terms of maximizing
reactant conversion or H2 yields. However, since an important
goal of plasma catalysis is sustainability, i.e., decarbonization
through electrification, we argue that optimal conditions need
to be identified in terms of sustainability-based metrics derived
from life cycle analysis (LCA) environmental impact
calculations. Since syngas product sustainability during
bireforming will chiefly depend on the interplay between the
environmental impacts of heat generation (to evaporate water
to shift the reaction products toward H2 as well as to heat up
the plasma reactor to accelerate the reaction kinetics as well as
shift the equilibrium) and electricity use in a plasma reactor,
using greenhouse (GHG) emissions as a chief environmental
indicator is crucial in evaluating the overall sustainability of the
process for the informed optimization. This already suggests a
series of optimization constraints since electricity can be
sourced not only from the conventional mix that includes coal
but also from renewables such as wind or photovoltaics.
However, ultimately, a rigorous LCA analysis that also
accounts for the consumption of CO2 feed, the GHG
emissions associated with the feed, and the end of life of the
syngas reaction product (e.g., methanol or hydrogen) is
needed to fully understand the impact of plasma catalysis on
overall decarbonization and sustainbility.
In this study, an active optimization approach utilizing the

response surface methodology (RSM)28,29 was applied to
improve the performance of plasma-assisted bireforming on
the La0.7Ce0.3NiO3 perovskite catalyst. The active optimization
process involved the consideration of various input parameters,
including the total flow rate, discharge power, CO2/CH4 ratio,
and steam concentration. Among the notable findings of this
study, the energy consumption of conventional dielectric
barrier discharge (DBD) technology was assessed, thus
providing a valuable benchmark for understanding the energy
efficiency improvements achieved by the plasma-assisted
bireforming approach. Significant advancements in CH4
conversion rates were achieved through optimized DBD
technology.
The issue of stability within DBD technology was also

addressed, with optimal operating conditions being identified
that contribute to a longer-lasting and more stable perform-
ance, a key aspect of practical viability. The carbon footprint
was minimized in terms of kg CO2 equivalent/kg H2 yield.
Crucially, process-related performance variables, including the
H2 yield, CO yield, and a first-order apparent rate constant
(kapp), were optimized, thereby facilitating comprehensive
comparative analyses. The active optimization process aimed
to identify the optimal combination of input parameters that
yielded these significant findings, and it involved the iterative
updating of the model with additional data points until
convergence.
Through this innovative approach, efforts were made to

enhance the efficiency, effectiveness, and environmental impact
of the plasma-assisted bireforming (BRM) process on the
La0.7Ce0.3NiO3 perovskite catalyst.

■ METHODOLOGY
La0.7Ce0.3NiO3 Perovskite Catalyst Synthesis. The

nickel-based perovskite catalyst was synthesized by a sol−gel
method using La(NO3)3·6H2O (99.9%), Ce(NO3)3·6H2O
(99.5%), and Ni(NO3)2·6H2O (98.0%) as precursors and
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citric acid (99.5%) and ethylene glycol (99.8%) as complexing
agents following the methodology proposed by Ranganathan et
al.30 Precursors were purchased from Alfa-Aesar, while
complexing agents were used from Sigma-Aldrich. A range of
calcination temperatures and reactant compositions were
initially explored to arrive at the La0.7Ce0.3NiO3 perovskite
catalyst that contained the least secondary phases. For a
comprehensive understanding of the process, please refer to
the Supporting Information.

Perovskite Catalyst Characterization. X-ray Diffraction.
The catalyst was characterized using XRD to confirm the
perovskite structure by employing an Empyrean, PANalytical
B.V. diffractometer. The diffraction patterns were recorded
using Cu Kα1,2, with a Cu Kα1 wavelength of 1.541 Å and a
Cu Kα2 wavelength of 1.544 Å source (λ = 0.154 nm) in the
range of 2θ between 10° and 70° with a step size of 0.0131°.
Transmission Electron Microscopy. The morphology

analysis of the perovskite catalyst was performed by using
scanning transmission electron microscopy (STEM). The
powder catalyst sample was sonicated in acetone and drop-cast
onto a Cu lacey carbon film for STEM-EDS analysis. STEM-
EDS elemental maps were performed using a Thermo Fisher
Talos 200X, a 200 keV high-resolution analytical scanning/
transmission electron microscope equipped with a four-
quadrant energy dispersive X-ray spectrometer for elemental
and compositional mapping.
X-ray Photoelectron Spectroscopy. X-ray photoelectron

spectroscopy (XPS) is a surface-sensitive analytical technique
that can provide valuable information about the chemical
composition and electronic state of elements present on the
surface of a material. XPS analysis was performed using a
SPECS instrument equipped with a μ-FOCUS 600 X-ray
monochromator operating in UHV mode. Al Kα radiation was
used with an X-ray beam energy of 1486.7 eV and a power of
100 W. A PHOIBOS 1D-DLD hemispherical analyzer (0.85
eV energy resolution) was used to acquire the spectra. Survey
spectra were acquired using pass energy of 100 eV, step size of
1 eV, and dwell time of 100 ms. High-resolution scans were
acquired using a pass energy of 20 eV, step size of 0.1 eV, and
dwell time of 1 s. Scofield relative sensitivity factors (RSF)31

were used in quantification together with the instrument-
measured transmission function and effective attenuation

length correction (EAL).32 CasaXPS v2.3.6rev1.0Q was
employed for all data processing tasks.33 No charge calibration
was used.

Catalytic Evaluation of La0.7Ce0.3NiO3 Perovskite
during Bireforming Reaction. The La0.7Ce0.3NiO3 perov-
skite catalyst was tested during bireforming using a DBD
plasma reactor operating at a minimum of 190 °C and
atmospheric pressure, as shown in Figure 1. Here, 200 mg of
catalyst was dispersed using quartz wool in the discharge
section of the reactor. The reactor was composed of a stainless-
steel inner electrode (O.D. = 16 mm) and a glass tube (I.O. =
20 mm) which was covered with copper tape which served as
the outer electrode with a length of 140 mm. The electric
heater that covered the outer electrode was used to increase
the temperature to above 190 °C. Pure CH4 and CO2 were
used, and their flow rates were controlled using Brooks mass
flow controllers. Equation 1, an adapted version from a
previous research study,9 was utilized to estimate the steam
content added to the system

Q

Q

P

P

101.325 kPaCH CO

H O

H O

H O

4 2

2

2

2

=+

(1)

where QCHd4+COd2
is total flow rate of CH4 and CO2, QHd2O the

steam flow rate, and PHd2O the saturated partial pressure of H2O
at selected temperature. Thus, to obtain a specific percentage
of steam in the reactant gas mixture, the table of the saturated
partial pressure of water at the selected temperature was
utilized. The mixture of CH4, CO2, and saturated H2O vapor
was introduced to the DBD plasma reactor with the stream
temperature higher than 110 °C using heating tape to avoid
any steam condensation. Once a steady-state flow of reactant
vapors had been established, plasma was applied with a specific
discharge power. To quantify gaseous species conversion, yield,
and carbon balance, a micro-gas chromatograph (Agilent 490
Micro GC) equipped with flame ionization and a thermal
conductivity detector was employed combined with MolSieve
5A (MS5A) with heated inlet and backflush capability and
PLOT Q columns. The temperature of the reaction was
measured by a K-type thermocouple located close to the
reactor outlet. To ensure the system has established an
equilibrium, measurements were taken every 5 min until no

Figure 1. Plasma reactor experimental setup for BRM experiments.
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further change in the outlet composition was observed for 3
consecutive measurements.
To calculate the CH4 and CO2 conversion, eq 2 was

employed

x
f f

f
(%)i

i i

i

in out

in=
(2)

To calculate the H2 and CO flows obtained, eqs 3 and 4
were employed

fH (scc/min) ((GC area H ) )2 2 Total
out= × + × (3)

fCO(scc/min) ((GC area CO) ) total
out= × + × (4)

The ratio H2/CO was calculated using eq 5

H (scc/min)
CO(scc/min)

2

(5)

To calculate the carbon balance, eq 6 was employed

B
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where Xi (%) is the conversion of reactant i, Bc (%) the carbon
balance of the reaction, f iin (scc/min) the inlet flow of the
reactant i, f iout ((GC area i) × α + β) × f Totalout , f iTotal (scc/min)
the flow measured after the outlet condenser, and GC area i
the corresponding outlet area of the compound i from the GC
(gas chromatograph); α and β are constants obtained from
calibration curves for each compound.
The specific energy consumption per flow of hydrogen

produced was calculated using eq 7

e N f
SEI (eV/molecule)

Power(W)
P

RTA Total

=
× × × (7)

where SEI (eV/molecule) is the specific energy input, and
power (W) is the discharge power. e = 1.602 × 10−19 (Joules/
eV), f Total (L/s) = total flow, NA = Avogadro’s number (6.023
× 1023 molecule/mol), P = 1 atm, T = 293 K, and R = 0.08205
(L × atm)/(mol × °K).
Equation 8 was employed to estimate a pseudo-first-order

rate constant for methane consumption
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=
(8)

where kapp,CHd4
is the apparent rate constant of CH4

consumption, v the total volumetric flow (cm3/s), w the
weight of the catalyst (g), and XCHd4

the conversion of methane.

Environmental Impact Assessment for Active Process
Condition Optimization Calculations. The goal of the
environmental assessment performed was to provide quantifi-
able impacts, here chosen as greenhouse gas emissions
resulting from thermal and electrical power inputs. Thermal
heat was used for water evaporation for BRM as well as to heat
the DBD plasma reactor, while electric power was used for
plasma generation. The functional unit was based on 1 kg H2
produced. Only inputs of electrical and thermal energy and not
materials into the process were accounted for in this
comparative assessment. Resulting GHG emission scenarios
were modeled using SimaPro life cycle assessment software,
version 9, using the Ecoinvent version 3 database. Thermal
heat supplied from central or small-scale natural gas facilities
and medium voltage electricity coming chiefly from the WECC
U.S. electric grid subregion were used to represent utility
requirements for thermal heat and electric power, respectively.
For the green electricity scenario, the DBD reactor was
assumed to be fully powered by medium voltage electricity
from the WECC U.S. grid region, which was supplied
exclusively by 13 MW onshore wind turbines. A second
green plasma scenario was used from the WECC U.S. grid
region generated by a 570 kWp open-ground photovoltaic
multi-Si plant.
The corresponding heat and electric power inputs were

calculated during the experiments. First, the thermal heat
needed to supply the heat to the DBD plasma reactor in the
range from 190 to 450°C, e.g., in thermally assisted plasma
catalytic regime, was calculated by measuring the power, in W,
of the heating tape used to heat the plasma reactor. The
equivalent thermal (nonelectric) heat needed to be supplied, in
MJ, was then calculated using eq 9

Q
P

Q
Cap

0.0036th
heater

eff
R

i
k
jjjjj

y
{
zzzzz= × ×

(9)

where QthdR
is the thermal heat to the plasma reactor (MJ),

Pheater the electrical power to the plasma reactor heater (W),
Cap the annual capacity of 8000 (h), and Qeff the thermal
efficiency of the furnace of 0.6.
Next, electricity for the plasma reactor was calculated using

the measured plasma power in W using eq 10

P
P Cap

1000pl
plasma

R
=

×
(10)

where PpldR
is the electricity to the plasma reactor (kWh), Pplasma

the electrical power to the plasma reactor heater (W), and Cap
the annual capacity of 8000 (h).
Finally, thermal heat needed to make process steam was

calculated by measuring electrical power in W supplied to the
heater/evaporator and converting it to MJ using eq 11

Figure 2. System boundaries (dashed lines) used in the sustainability assessment of the BRM process.
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where Qthdevap
is the thermal heat to evaporator (MJ), Pevap the

electrical power to the evaporator (W), Cap the annual
capacity of 8000 (h), and Qeff the thermal efficiency of the
furnace of 0.6.
From the values calculated using eqs 9−11 as inputs to the

Ecoinvent database, the overall global warming potential was
calculated using TRACI method34 for three different electricity
supply scenarios shown in Figure 2, namely, conventional
electricity mix, wind electricity, and solar electricity, further in
the text referred to as HC, HW, and HS, respectively, in units
of kg CO2 eq/kg H2.
Notably, the overall values were used in a relative sense for

optimization purposes only, since under the experimental
design H2 yields were far from those obtained at high
temperatures in a near-equilibrium regime. Therefore, these
remain as large upper bounds of the true GWP while they can
still be used to compare and contrast the different energy
sources. Therefore, while we use these estimates of GWP in
our active optimization framework to identify optimal
conditions, we do not use these metrics in a quantitative sense.

Active Optimization of Process Conditions. This
reaction system is governed by five independent inputs, viz.,
temperature (X1), total flow rate (X2), discharge power of the
plasma (X3), CO2/CH4 ratio (X4), and steam concentration
(X5). Experimental measurements of effluent (the responses)
include methane conversion (Y1), H2 yield (Y2), CO yield
(Y3), and first-order apparent reaction rate constant kapp,CHd4

(Y4). We actively (iteratively) optimized the inputs (Xi, i =
1,···, 5) using a combination of response surface methodology
(RSM) and experiments for various process metrics. In
particular, we considered seven different metrics for
optimization. Four of these metrics directly pertain to direct
experimental measurements of the reactants and products, viz.,
(1) maximizing H2 yield, (2) maximizing methane conversion,
(3) maximizing CO yield, and (4) maximizing apparent rate
constant which is calculated by eq 8; three other metrics were
considered, namely, minimizing GWP (kg CO2 eq/kg H2)
assuming the energy input for heating (to modulate temper-
ature) came from traditional sources (i.e., fossil fuel) while the
power required for plasma came from (1) conventional source
mix including coal and termed HC, (2) solar energy (HS), and
(3) wind energy (HW). Fits were better for the logarithm of
these three metrics; therefore, the corresponding responses are
log(HC) (Y5), log(HW) (Y6), and log(HS) (Y7), which we
aimed to minimize. Although the apparent rate constant is
dependent on methane conversion, it is further conditioned by
flow rate; therefore, the trends in these two metrics will be
different.
The complete optimization process is summarized in Figure

3. It can be regarded as an active learning process because we
iteratively updated the models based on feedback from
experiments conducted at model-predicted optimal conditions.
The detailed explanations for each step in Figure 3 are

enclosed in section 1.2 of the Supporting Information (SI). All
relevant metrics were optimized simultaneously. All statistical
analyses and fitted models generated during the optimization
process are included in sections 2−4 of the Supporting
Information. Boundaries for input variables at each performed

round of optimization are listed in Table S5, Table S8, and
Table S11 in SI.

■ RESULTS AND DISCUSSION
Physicochemical Characterization of La0.7Ce0.3NiO3

Perovskite Catalyst. Three calcination temperatures (600,
700, and 800 °C) and two different reactant ratios
(La0.7Ce0.3NiO3, and La0.3Ce0.7NiO3) were explored. Figure 4

presents the XRD patterns of the resulting La−Ce−Ni
materials. The La0.7Ce0.3NiO3, upon synthesis, was subjected
to temperatures of 600, 700, and 800 °C. Remarkably, at all
three temperature levels, the perovskite phase (LaNiO3) was
observed to form consistently. Nevertheless, the pattern also
exhibited diffraction lines from secondary phases such as the
CeO2 and La2O3 phases at higher calcination temperatures.
The rhombohedral structure of the LaNiO3 phase was detected
according to the peaks at 22.8°, 32.5°, 47.2°, and 58° with

Figure 3. Schematic of the active learning (optimization) workflow
that was employed to optimize plasma-catalyzed bireforming.

Figure 4. XRD of perovskites calcined at different temperatures.
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lattice planes (101), (110), (202), and (122), respectively.
These values match the JCPDS no. 34-1028 card.35 The
highest intensity peak observed at 32.5° for all catalysts showed
a slight displacement toward a lower 2θ value. This could be
attributed to the infiltration of cerium ions, which have a size
of 114 pm, into the perovskite lattice and the substitution of
some of the La ions, which have a larger size of 136 pm.36

In contrast, La0.3Ce0.7NiO3 does not display the same peaks
as La0.7Ce0.3NiO3. Some studies

37−39 suggest that a high Ce3+
doping content in La1−xCexNiO3 causes certain Ce ions to
convert to Ce4+ (0.98 pm) and separate from the perovskite
phase as CeO2 as well as facilitate NiO phase segregation. The
peak with high intensity at 28.6° was assigned to the (111)
lattice plane of the cubic structure of the CeO2 phase in
accordance with the JCPDS no. 81-0792 card.40 The peaks
located at 37.3° and 43.2° were assigned to (112) and (220)
lattice planes of the cubic NiO according to JCPDS no. 75-
0197card.41 The small peaks located at 39.18° and 52.3° which
are associated with the planes (110) and (024) refer to the
hexagonal phase of La2O3 according to JCPDS no. 81-
1667card.42 Importantly, according to Silva et al., the LaNiO3
catalyst with a lower cerium content in its structure resulted in
higher catalytic activity and reduced carbon formation during
hydrogen production from steam reforming of petroleum
gas.41 Further, Rida et al. showed that the catalytic activity of
perovskite catalysts synthesized through a sol−gel method and
subjected to different calcination temperatures was the highest
of the perovskite calcined at 600 °C when compared to the
catalyst calcined at 750 °C.43 Thus, in this research, the
La0.7Ce0.3NiO3 catalyst calcined at 600 °C was chosen as the
primary catalyst for conducting BRM reactions.
Energy dispersive X-ray spectroscopy (EDS) combined with

scanning transmission electron microscopy (STEM) was used
to investigate the bulk chemical composition of the
La0.7Ce0.3NiO3 catalyst calcined at 600 °C with high spatial
resolution. Figure 5 illustrates the spatial distributions of
lanthanum, cerium, nickel, and oxygen and a uniform
dispersion of these elements. The elemental composition
results confirmed the ratio of the La0.7Ce0.3NiO3 catalyst.

The chemical composition and oxidation state of elements
present on the surface of La0.7Ce0.3NiO3 calcined at 600 °C
were obtained by X-ray photoelectron spectroscopy. A
comprehensive discussion of these findings is available in the
Supporting Information. The quantification results revealed
that the surface composition of the La0.7Ce0.3NiO3 catalyst
consists of 12, 49, and 39 atomic percent of Ce, La, and Ni on
a metals basis, respectively. Remarkably, this outcome aligns
with the composition obtained through an analysis conducted
by EDS.

Active Learning: Iteration 1. The results of the first
round of active learning are shown in section 2.4 of the SI. We
note that the coefficient of determination (R2) of the initial
models varies between 0.79 and 0.91 (see Figure S1), showing
that these initial models are adequate for the first round of
optimization. The results of initial optimization demonstrate
(see Table S6) that the modeling results are qualitatively
correct; however, the difference between the predictions and
the experiments indicates that a second iteration of the loop is
required.

Active Learning: Iterations 2 and 3. The predicted and
experimental results of the second iteration are shown in Table
1. Feasible regions in the second round of optimization were
enlarged as shown in Table S8 to obtain improved solutions.
The detailed analysis of updated models (with 68 data points),
including fitted equations, ANOVA table, model diagnostic
plots, and contour plots, is in section 3 of the SI.
In a third round (iteration 3), we further retrained the model

with new experimental data (at the optimal conditions of
iteration 2, to get a total of 77 data points) and recomputed
the optimal results. See section 4 in the SI for detailed analysis
for retrained models.
To evaluate if a third round of experimental verification is

needed, we consider the plots in Figure 6 which compare the
predicted and experimental responses in each round (iteration)
of active learning (only the predicted values are shown for
round 3) for each of the seven metrics. Here, 95% confidence
intervals for the predicted values are also presented. It can be
seen that the predicted and experimental extrema improve in

Figure 5. STEM-EDS of La0.7Ce0.3NiO3 calcined at 600 °C.
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the first two rounds for methane conversion, H2 yield, kapp,
log(HC), log(HW), and log(HS). The experimental CO yield
at the predicted optimal point in the second iteration is lower
than the measured yield of the first round although it is already
close to the lower bound of 95% confidence interval of the
prediction. A possible reason for the discrepancy is the extent
to which the optimal conditions deviate from the training data
and the optimal points identified in the two previous rounds
(hence reducing the validity of the model).
Further, the third round of prediction is close to that in the

second round for HS, HW, and HC, and the optimal
conditions are similar between rounds 2 and 3 (except for
temperature). The results of third round optimization are
summarized in section 4.4 of the SI. Considering that there is a
model-experimental mismatch for all models after each
iteration, we posit that the differences between the predicted
optimal solutions of rounds 2 and 3 are within these errors. For
instance, the differences between the predicted H2 yields in
round 3 and experimental yields in round 2 are about 1% or
lower for the cases of minimizing log(HC), log(HW), and
log(HS), well within the modeling errors of the H2 yield
model. In addition, almost all 95% confidence intervals cover
the corresponding experimental values in round 2 iteration.
Except for optimal CO yield production, the experimental
values of other metrics under corresponding optimal
conditions are all within 11% of their predicted values in
round 2. But the experimental value of predicted optimal CO
yield is fairly close to the lower bound of its 95% confidence
interval. Therefore, we concluded that we have reached
sufficient convergence for the second-order polynomial
model we employed and terminated the active learning process
after two rounds of experimentation.
The experimental results after round 2 (Table 1) clearly

demonstrate how the optimal conditions vary from one metric
to the other. Specifically, Table 1 shows that the maximum
methane conversion is 88%, the maximum H2 yield is 32.5%,
the maximum CO yield is ≈35%, and the highest first-order
apparent reaction rate constant is 28.53 cm3/s × g. To
maximize these process metrics, our active learning strategy
essentially maximized the energy input (temperature and
plasma power). Maximizing methane conversion naturally
forced the flow rate to be low (in order to increase residence
time); however, the active learning ultimately did not require
the flow to be at a lower bound. A large CO2/CH4 ratio is
required, and steam concentration was pushed to the
maximum value of 70% (in both rounds 2 and 3). Maximizing
the apparent rate constant is consistent with the methane
conversion results except that the methane concentration in
the feed is further reduced, and the flow rate is increased to the
upper bound. Maximizing the hydrogen yield requires a lower
steam concentration (46%) compared to the conditions for
maximum methane conversion. Maximizing CO yield requires
an even lower steam concentration of ≈16% and a high CO2
concentration in the feed (CO2/CH4 ratio greater than 6)
relative to the conditions for maximizing H2 yield (where the
CO2/CH4 ratio in the feed is pushed to its minimum). This is
because steam reforming (with or without a water gas shift
reaction) produces more hydrogen and less CO than dry
reforming per mole of methane consumed.
Optimization results based on GWP metrics are closer to the

conditions for maximizing hydrogen. Plasma power is
maximized for all three cases, while the CO2/CH4 ratio in
the feed is reduced to the minimum allowed, indicating thatT
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there is a push toward increasing hydrogen production. The
flow rates are set to an intermediate value (≈140 cm3/min),
and the steam concentration is about 45%. These settings

result in methane conversion between 60% and 65% and
hydrogen yield close to 30% (compared to the experimental
maximum of 88% for methane conversion and 32.5% for

Figure 6. Improvements through active learning (round 0 corresponds to initial experiments): (a) Methane conversion, (b) H2 yield, (c) CO yield,
(d) kapp,CHd4

, (e) log(HC), (f) log(HW), and (g) log(HS). The error bars of experimental values are generated by the two standard deviation rule
and the error bars of predicted values are 95% confidence intervals. They are all shown in blue.
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hydrogen yield). Finally, we note that switching from a coal-
based electricity source to a renewable energy source can result
in a 30%−35% reduction in GWP under their respective
optimal conditions.

Catalytic vs Noncatalytic Contributions. To elucidate
the impact of including a catalyst in this system, we ran
experiments without the catalyst under the optimal conditions
from round 2; the results are shown in Table 2 for the seven
metrics. We compute the ratio, γ, of conversion (of methane)
or yield (of H2 or CO) without and with the catalyst (i.e., 0 ≤
γ ≤ 1.0), and plot them versus SEI in Figure 7 for the seven
optimal conditions of Tables 1 and 2. The results indicate that
the contribution from gas phase reactions is dependent on the
reaction conditions and varies from 6% to 82% for methane
conversion, 1% to 95% for hydrogen yield, and 3% to 6% for
the CO yield. At the conditions that maximize methane
conversion (in the presence of a catalyst), nearly 82% of
methane reacted is attributable to the gas phase (or that
promoted by the packing material). On the other hand, under
the condition that maximizes hydrogen yield, 99% of the flux
to H2 is due to the catalyst. Under conditions that maximize
the CO yield, the contribution of the catalyst is a little less than
half (45%). Arguably, this variation in the contribution of the
catalyst is dependent on the energy supplied to the system; the
higher the specific energy input (SEI) is, the higher the plasma
excitation and reactions in the gas phase are. However, the
plots in Figure 7 which compare γCHd4

, γHd2
, and γCO are not

consistent with this hypothesis alone. For instance, it can be
seen in Figure 7a that a relatively low SEI for the case of
maximum hydrogen yield (8.37 eV/molecule) does lead to a
higher contribution from the catalyst (γCHd4

= 0.065) compared
to the maximum methane conversion case (where the SEI is
16.57 eV/molecule and γCHd4

= 0.824). However, for the cases
of maximum kapp and maximum CO yield, while the SEI is still
8.37 eV/molecule, the catalyst contribution is less than 50%
(i.e., γCHd4

> 0.5), which is much lower than that for the case of
maximum hydrogen yield. Furthermore, the conditions for
minimizing HC, HW, and HS all have an intermediate SEI
value (12 eV/molecule), and the catalyst contribution toward
methane consumption is also intermediate at around 70%−

83% (0.17 ≤ γCHd4
≤ 0.3). Similar trends can be observed for

CO production, i.e., γCO (see Figure 7c).
For hydrogen production (Figure 7b), the largest value of

γHd2
of 0.947 (i.e., catalyst contribution is only 5%) is for the

condition to maximize the CO yield followed by the conditions
for maximizing methane conversion and kapp (resulting in a

Table 2. Catalytic vs Noncatalytic Contributions under Optimal Conditions

Optimal conditionsa Responsesb

Metrics X1 X2 X3 X4 X5 P1 P2 P3 P4
Max CH4 450 101.2 110 4.44 70 Catalyst 87.67 ± 0.48 3.11 ± 0.22 11.75 ± 0.33 16.570

Noncatalyst 72.26 ± 0.96 1.93 ± 0.04 10.76 ± 0.16
Max H2 450 200 110 0.5 46.4 Catalyst 48.11 ± 2.26 32.56 ± 0.10 23.44 ± 0.87 8.371

Noncatalyst 3.00 ± 1.23 0.46 ± 0.05 2.72 ± 0.58
Max CO 450 200 110 6.02 15.89 Catalyst 70.45 ± 1.16 5.09 ± 0.48 29.48 ± 1.82 8.371

Noncatalyst 38.75 ± 1.25 3.64 ± 0.73 13.97 ± 1.18
Max kapp 450 200 110 6.08 70 Catalyst 81.94 ± 0.56 6.20 ± 0.34 24.41 ± 0.65 8.371

Noncatalyst 59.54 ± 0.92 2.50 ± 0.18 13.71 ± 0.81
Min Log(HC) 379.57 141.14 110 0.5 46.43 Catalyst 62.13 ± 2.27 29.76 ± 0.87 22.68 ± 0.82 11.874

Noncatalyst 17.43 ± 0.62 4.64 ± 0.28 2.17 ± 0.12
Min Log(HW) 367.65 139.03 110 0.5 44.84 Catalyst 59.04 ± 1.24 28.30 ± 0.11 19.67 ± 0.42 12.044

Noncatalyst 10.42 ± 0.21 0.99 ± 0.11 0.70 ± 0.08
Min Log(HS) 379.36 140.24 110 0.5 45.68 Catalyst 61.71 ± 1.03 29.99 ± 0.88 22.03 ± 1.65 11.958

Noncatalyst 11.65 ± 1.85 2.96 ± 0.33 0.62 ± 0.08
aX1: Temperature (°C). X2: Total flow rate (cm3/min). X3: Discharge power (W). X4: CO2/CH4. X5: Steam concentration (%). bP1: CH4
conversion (%). P2: H2 (cc/min). P3: CO (cc/min). P4: SEI (eV/molecule).

Figure 7. Catalytic vs noncatalytic contributions: (a, b, c) scatter plots
of γCHd4

(ratio of methane conversion without and with catalyst), γHd2

(ratio of hydrogen yield without and with catalyst), and γCO (ratio of
CO yield without and with catalyst) versus SEI.
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small change in relative ordering compared to methane
conversion or the CO yield). The highest value of γHd2

(at
conditions for maximizing CO yield) occurs when CO2/CH4 is
≈6 and steam concentration is low (≈ 15%), i.e., under
predominantly dry reforming conditions when the concen-
tration of CO2 is high (and overall hydrogen yield is low even
in the presence of the catalyst). On the other hand, under the
condition of maximizing the hydrogen yield where a
considerably lower CO2/CH4 ratio of 0.5 and higher steam
concentration (40%) is used, the γHd2

is 0.01; i.e., all of the
hydrogen is catalytically generated at these conditions. The
conditions to maximize methane conversion and kapp both have
a high steam concentration (70%), but lead to lower values of
γHd2

(varying between 0.4 and 0.6). Since the conditions for

minimizing HC, HS, and HW are close to that for maximum
hydrogen yield, the γHd2

values are close but slightly higher (due
to higher SEI values in these cases). For methane consumption
and CO production (Figures 7a, c), the respective ratios (γCHd4

and γCO) are also high when the concentration of CO2 is high
(i.e., under conditions that maximize CO yield, methane
conversion, or kapp); however, a higher steam concentration
(corresponding to maximum methane conversion and kapp)
leads to higher values of γCHd4

and γCO compared to the
conditions for maximum CO yield. To capture these
complicated dependencies, multiple linear regression models
of the three γ ratios were built with the SEI, CO2/CH4 ratio,
and steam concentration as three variables to obtain trends in
the data. See the details in section 5 of the SI. The analysis

Figure 8. Contour plots of the final models for each metric: Discharge power versus other input variables (temperature, flow rate, CO2/CH4 ratio,
and steam concentration. The inputs Xi held fixed are at their respective optimum values as shown in Table S13.
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showed that γ values depend positively on the SEI and CO2/
CH4 ratio in all cases. However, γCO and γCHd4

values (CO
production and methane consumption, respectively) depend
positively on steam concentration (although CO production
only weakly depends on this variable) while the γHd2

value (for
hydrogen yield) is negatively correlated to steam concen-
tration. These observations indicate that the contribution of
the catalytic and noncatalytic routes depends on plasma power
and process conditions, particularly how “dry” or “wet” the
reforming is. Further, they indicate that while catalytic and
noncatalytic routes exist for the three plausible reactions in this
chemistry (dry reforming, steam reforming, and water gas shift
reactions), the dry reforming reaction (which is dominant at
high CO2 and low steam concentration) occurs largely
noncatalyzed (or promoted by the packing material), but
steam reforming and water gas shift reactions (that occur in the
presence of steam) are predominantly catalyzed.
The remarkable activity of the La0.7Ce0.3NiO3 perovskite

catalyst to promote the water gas shift reaction could be
attributed to the presence of CeO2, as confirmed by X-ray
diffraction (XRD) and X-ray photoelectron spectroscopy
(XPS) analyses within the perovskite structure. CeO2 possesses
a unique ability to store and release oxygen, primarily driven by
the redox couple between Ce4+ and Ce3+. This redox chemistry
serves as an oxygen buffer, facilitating the reoxidation of carbon
species present on the catalyst surface.38,39,41 This reoxidation
process aids in the efficient removal of coke deposits,
ultimately leading to the production of carbon monoxide
(CO). Subsequently, CO can react with steam to generate
CO2 and H2.

Contour Analysis. Figure 8 shows contour plots to
understand the effect of discharge power and the other four
input variables on each of the seven responses based on the
final models (i.e., the retrained models after round 2
experiments and the ones used to generate the results in
Table S12). Three inputs are held in each plot at their
respective optimal values. Many of the optimal solutions still
lie at the bounds; however, the contour plots underline the
nonlinear relationship between inputs and responses. We can
make several observations:
1. Maximizing temperature and plasma power does lead to
increased methane conversion, hydrogen yield, and
lower HC, HW, and HS; however, temperature is a
relatively less sensitive metric compared to plasma
power in this regime (plots in the first column of Figure
8).

2. In this system, the total flow rate determines the
residence time as the catalyst amount is kept fixed across
experiments. At a given plasma power, for example 100
W, decreasing the flow rate from the maximum increases
conversion likely because of a higher residence time for
methane. However, a further reduction in the flow rate
decreases methane conversion (first plot of the second
column of Figure 8). At lower flow rates, the SEI is high
implying a higher contribution from noncatalytic
pathways which we posit are slower than catalytic
routes, thereby leading to a reduction in methane
conversion.

3. A high flow rate (second column of plots in Figure 8)
maximizes H2 yield and CO yield metrics, indicating
possibly that at lower flow rates (high SEI leading to
more gas phase reactions), byproducts such as coke or

larger oxygenates can form, consistent with Figure 7c
and the low carbon balance. High flow rates also
increase kapp which is expected as first-order rate
constants are higher at lower conversion (residence
times).

4. For log(HC), log(HW), and log(HS), the optimal
points have an intermediate value of total flow rate (last
three plots of the second column in Figure 8). We posit
that this is because the increase in hydrogen yield at
intermediate to higher total flow rates is not propor-
tional to the increase in the heat requirements to
generate additional process steam (with results in a
larger CO2 footprint).

5. The dependence of the metrics on the CO2/CH4 ratio is
quite complicated. For methane conversion, a low CO2/
CH4 ratio results in less dry reforming (consequently a
lower methane conversion). However, a higher ratio also
seemingly reduces methane conversion, but this could be
an artifact of the quadratic models used as training data
largely have a CO2/CH4 ratio less than 6. Increasing the
CO2/CH4 ratio decreases hydrogen yield, as methane
concentration in the feed is lowered. Increasing the
CO2/CH4 ratio initially increases CO yield; at a CO2/
CH4 ratio greater than 6, the yield is shown to drop
which could also be due to model artifacts. kapp increases
with the CO2/CH4 ratio possibly indicating a higher
order dependence of CO2 on dry reforming. The GWP-
based metrics are at their lowest at the minimum value
of the CO2/CH4 ratio, tracking the behavior of the H2
yield plot. Arguably, including the consumption of CO2
into a more full-fledged sustainability metric might push
the optimality to a higher CO2/CH4 ratio.

6. A higher steam concentration increases methane
conversion and kapp, possibly because methane concen-
tration is lowered and potentially points to a positive
order dependence of water vapor on reforming kinetics.

7. The dependence of H2 yield on steam is more
complicated. At lower steam concentrations, hydrogen
yield increases with increasing steam inflow as it results
in increased steam reforming. However, at higher steam
concentrations, any increase in steam inflow decreases
methane concentration which, in turn, decreases hydro-
gen availability in the feed and thereby reduces hydrogen
yield.

8. At low steam concentrations, CO yield increases with
increasing steam inflow, possibly because CO is a
potential product of steam reforming; at higher steam
concentrations, however, increasing steam inflow
decreases the amount of carbon influx as well as
promotes the water gas shift reaction to push CO to
CO2.

9. The dependence of HC, HW, and HS on steam
concentration tracks the H2 yield plot.

■ CONCLUSIONS
The La0.7Ce0.3NiO3 perovskite catalyst was successfully
synthesized by a three-step sol−gel method. Furthermore,
the utilization of a La0.7Ce0.3NiO3 perovskite catalyst in a
dielectric barrier discharge (DBD) plasma bireforming process
at mild conditions has demonstrated remarkable activity to
produce syngas. Through the implementation of a central
composite design (CCD) experiment coupled with an active
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learning optimization process, we have identified optimal
conditions for minimizing the carbon footprint and maximizing
other key performance indicators such as CH4 conversion,
CO2 conversion, H2 yield, CO, and first-order apparent
reaction rate constant (kapp) in the DBD plasma bireforming
process. The optimal process conditions are heavily dependent
on the metrics (key indicators) to be optimized. Dry
reforming, steam reforming, and water gas shift reactions all
have noncatalytic (purely driven by plasma) and catalytic
(driven synergistically by plasma and catalyst) routes; dry
reforming appears to be predominantly noncatalytic while
steam reforming and water gas shift reactions are predom-
inantly catalytic. Minimizing global warming potential, in terms
of inferred CO2 footprint normalized to hydrogen throughput,
results in maximizing hydrogen yield through steam reforming
(and water gas shift reactions) at an SEI of ≈12 eV/molecule.
The successful integration of the La0.7Ce0.3NiO3 perovskite

catalyst and the optimization process using a CCD experiment
coupled with an active learning optimization process has
demonstrated the power of combining advanced materials and
experimental design techniques. This synergy opens up new
avenues for improving and tailoring the performance of
plasma-based processes, paving the way for more sustainable
and efficient energy conversion technologies.
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