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A B S T R A C T   

Background: Since its release, ChatGPT has taken the world by storm with its utilization in various 
fields of life. This review’s main goal was to offer a thorough and fact-based evaluation of 
ChatGPT’s potential as a tool for medical and dental research, which could direct subsequent 
research and influence clinical practices. Methods: Different online databases were scoured for 
relevant articles that were in accordance with the study objectives. A team of reviewers was 
assembled to devise a proper methodological framework for inclusion of articles and meta- 
analysis. Results: 11 descriptive studies were considered for this review that evaluated the ac-
curacy of ChatGPT in answering medical queries related to different domains such as systematic 
reviews, cancer, liver diseases, diagnostic imaging, education, and COVID-19 vaccination. The 
studies reported different accuracy ranges, from 18.3 % to 100 %, across various datasets and 
specialties. The meta-analysis showed an odds ratio (OR) of 2.25 and a relative risk (RR) of 1.47 
with a 95 % confidence interval (CI), indicating that the accuracy of ChatGPT in providing correct 
responses was significantly higher compared to the total responses for queries. However, signif-
icant heterogeneity was present among the studies, suggesting considerable variability in the 
effect sizes across the included studies. Conclusion: The observations indicate that ChatGPT has 
the ability to provide appropriate solutions to questions in the medical and dentistry areas, but 
researchers and doctors should cautiously assess its responses because they might not always be 
dependable. Overall, the importance of this study rests in shedding light on ChatGPT’s accuracy 
in the medical and dentistry fields and emphasizing the need for additional investigation to 
enhance its performance. 
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1. Introduction 

Artificial Intelligence (AI) and Machine Learning (ML) are two related technologies that have gained immense popularity in recent 
years [1]. AI refers to the creation of intelligent machines that can perform tasks that typically require human intelligence, such as 
visual perception, speech recognition, decision-making, and language translation [2]. ML, on the other hand, is a subset of AI that 
focuses on developing algorithms and statistical models that enable machines to learn from data and improve their performance over 
time without being explicitly programmed [3]. 

One of the key benefits of AI and ML is their ability to process and analyze vast amounts of data, providing insights and predictions 
that would be difficult or impossible for humans to uncover [4]. In the medical field, AI and ML are being used to improve patient care, 
support medical diagnosis, and assist with medical research [5]. For example, ML algorithms can be trained to recognize patterns in 
medical images, assisting radiologists in detecting early signs of cancer or other diseases [6]. AI-powered chatbots and virtual assis-
tants can provide patients with personalized medical advice and support, while also freeing up healthcare providers to focus on more 
complex cases [7]. However, there are also challenges associated with the use of AI and ML in healthcare, such as ensuring the accuracy 
and reliability of algorithms, addressing concerns around data privacy and security, and ensuring that these technologies are used in an 
ethical and responsible manner [8]. Ongoing research and development are needed to address these challenges and ensure that AI and 
ML technologies are effectively integrated into healthcare systems for the benefit of patients and healthcare providers alike [9,10]. 

ChatGPT is a language model based on the GPT (Generative Pre-trained Transformer) architecture, which is part of the family of 
deep learning models used in natural language processing (NLP) [11]. It was developed by OpenAI and is designed to generate 
human-like text and engage in conversations with users through chat interfaces [12]. Since its launch, ChatGPT has gained 
tremendous popularity and has been the inspiration for the development of several mobile applications that incorporate the 
keywords "chatbot" and "ChatGPT". In fact, in the first ten days of January 2023, ChatGPT - GPT 3 was downloaded 3,771 times 
by global users, while the app Lia ChatGPT was downloaded 3,560 times [13,14]. 

ChatGPT is trained on a massive amount of text data and uses deep neural networks to learn the patterns and structures of language 
[15]. This enables it to generate coherent and contextually relevant responses to input text prompts [16]. ChatGPT has been widely 
used in various fields, including healthcare, education, customer service, and entertainment [17]. This chatbot has demonstrated the 
potential to impact a wide range of fields, including but not limited to healthcare, finance, customer service, education, and enter-
tainment [18]. In healthcare, ChatGPT can assist medical professionals with diagnoses, treatment plans, and patient education [19]. In 
finance, ChatGPT can be used for fraud detection, risk assessment, and investment advice [20]. In customer service, ChatGPT can 
provide 24/7 support, handle routine inquiries, and escalate complex issues to human representatives [21]. In education, ChatGPT can 
support students with personalized learning and tutoring [22]. In entertainment, ChatGPT can generate natural language responses in 
virtual assistants and chatbots for gaming or online assistants [17]. Overall, ChatGPT has the potential to significantly impact 

Fig. 1. Article selection framework for the studies included in the review.  
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numerous fields by providing efficient and accurate responses to a range of inquiries and tasks. 
Both AI and ML are essential to ChatGPT because they enable the model to learn and improve its responses over time [13]. ChatGPT 

was trained on a massive amount of data using machine learning algorithms to recognize patterns and generate responses based on 
context [14]. As a result, ChatGPT can generate increasingly sophisticated and nuanced responses to queries. Furthermore, AI and ML 
are essential to other applications related to ChatGPT, such as medical diagnosis, drug discovery, and data analysis [15]. These ap-
plications rely on machine learning algorithms to analyze large datasets and generate insights that can help medical professionals 
make informed decisions [17]. 

The evident literature gap when the usage of ChatGPT is concerned with medical and dental fields lies in the glaring lack of 
comprehensive systematic reviews and meta-analyses that have been conducted in this area. While there have been several studies 
conducted on the use of ChatGPT in various medical and dental settings, these studies have been limited in their scope and have not 
provided a comprehensive overview of the potential benefits and limitations of using ChatGPT in these fields, being either literature 
reviews or editorials [23–25]. Additionally, there is a lack of consensus regarding the best practices for using ChatGPT in medical and 
dental settings, as well as a need for further research into the ethical implications of using these technologies in clinical practice 
[23–25]. Therefore, there is a definite need for a comprehensive review of the available literature on the use of ChatGPT in the 
aforementioned settings, which can help identify gaps in knowledge and inform future research in this area. The objectives of this 
review were to comprehensively assess the accuracy, reliability, and usefulness of ChatGPT in medical and dental research, considering 
studies from different specialties and subjects, published in the year 2023. The review aimed to identify and analyze the existing 
literature that evaluated the efficacy of ChatGPT in medical and dental research, including its ability to accurately and reliably answer 
clinical and non-clinical questions and provide support for clinical decisions. Additionally, the review aimed to assess the ability of 
ChatGPT to interpret medical imaging, detect and diagnose diseases, and produce information in response to educational commands. 
The overall objective of this review was to provide a comprehensive and evidence-based assessment of ChatGPT’s potential as a tool for 
medical and dental research, which could guide future research and inform healthcare practices. 

2. Materials and methods 

2.1. Protocol and PICO strategy for review 

The current systematic review was conducted as per the PRISMA guidelines [26] which are used for guidance of studies like these 
(Fig. 1). To utilize the PICO search strategy for this study, the authors first identified the research question they want to answer and 
then used the PICO framework to develop a search strategy. This involved selecting relevant keywords and synonyms for each element 
of the PICO framework such as “ChatGPT,” “accuracy,” “medical,” “dental,” “specialties,” and “healthcare providers”, and combining 
them using Boolean operators (e.g., AND, OR, NOT) to create a comprehensive search strategy, given as follows-  

• Population: Patients or healthcare providers who use ChatGPT for medical or dental queries  
• Intervention: Use of ChatGPT for answering queries related to medical or dental fields and specialties  
• Comparison: Alternative methods of answering queries (e.g., human experts, other AI systems) 

3. Outcome: accuracy of ChatGPT in answering queries related to medical and dental fields and specialties 

It is pertinent to mention here that the specific version of ChatGPT employed throughout the study was GPT-3.5. This choice of the 
ChatGPT version was selected due to the universal availability of the said variant without any restrictions pertaining to paywalls/ 
exclusive access. GPT-3.5 was utilized as the foundation for evaluating the performance, accuracy, and effectiveness of ChatGPT in 
addressing queries related to medical and dental fields and specialties in this investigation. This version provided the linguistic and 
contextual understanding necessary for assessing ChatGPT’s suitability and potential applications within the medical and dental 
research domains. 

3.1. Database search strategy 

For searching across PubMed, the MeSH terms used were “ChatGPT” and “Medical Informatics” which were combined using 
Boolean operators “AND” and “OR” with other keywords such as “dental”, “specialty”, “accuracy”, “query”, “response” and “meta- 
analysis”. The search was limited to articles published between January 1, 2023 and December 31, 2023. The search was conducted in 
English language only. Similar MeSH terms and keywords were used for searching across Google Scholar, Scopus, EMBASE, Cochrane 
Library, and UpToDate. Boolean operators “AND” and “OR” were used for combining the search terms to retrieve relevant articles. In 
addition, reference lists of relevant articles and systematic reviews were screened to identify additional studies. The search process was 
carried out independently by two reviewers and any disagreement was resolved by discussion. As for other databases, the search 
strategy used the following keywords and MeSH terms: (“ChatGPT” [MeSH Terms] OR “ChatGPT” [Title/Abstract]) AND (“Medical 
Informatics” [MeSH Terms] OR “Medical Informatics” [Title/Abstract]) AND (“dental” OR “specialty” OR “accuracy” OR “query” OR 
“response” OR “meta-analysis”) AND (“2023/01/01"[Date - Publication]: “2023/12/31"[Date - Publication]) AND English[lang]. The 
same strategy with appropriate syntax was used in other databases such as Google Scholar, Scopus, EMBASE, Cochrane Library and 
UpToDate. 

The search strategy aimed to identify relevant studies, with the use of Boolean operators and MeSH terms allowing for a 
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comprehensive and systematic search across different databases, while limiting the search to a specific time frame ensured that the 
results were up-to-date. 

3.1.1. Selection criterion 
For this investigation, the inclusion and exclusion criteria were established to ensure that relevant studies were included while 

minimizing the risk of bias. The inclusion criteria were as follows: 1) studies that assessed the accuracy of ChatGPT in answering 
medical and dental queries; 2) studies that were conducted in the year 2023 only; 3) studies that included different medical and dental 
specialties and subjects; 4) studies that used any type of study design; and 5) studies that were written in the English language. 

The exclusion criteria were as follows: 1) studies that did not assess the accuracy of ChatGPT in answering medical and dental 
queries; 2) studies that were conducted before the year 2023; 3) studies that were deviated from their intended objectives; 4) studies 
that were not written in the English language; and 5) studies that were duplicates. 

The inclusion and exclusion criteria were established by the research team to ensure that the selected studies met the research 
question of this review while minimizing the risk of bias. These criteria were used to screen the titles, abstracts, and full texts of the 
studies retrieved from the databases. The studies that met the inclusion criteria were included in the review while those that did not 
meet the criteria were excluded. By establishing clear inclusion and exclusion criteria, the research team was able to select studies that 
were relevant to the research question while minimizing the risk of bias. 

4. Reviewer protocol 

The reviewer strategy for this systematic review involved the collaboration of four different experts who were specialized in the 
field of machine learning and GPT-3. The first step of the reviewer strategy was to provide the reviewers with a clear understanding of 
the research question, inclusion and exclusion criteria, and the search protocol for identifying relevant studies. The reviewers were also 
given access to a spreadsheet where they could record their findings and comments on the studies that met the inclusion criteria. Each 
reviewer was assigned a set of studies to evaluate independently using a predetermined checklist that was based on the Newcastle- 
Ottawa Scale (NOS) tool [27,28]. The checklist was designed to assess the methodological quality and risk of bias of each study in 
areas such as study design, sample size, blinding, and reporting of outcomes. The reviewers were required to record their assessment of 
each study in the spreadsheet provided and provide a rationale for their score. 

Once the reviewers had completed their independent assessments, they convened to discuss their findings and resolve any dis-
crepancies in their assessments. Any disagreements were resolved through a consensus-building process, which involved a thorough 
discussion of the study design, quality, and risk of bias. Overall, the reviewer strategy for this systematic review involved a collab-
orative effort among four specialized reviewers who worked independently to evaluate the methodological quality and risk of bias of 
each study. This approach ensured that the systematic review was thorough, objective, and rigorous, and that the conclusions drawn 
from the evidence were robust and reliable. 

Fig. 2. Bias assessment of the selected papers using the NOS tool.  

H. Bagde et al.                                                                                                                                                                                                         



Heliyon 9 (2023) e23050

5

4.1. Assessment of bias 

NOS was used to assess the risk of bias for all the studies selected in this systematic review and meta-analysis (Fig. 2). The reviewers 
evaluated each study according to the NOS criteria for case-control and cohort studies. The NOS assesses the risk of bias in three main 
domains: selection of study groups, comparability of groups, and ascertainment of outcomes. In the selection domain, studies were 
evaluated for representativeness of the exposed cohort, selection of the non-exposed cohort, and ascertainment of exposure. In the 
comparability domain, studies were evaluated for comparability of cohorts on the basis of the design or analysis, and adjustment for 
confounders. In the outcome domain, studies were evaluated for ascertainment of the outcome of interest, follow-up time, and ade-
quacy of follow-up. Each criterion was given a score, and the scores were summed to produce a total score for each study. Any dis-
crepancies between the two reviewers were resolved by a third reviewer. Studies were classified as having a low, moderate, or high risk 
of bias based on their NOS scores. A high-quality study was considered to have a low risk of bias in all three domains, while a low- 
quality study was considered to have a high risk of bias in at least one domain. The results of the bias assessment were taken into 
account in the interpretation of the findings of this systematic review and meta-analysis. 

4.2. Meta-analysis strategy 

The meta-analysis protocol for this review used the RevMan 5 software, which is a standard software for preparing and maintaining 
Cochrane systematic reviews. The meta-analysis aimed to generate forest plots of OR and RR using a random effects model and 95 % CI. 
The random effects model was chosen due to the anticipated heterogeneity in the included studies. The meta-analysis was performed 
using the data from the primary studies selected for inclusion in the systematic review. The forest plots were used to visually represent 
the effect sizes and the level of variability in the results across the included studies. The software was used to perform a statistical 
analysis of the data to calculate the pooled effect size, along with its confidence interval. The 95 % CI was used to determine the level of 
statistical significance of the pooled effect size. The meta-analysis protocol followed the standard guidelines for conducting a meta- 
analysis and was reviewed and approved by the review team. The forest plots generated using RevMan 5 were used to present the 
findings of the meta-analysis in a clear and concise manner. 

5. Results 

After the completion of the search protocol as devised by the reviewers, we were left with 11 studies [29–39] that were in 
accordance of our review objectives. Table 1 presents a list of studies along with their respective study ID, country where the study was 
conducted, sample size, and protocol used in the study. The sample sizes in the studies vary from 4 data sets to 240 novel concepts to 77 
medical students to 33 physicians to 36 clinical vignettes to 14 multiple-part cases, and some studies have undefined sample sizes. All 
the studies used a descriptive protocol. Some of the studies have undefined locations or sample sizes. Overall, this table provides a brief 
overview of the characteristics of each study, such as the country where it was conducted, the sample size, and the protocol used. 

Table 2 on the other hand represents the results of different studies that evaluated the performance of ChatGPT in various domains. 
The first study by Gilson et al. [29] assessed the accuracy of ChatGPT in relation to medical examination and reported an accuracy of 
44 %, 42 %, 64.4 %, and 57.8 % across four different datasets of the United States Medical Licensing Exam. Gupta et al. [30] evaluated 
ChatGPT’s ability to generate novel concepts related to systematic reviews and reported an overall accuracy of 55 %, with 35 % 
accuracy for generalised concepts and 75 % accuracy for specific concepts. Huh et al. [31] compared the knowledge and 
interpretation-based queries of medical students and ChatGPT and reported a ChatGPT accuracy of 60.8 % compared to an average of 
89.6 % for the students. Johnson et al. [32] evaluated ChatGPT’s accuracy in answering medical queries across 17 different specialties 
and reported a 39.4 % accuracy for perfect answers and 18.3 % accuracy for near-perfect answers. The study by Johnson SB [33] et al. 
assessed ChatGPT’s accuracy in answering queries about cancer and reported an accuracy of 96.9 % for the obtained responses and 
100 % for completeness. Rao A et al. [34] evaluated ChatGPT’s performance in relation to diagnostic imaging in a clinical setting and 
reported an accuracy of 88.9 % for breast cancer evaluation and 58.3 % for prompts about breast pain. Rao et al. [35] assessed 
ChatGPT’s efficacy in supporting clinical decisions on clinical vignettes and reported an overall accuracy of 71.7 %. Strong et al. [38] 

Table 1 
Demographic characteristics as observed in the selected papers.  

Study ID Country Sample size Protocol 

Gilson et al. [29] USA 4 data sets Descriptive 
Gupta et al. [30] Undefined 240 novel concepts Descriptive 
Huh et al. [31] South Korea 77 medical students Descriptive 
Johnson et al. [32] USA 33 physicians Descriptive 
Johnson SB et al. [33] Undefined Undefined Descriptive 
Rao A et al. [34] Undefined Undefined Descriptive 
Rao et al. [35] Undefined 36 vignettes (clinical) Descriptive 
Sallam et al. [36] Jordan Undefined Descriptive 
Sallam M et al. [37] Undefined Undefined Descriptive 
Strong et al. [38] USA 14 multiple-part cases Descriptive 
Yeo et al. [39] USA Undefined Descriptive  
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Table 2 
Accuracy measurements, objectives and inferences pertaining to the selected studies.  

Study ID Objectives related to 
ChatGPT 

Domain of assessment Accuracy Advantages Disadvantages 

Gilson 
et al. 
[29] 

Assessment of ChatGPT 
accuracy in relation to 
medical examination 

United States Medical 
Licensing Exam 
comprising of 4 
different data sets 

44 %, 42 %, 64.4 %, 
and 57.8 % across 4 
datasets 

100 % of a speicific data set 
outputs contained a logical 
reason for the answer given 
by ChatGPT. In 96.8 % of the 
queries, there was internal 
information related to the 
topic. 

On two different data sets, the 
presence of information not 
directly related to the question 
was 44.5 % and 27 % lower for 
erroneous than for correct 
responses, respectively. 

Gupta 
et al. 
[30] 

Assessment of ChatGPT to 
demonstrate production of 
novel concepts related 
systematic reviews 

20 specific concepts 
for systematic reviews 
across 12 varied topics 
of cosmetic surgery 

55 % overall (35 % 
for generalised 
concepts and 75 % 
for specific) 

The generalised accuracy rate 
was 55 % overall for the 240 
specific concepts generated 
by ChatGPT and 75 % within 
the examined disciplines 

General concepts generated had 
only 35 % accuracy 

Huh et al. 
[31] 

Comparison between 
medical students and 
ChatGPT in knowledge and 
interpretation-based 
queries 

Parasitology 
examination 
consisting of 79 
different items 

60.8 % of ChatGPT 
compared to 89.6 % 
average of students 

ChatGPT generated 
respectable answers which 
were in relation to the query 
that was being answered and 
the number of correct 
answers given by it were 
almost comparable to the 
students’ answers 

The general level of 
acceptability of the responses 
were not so good 

Johnson 
et al. 
[32] 

Assessment of ChatGPT 
accuracy in relation to 
medical queries 

284 medical questions 
across 17 different 
specialities 

39.4 % of perfect 
answers and 18.3 % 
of near-perfect 
answers 

18.3 % responses were 
assessed as nearly all correct, 
while 39.4 % received the 
highest accuracy rating. 
Moreover, 26.1 % were 
satisfactory and 53.3 % were 
rated as comprehensive in 
terms of completeness. 

8.3 % of the responses were 
wholly inaccurate, while 8.3 % 
responses were very poor from a 
completeness point of view. 

Johnson 
SB 
et al. 
[33] 

Assessment of ChatGPT 
accuracy in relation to 
queries about cancer 

Myths surrounding 
cancer and related 
misconceptions 

96.9 % for the 
obtained responses 
and 100 % for 
completeness 

Clinicians considered the 
information sources to be 
trustworthy and informative, 
with clear and concise 
responses which debunked 
the illogical myths and 
associated misconceptions 
surrounding cancer. 

Slightly less accuracy was 
obtained in terms of the 
comprehensiveness of obtained 
responses. 

Rao A 
et al. 
[34] 

Assessment of ChatGPT in 
relation to diagnostic 
imaging in a clinical setting 

Breast cancer and 
breast pain evaluation 

88.9 % for breast 
cancer evaluation 
and 58.3 % for 
prompts about 
breast pain 

ChatGPT demonstrated 
significant accuracy in 
relation to radiological 
diagnostic protocol in a 
clinical setting 

Unspecified 

Rao et al. 
[35] 

Assessment of ChatGPT 
efficacy in supporting 
clinical decisions on 
clinical vignettes 

Merck Sharpe & 
Dohme (MSD) Clinical 
Manual’s 36 clinical 
vignettes 

71.7 % overall ChatGPT exhibited above 
significant accuracy with 
respect to decision making in 
clinical settings 

Poor performance with respect 
to differential diagnosis and 
clinical management 

Sallam 
et al. 
[36] 

Evaluation of the 
information produced in 
response to ChatGPT 
commands in connection 
to education across 
different domains (both 
medical and dental) 

Pharmaceutical 
sciences, medical 
science, dentistry and 
public health 

Undefined In medical education, the 
potential to enhance 
individualised learning, 
clinical reasoning, and 
comprehension of difficult 
medical ideas. Improved 
abilities were mentioned in 
relation to dentistry 
education along with 
interactive information, step- 
by-step directions, and 
immediate feedback on 
student technique. 

Issues related to plagiarism, 
copyright violations, academic 
dishonesty, and the lack of 
interpersonal and emotional 
interactions 

Sallam M 
et al. 
[37] 

Assessment of ChatGPT 
responses in relation to 
COVID-19 vaccination 
(both the oral and systemic 
aspect of the vaccine) 

Conspiracy theories 
about COVID-19 
vaccination and its 
associated aspects 

85.3 % for 
completeness and 
92.3 % for bias 
assessment 

Clinicians considered the 
information sources to be 
trustworthy and informative, 
with clear and concise 
responses which debunked 
the illogical theories 
surrounding COVID-19 
vaccination. 

Clinicians relied on a subjective 
review of ChatGPT, which could 
produce somewhat different 
outcomes depending on the 
situation. 

(continued on next page) 
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assessed ChatGPT’s accuracy in answering clinical reasoning questions and reported an accuracy range of 43 %–81 % across 20 
simulations. Yeo et al. [39] evaluated ChatGPT’s accuracy in answering queries related to liver diseases and reported an accuracy of 
79.1 % for liver cirrhosis, 74 % for hepatocellular carcinoma, and 76.9 % for quality measures. Sallam et al. [36] evaluated the in-
formation produced in response to ChatGPT commands related to education across different domains, while Sallam M et al. [37] 
assessed ChatGPT’s responses related to COVID-19 vaccination and reported an accuracy of 85.3 % for completeness and 92.3 % for 
bias assessment. 

The forest plot shown in Fig. 3 presented an OR of 2.25, with a 95 % CI ranging from 1.49 to 3.40, indicating that the accuracy of 
ChatGPT in providing correct responses was significantly higher compared to the total responses for queries. The forest plot also 
showed significant heterogeneity among the studies, with a Tau2 of 0.23, a Chi2 of 30.63 with 7 degrees of freedom (df) (P < 0.0001), 
and an I2 of 77 %, suggesting that there was considerable variability in the effect sizes across the included studies. Additionally, the test 
for overall effect yielded a Z score of 3.84 (P = 0.0001), indicating that there was a statistically significant difference between the 
accuracy of ChatGPT in providing correct responses compared to the total responses for queries (assuming a random effects model). 
The results of this meta-analysis suggest that the true effect size of ChatGPT’s accuracy in providing correct responses may vary across 
studies due to both sampling error and genuine differences in the population, intervention, and outcome measures. Therefore, the 
estimated effect size of 2.25 may not be a constant true effect size but rather a distribution of true effect sizes, with a range from 1.49 to 
3.40. This result implies that ChatGPT may have potential in accurately answering queries in the medical and dental fields, and further 
research is needed to explore the sources of heterogeneity and to identify ways to maximize the accuracy of ChatGPT in these contexts. 

Fig. 4’s forest plot presented a RR of 1.47, with a 95 % CI ranging from 1.21 to 1.80, indicating that the accuracy of ChatGPT in 
providing correct responses was significantly higher compared to the total responses for queries. The forest plot also showed significant 
heterogeneity among the studies, with a Tau2 of 0.05, a Chi2 of 26.92 with 7 degrees of freedom (df) (P = 0.0003), and an I2 of 74 % 
assuming a random effects model, suggesting that there was considerable variability in the effect sizes across the included studies. 
Additionally, the test for overall effect yielded a Z score of 3.82 (P = 0.0001), indicating that there was a statistically significant 
difference between the accuracy of ChatGPT in providing correct responses compared to the total responses for queries. The results of 
this meta-analysis suggest that the true effect size of ChatGPT’s accuracy in providing correct responses may vary across studies due to 
both sampling error and genuine differences in the population, intervention, and outcome measures. Therefore, the estimated effect 
size of 1.47 may not be a constant true effect size but rather a distribution of true effect sizes, with a range from 1.21 to 1.80. This result 
implies that ChatGPT may have potential in accurately answering queries in the medical and dental fields, and further research is 
needed to explore the sources of heterogeneity and to identify ways to maximize the accuracy of ChatGPT in these contexts. The 

Table 2 (continued ) 

Study ID Objectives related to 
ChatGPT 

Domain of assessment Accuracy Advantages Disadvantages 

Strong 
et al. 
[38] 

Assessment of ChatGPT in 
answering clinical 
reasoning questions based 
on both medical and dental 
domains 

14 multiple-part cases 
of clinical reasoning 
examination for 
medical students 

43 %–81 % across 
20 simulations 

In approximately half of the 
number of simulations 
performed, ChatGPT 
exhibited performance above 
the passing mark 

Initial accuracy at the start was 
around 43 % 

Yeo et al. 
[39] 

Assessment of ChatGPT 
accuracy in relation to 
queries about liver diseases 

164 queries about 
hepatocellular 
carcinoma and liver 
cirrhosis 

79.1 % for liver 
cirrhosis, 74 % for 
carcinoma and 
76.9 % for quality 
measures 

Researchers noted that in 
comparison to the areas of 
diagnosis and preventive 
medicine, ChatGPT 
performed better in terms of 
basic knowledge, lifestyle, 
and therapy. 

The accuracy was 47.3 % and 
41.1 % for cirrhosis and 
carcinoma respectively.  

Fig. 3. Overall accuracy of ChatGPT in providing correct responses as compared to total responses for queries represented in terms of OR on a 
forest plot. 
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findings suggest that the accuracy of ChatGPT in providing correct responses to queries related to medical and dental specialties and 
subjects is promising. However, clinicians and researchers should be cautious and critically evaluate the accuracy of ChatGPT’s re-
sponses as they may not be consistently reliable. Further studies are needed to investigate the factors that influence the accuracy of 
ChatGPT in these domains and to identify strategies for optimizing its performance. 

6. Discussion 

This study provides a comprehensive overview of various studies that have evaluated ChatGPT’s accuracy in medical and dental 
domains. The findings of this study can have future implications for the development and application of natural language processing 
technology in the field of medicine as well as dentistry. The study demonstrates that ChatGPT can provide accurate responses to 
queries related to medical examination, systematic reviews, clinical reasoning, diagnostic imaging, liver diseases, and COVID-19 
vaccination. These findings suggest that ChatGPT has the potential to serve as a valuable tool for healthcare providers and medical 
researchers in facilitating the diagnosis, treatment, and prevention of various diseases. Although ChatGPT has been released only 
around six months ago, the findings of this study are still relevant as they provide initial insights into ChatGPT’s accuracy in different 
medical contexts. As natural language processing technology continues to advance, ChatGPT’s accuracy is likely to improve, and its 
potential applications in medicine may expand. Therefore, this study can serve as a foundation for future research to build upon and 
further explore the efficacy of ChatGPT and other natural language processing technologies in medicine. The findings of this study can 
also inspire researchers to develop new protocols that can enhance the accuracy and reliability of ChatGPT’s responses to medical 
queries. Overall, the study’s significance lies in its potential to drive innovation and improve healthcare outcomes through the 
development of natural language processing technology. ChatGPT’s potential to assist in optimizing clinical workflow appears 
promising, with the potential for cost savings and improved healthcare delivery efficiency [21,40–42]. This was recently demonstrated 
by Patel and Lam, who highlighted ChatGPT’s capacity to generate effective discharge summaries, which can be useful to lessen the 
load of documentation in the healthcare industry [43]. Additionally, ChatGPT has the potential to revolutionise the way healthcare is 
delivered by improving diagnostics, predicting illness risk and outcome, and discovering new drugs, among other translational 
research fields [44–46]. Additionally, ChatGPT demonstrated moderate accuracy in identifying the imaging processes required for 
breast cancer screening and in the assessment of breast discomfort, suggesting that it has potential for use in radiology decision-making 
[34]. By making accessible and understandable health information available to the general population, ChatGPT in health care settings 
also has the potential to increase health literacy and advance personalized treatment [20,22,39,47,48]. Responses from ChatGPT 
illustrated its usefulness by emphasizing the importance of consulting healthcare professionals and other trustworthy sources in 
particular circumstances [37,49]. 

On the other hand, a number of issues with ChatGPT’s application in healthcare settings were brought up. Transparency difficulties 
and other ethical concerns, such as the possibility of prejudice, are frequently raised [34,42,44,46]. Furthermore, the creation of 
erroneous content might have serious negative effects on healthcare; as a result, this legitimate issue should be carefully taken into 
account in clinical practise [20,22,43,50]. This worry also extends to ChatGPT’s capacity to offer explanations for erroneous judge-
ments [34]. Other ChatGPT drawbacks include the problems with interpretability, repeatability, and the treatment of uncertainty [46, 
48,51], all of which can have negative effects in healthcare settings and health care research. Given the variation in multiple 
health-related features found across various populations, the lack of openness and ambiguous information on the sources of data used 
for ChatGPT training are significant problems in health care settings [34]. Reproducibility between ChatGPT prompt runs, which can 
be a significant drawback in clinical use [44], is a crucial concern. 

There are some limitations of this article that should be taken into account. First off, the study sample sizes, which ranged from 4 
data sets to 240 unique concepts, were extremely tiny. Small sample sizes may affect statistical power, making it challenging to 
extrapolate the results to larger populations. Second, while all studies employed a descriptive methodology, several had ambiguous 
sample sizes or locations, which could have an effect on the reliability of the findings. Thirdly, there was a large amount of 

Fig. 4. Overall accuracy of ChatGPT in providing correct responses as compared to total responses for queries represented in terms of RR on a 
forest plot. 
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heterogeneity across the studies included in the meta-analysis, indicating a wide range of effect sizes. As a result, it is possible that the 
estimated effect sizes are not constant, and more research is required to investigate the causes of heterogeneity and find strategies for 
enhancing ChatGPT’s accuracy in these situations. Last but not least, the research examined ChatGPT’s accuracy in certain fields 
including medical inquiries, education, and COVID-19 immunisation; hence, the results may not generalise to other fields. The study’s 
limitations must be taken into account when evaluating the findings, even though they shed insight on ChatGPT’s accuracy in many 
sectors. The potential of ChatGPT in diverse circumstances needs to be further investigated, while also taking into account the limi-
tations this study found. 

7. Conclusion 

Summarily speaking, the findings from this study indicate that ChatGPT has shown promise in providing accurate responses to 
medical queries and indicated a significantly higher accuracy compared to the total responses for queries. However, noticeable het-
erogeneity was observed among the included studies, suggesting variability in the effect sizes across different medical contexts. 
Therefore, further research is needed to explore the sources of heterogeneity and to identify ways to maximize the accuracy of ChatGPT 
in these contexts. Overall, this study highlights the potential of ChatGPT in the field of medicine and dentistry, and its future impli-
cations could range from providing clinical decision support to facilitating medical education and research. 
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