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A B S T R A C T   

Objective: Osteoporosis is a common skeletal disease that greatly increases the risk of pathologic fractures and 
accounts for approximately 700,000 vertebral compression fractures (VCFs) annually in the United States. 
Cement augmentation procedures such as balloon kyphoplasty (KP) and percutaneous vertebroplasty (VP) have 
demonstrated efficacy in the treatment of VCFs, however, some studies report rates of readmission as high as 
10.8% following such procedures. The purpose of this study was to employ Machine Learning (ML) algorithms to 
predict 30-day hospital readmission following cement augmentation procedures for the treatment of VCFs using 
the American College of Surgeons National Surgical Quality Improvement Program (ACS-NSQIP) database. 
Methods: ACS-NSQIP was queried to identify patients undergoing either KP or VP from 2011 to 2014. Three ML 
algorithms were constructed and tasked with predicting post-operative readmissions within this cohort of pa
tients. Results: Postoperative pneumonia, ASA Class 2 designation, age, partially-dependent functional status, 
and a history of smoking were independently identified as highly predictive of readmission by all ML algorithms. 
Among these variables postoperative pneumonia (p < 0.01), ASA Class 2 designation (p < 0.01), age (p = 0.002), 
and partially-dependent functional status (p < 0.01) were found to be statistically significant. Predictions were 
generated with an average AUC value of 0.757 and an average accuracy of 80.5%. 
Conclusions: Postoperative pneumonia, ASA Class 2 designation, partially-dependent functional status, and age 
are perioperative variables associated with 30-day readmission following cement augmentation procedures. The 
use of ML allows for quantification of the relative contributions of these variables toward producing readmission.   

1. Introduction 

Osteoporosis is a common skeletal disease affecting more than 50 
million people in the United States, with half of individuals older than 
50 years demonstrating osteopenia or osteoporosis.1 The progressive 
microarchitectural deterioration and loss of bone density seen in oste
oporosis greatly increases the risk of pathologic fractures, particularly of 
the spine.2 By age 50, the risk of osteoporotic vertebral compression 
fractures (VCFs) in women is as high as 50% and, in total, osteoporosis 
accounts for approximately 700,000 vertebral fractures annually in the 
United States.3 As such, VCFs account for a significant portion of the 

morbidity associated with osteoporosis and pose a considerable chal
lenge to both patients and providers. 

Minimally invasive cement augmentation procedures such as balloon 
kyphoplasty (KP) and percutaneous vertebroplasty (VP) are viable op
tions for the treatment of VCFs and are frequently utilized in patients 
that have failed non-operative treatment.4 While these procedures may 
provide improved quality of life, reduced back pain, and increased 
fracture stabilization in patients with VCFs, they are not without 
inherent risks.1,4,5 Of note, prior studies have recorded 30-day hospital 
readmission rates as high as 10.8% in patients undergoing KP or VP.6 

While a number of variables including age, chronic obstructive 
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pulmonary disease (COPD), and chronic steroid use have previously 
been found to contribute to this outcome, the application of machine 
learning (ML) algorithms may provide knowledge toward the clinical 
variables that produce readmission.7,8 

ML, a subfield of artificial intelligence, allows for accurate and effi
cient predictions of clinically relevant outcomes through the analysis of 
large datasets. The capabilities of ML have been previously illustrated in 
studies predicting a number of pertinent patient outcomes including 
readmission, reoperation, and increased lengths of hospital stay.9–11 The 
extensive analysis provided by ML, as well as its ability to quantify 
relative variable importance, has led to its vast utilization throughout 
medical research as a means of outcome prediction.12 The purpose of 
this study was to employ three ML algorithms to predict 30-day hospital 
readmission following cement augmentation procedures for the treat
ment of VCFs using the American College of Surgeons National Surgical 
Quality Improvement Program (ACS-NSQIP) database. 

2. Methods 

After receiving a waiver of the study protocol from the institutional 
review board, the ACS-NSQIP database was queried using Rstudio 
(RStudio, PBC, Boston, MA) to identify adult patients undergoing elec
tive KP and VP from 2011 to 2014. Patients who underwent KP and VP 
in the ACS-NSQIP database were identified using Current Procedural 
Terminology (CPT) codes, including 22510, 22511, and 22512 for KP 
and 22520, 22521, and 22522 for VP. Patients undergoing non-elective 
or emergency procedures and those designated as having disseminated 
cancer or malignancy were excluded from our analysis to ensure non- 
osteoporotic VCF were not present among our population. Addition
ally, those aged less than 50 years, those with compression fractures 
greater than three levels, and those with International Classification of 
Diseases Ninth Revision (ICD9) codes for indications other than osteo
porotic fractures were excluded from our population. 

Patients matching our specified criteria were analyzed by three in
dependent supervised ML classification algorithms, namely Support 
Vector Machine Classifier (SVM), Gaussian Naive Bayes Classifier 
(GNB), and Random Forest Classifier (RF). Support Vector Machine 
(SVM), Random Forest (RF), and Gaussian Naive Bayes (GNB) classifiers 
were chosen as they are commonly used and well-established methods of 
predictive binary classification within scientific literature. SVM func
tions by creating a hyperplane, effectively separating classes in feature 
space. This facilitates maximization of the margin between classes, thus 
allowing for effective performance in higher-dimensional datasets.13 RF 
algorithms employ an ensemble or group of decision trees, with each 
tree generating a prediction and the majority vote of these trees pro
ducing a final predicted outcome.14 GNB applies Bayes’ theorem with 
the assumption of feature independence to estimate class probabilities.15 

Thus, these algorithms represent a diverse approach to variable classi
fication, which ultimately provides a more rigorous evaluation of a 
given dataset than would be produced by relying on a single technique 
or multiple algorithms with similar design. Each algorithm was con
structed using the SciKit-Learn library in the python programming lan
guage and tasked with predicting 30-day readmission based on a given 
set of patient variables.16,17 Variable selection was influenced by pres
ence of greater than 20% missing data within each variable and review 
of variable selection from previously published literature utilizing the 
ACS-NSQIP database to generate predictive modeling.6,7,9 These vari
ables included demographic information, preoperative lab values, 
comorbidities and peri-operative complications (see Table 1). 

Our patient population was systematically evaluated for missing data 
within each variable. To address these inconsistencies, missForest 
through utilization of the missForest package (Stekhoven, 2022) in the R 
statistical programming language (R Core Team, 2022) was applied for 
imputation of the missing data.18,19 Categorical variables (eg, Race, Sex, 
ASA Class) were preprocessed using SciKit-Learn’s one-hot-encoder to 
transform each unique variable within a categorical feature into a 

Table 1 
Patient characteristics (n = 1870).  

Characteristic Mean (±SD) or Percentage (n) 

Hospital Status 
Inpatient 25.19% (658) 
Outpatient 64.81% (1212) 

Age (yrs.) 75.417 ± 9.369 
Sex 

Male 28.40% (531) 
Female 71.60% (1339) 

BMI 26.57 ± 5.74 
Underweight (<18.5 kg/m2) 4.22% (79) 
Normal weight (18.5 - 24.9 kg/m2) 39.68% (742) 
Overweight (25.0 - 29.9 kg/m2) 31.98% (598) 
Obese (≥30 kg/m2) 24.12% (451) 

Ethnicity 
Hispanic 5.78% (108) 

Race 
American Indian or Alaska Native 0.16% (3) 
Asian 3.96% (74) 
Black or African American 1.55% (29) 
Native Hawaiian or Pacific Islander 0.16% (3) 
White 89.52% (1674) 
Unknown/Not Reported 4.65% (87) 

ASA Class 
Class I–No disturb 0.70% (13) 
Class II - Mild disturb 26.15% (489) 
Class III - Severe Disturb 64.33% (1203) 
Class IV - Life Threat 8.72% (163) 
Class V - Moribund 0.11% (2) 

Preoperative Functional status 
Independent 88.98% (1664) 
Partially Dependent 10.11% (189) 
Totally Dependent 0.91% (17) 

Transferred From 
Acute Care 1.44% (27) 
Home 94.60% (1769) 
Nursing Home/Chronic Care 2.99% (56) 
Transferred From Other 0.96% (18) 

Diabetes 
Requiring Insulin 8.02% (150) 
Non-Insulin Dependent 9.57% (179) 

Steroid Use 11.93% (223) 
History of Smoking 12.46% (233) 
History of COPD 15.56% (291) 
History of CHF 2.03% (38) 
Hypertension Requiring Medication 66.90% (1251) 
Preoperative Renal Failure 0.16% (3) 
Dialysis 0.75% (14) 
Bleeding Disorder 7.59% (142) 
Dyspnea 

At rest 1.39% (26) 
Moderate exertion 11.44% (214) 

Preoperative Transfusion 0.53% (10) 
>10lbs weight loss in the last 3 months 1.18% (22) 
Lab Values 

Preoperative Sodium (mmol/L) 138.096 ± 3.497 
Preoperative BUN (mg/dl) 18.437 ± 8.831 
Preoperative Creatinine (mg/dl) 0.943 ± 0.587 
Preoperative WBC (x103/ul) 7.640 ± 2.638 
Preoperative HCT (%) 37.803 ± 4.988 
Preoperative Platelet Count (x103/ul) 245.349 ± 81.667 

Operative Time (min.) 33.102 ± 8.761 
Vertebroplasty 9.25% (173) 

Thoracic 3.90% (73) 
Lumbar 5.35% (100) 

Kyphoplasty 90.75% (1697) 
Thoracic 43.48% (813) 
Lumbar 47.27% (884) 

Levels 
1 Level 82.03% (1534) 
2 Level 15.61% (292) 
3 Level 2.35% (44) 

Intraoperative/postoperative Transfusion 0.59% (11) 
Total Length of Hospital Stay (days) 2.415 ± 5.729 
Discharge Destination 

Home 84.06% (1572) 

(continued on next page) 
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unique binary column. Additionally, SciKit-Learn’s StandardScaler was 
applied to our dataset, bringing all features to a mean of 0 and standard 
deviation of 1, thus standardizing our population’s data.16 A train test 
split was performed using Scikit-Learn’s train_test_split method in which 
80% of our populations data was used for training and the remaining 
20% used for later testing of the model’s performance.16,20 Skit-Learn’s 
RandomizedSearchCV and StratifiedKFoldCV methods were applied in 
the construction of each model to determine optimal hyperparameters 
through utilization of a stratified tenfold cross-validation process.16,21 

This stratified tenfold cross-validation method ensured the training data 
was randomly divided into ten subsets with equal class distribution. 
Nine of the ten subsets were used in the training process, with the 
remaining subset used for model validation. This process was repeated 
ten times, with each of the ten subsets being used for validation to ensure 
model generalizability. Once the appropriate hyperparameters were 
chosen, the final model was evaluated using the testing data obtained 
from the train test split to determine the model’s performance. Average 
cross validation Area Under Receiver Operating Characteristics Curve 
(AUROC) scores from the stratified tenfold cross validation process were 
obtained from each model and compared to the AUCs generated on the 
testing data. This process was used to ensure models were not over
fitting, a process where models perform well on training data, but are 
unable to generalize and perform appropriately on unseen testing data. 
Through utilization of the ELI5 library (version 0.11.0), importance of 
each variable was quantified based on permutation feature importance 
(PFI).22,23 PFI is generated by randomly omitting or shuffling a single 
variable and assessing the variation in model performance. Thus, this 
process removes the relation between the variable and the predicted 
outcome. As a result, a decline in model performance correlates to the 
extent to which the model relied upon the variable for its prediction. 

Classification accuracy, sensitivity, specificity, and AUROC, 
commonly used metrics for ML performance evaluation, were used to 
evaluate each of our ML models.24–26 Graphic visualization of the ROCs 
produced by each model was performed using the Matplotlib library.27 

AUROC is widely regarded as a valuable metric for the evaluation of a 
classification model’s performance, as reliance on accuracy to evaluate 
performance can be a deceptive metric in imbalanced classification 
predictions.25,26 The PFIs from each model were then compared to 
identify variables that were deemed predictive across the three ML al
gorithms. Commonly identified variables were then ranked based on the 
number of algorithms for which each variable was considered to be 
within the top 20 most predictive variables. Those that were featured in 
the top 20 most predictive variables by each algorithm independently 
can be seen in the supplementary file. Python files of the code used to 
generate the results in this manuscript can be made available from the 
corresponding author upon reasonable request. 

Statistical analysis utilized SPSS version 28 (IBM Corporation, 2021, 
Armonk, NY, USA) with statistical significance defined as p < 0.05. 
Descriptive statistics utilized percentages, mean, and standard de
viations (SD). Categorical differences between groups were computed 
using Peason’s Chi–Square test or Fischer’s exact test when conditions 
for Chi–Square test were not met. For univariate analysis, independent 
sample t-tests with Levene’s test for equality of variance were used to 
compare numerical differences between groups. 

3. Results 

Initial filtering of the ACS-NSQIP dataset using relevant CPT codes 
identified 2560 patients undergoing KP or VP within our selected study 
period. Additional selection using ICD9 diagnosis codes and application 
of our exclusion criteria refined this cohort to 1870 patients for final 
review. Among those identified through our selection process, 1697 
(90.7%) and 173 (9.3%) underwent KP and VP, respectively. The de
mographic and clinical characteristics of this population are included in 
Table 1. 

The cohort included in our review was independently analyzed by 
the RF, GNB, and SVM algorithms, with each algorithm tasked with 
identifying patient variables that were predictive of postoperative 
readmission. The aggregate of these algorithms generated predictions 
with an average AUC of 0.757, with the RF algorithm demonstrating the 
highest efficacy in outcome prediction. The combined accuracy of these 
algorithms was 80.5% and predictions were made with a sensitivity of 
56.3% and a specificity of 83.0%. For a summary of performance metrics 
generated by each algorithm and their plotted AUCs, please see Table 2 
and Fig. 1. For details pertaining to model training using the stratified 
tenfold cross-validation with RandomizedSearchCV along with addi
tional performance metrics generated by each algorithm upon testing, 
please refer to both suppleementary file Table 1 and supplementary file 
Table 2 respectively. 

The RF algorithm identified preoperative hematocrit, a history of 
COPD, postoperative pneumonia, total length of stay, and inpatient 
status as the perioperative variables most predictive of readmission 
within 30 days of undergoing KP or VP (Supplementary File: Table 3). 
The predictions provided by this algorithm were generated with an ac
curacy of 79.7%, a sensitivity of 59.4%, and specificity of 82.5%. Among 
the algorithms utilized in our analysis, the RF algorithm performed at 
the highest level, producing an AUROC of 0.775 (Table 2). 

The analysis generated by the GNB algorithm identified a history of 
COPD, a diagnosed bleeding disorder, an American Society of Anes
thesiologists (ASA) class 4 designation, postoperative pneumonia, and a 
history of smoking as variables predictive of a 30-day readmission 
(Supplementary File: Table 4). The GNB algorithm generated pre
dictions with an AUROC of 0.758 as well as an accuracy of 83.2%, a 
sensitivity of 53.1%, and a specificity of 86.0% (Table 2). 

The SVM algorithm identified postoperative pneumonia, partially 
dependent functional status, use of MAC anesthesia, preoperative 
transfer from a nursing home, and discharge destination as predictive 
variables for postoperative readmission (Supplementary File: Table 5). 
Predictions generated by this algorithm were made with an accuracy of 
78.6%, a sensitivity of 56.3%, and a specificity of 80.7%, however the 
algorithm’s overall performance was comparatively poor, producing an 
AUROC of 0.737 (Table 2). 

Table 1 (continued ) 

Characteristic Mean (±SD) or Percentage (n) 

Non-Home 15.94% (298) 
Minor complication 

Urinary Tract Infection 2.19% (41) 
Pneumonia 1.55% (29) 
Progressive Renal Insufficiency 0.21% (4) 
Superficial SSI 0.05% (1) 
Wound Dehiscence 0.11% (2) 

Major Complications 
Deep Vein Thrombosis 0.43% (8) 
Pulmonary Embolism 0.43% (8) 
Sepsis 0.43% (8) 
Septic Shock 0.43% (8) 
Renal Failure Requiring Dialysis 0.16% (3) 
Cardiac Arrest 0.27% (5) 
Myocardial Infarction 0.27% (5) 
Deep Wound Infection 0.05% (1) 
Organ Space Surgical Space Infection 0 
CVA/Stroke with Neurologic Deficit 0.05% (1) 

Readmission 8.88% (166)  

Table 2 
Performance of algorithms in the prediction of 30-day readmission following 
cement augmentation.  

Algorithm Accuracy Sensitivity Specificity AUC 

Random Forest 79.68% 0.5938 0.8246 0.7753 
Gaussian Naive Bayes 83.16% 0.5313 0.8596 0.7578 
Support Vector Machine 78.61% 0.5625 0.8070 0.7372 
Average 80.48% 0.5625 0.8304 0.7567  
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Upon comparison and statistical analysis of the predictive variables 
identified by each algorithm, several variables were identified as being 
highly predictive of 30-day readmission across all three algorithms 
(Fig. 2). These variables include postoperative pneumonia, ASA Class 2 
designation, age, partially-dependent functional status, and a history of 
smoking. Among these variables postoperative pneumonia (p < 0.001), 
ASA Class 2 designation (p < 0.001), age (p = 0.002), and partially- 
dependent functional status (p < 0.01) were found to be statistically 
significant (Table 3). 

4. Discussion 

This study’s application of ML-based data analysis to the ACS-NSQIP 
database identified a number of perioperative variables that were pre
dictive of 30-day readmission for patients undergoing cement augmen
tation procedures. Among the variables identified by our methodology, 
postoperative pneumonia, ASA Class 2 designation, age, partially 
dependent functional status, and a history of smoking were the most 
frequently cited predictors of readmission across three independent ML 
algorithms. This study is the first to utilize multiple ML algorithms to 
document these risk factors and their relative contributions to predicting 
30-day readmission following KP and VP. 

Knowledge of the clinical variables highlighted by our analysis may 
aid providers in accurately identifying and mitigating risk factors for 
readmission within this surgical population. Due to the progressive na
ture of osteoporosis, patients requiring cement augmentation for VCFs 
are often elderly and may feature an increased number of medical 
comorbidities – both of which entail increased risk for perioperative 
complications, such as readmission.4 In conjunction with the fact that 

hospital readmission is associated with increased levels of morbidity and 
mortality, it is critical that surgeons be able to identify risk factors for 
this outcome in this frail and high-risk population.28–30 This study, as 
well as other investigations into the outcomes of cement augmentation, 
report rates of readmission approaching 10%, which further calls 
attention to the need for accurate and efficient identification of patient 
risk factors. As such, the results of this study may prove useful to pro
viders seeking to minimize this complication, as our analysis provides a 
series of highly-predictive risk factors for readmission related to this 
procedure. Concurrently, application of study findings to clinical prac
tice may allow for the anticipation of postoperative readmission and, 
subsequently, preemptive implementation of strategies designed to 
reduce the risk of morbidity and mortality upon readmission. 

The results of our analysis concur with those of previous studies that 
have reported on factors contributing to readmission in cement 
augmentation. Using the ACS-NSQIP database, Choo et al investigated 
risk factors for 30-day readmission following KP or VP.7 Their analysis 
identified factors such as age, ASA classification ≥2, and a history of 
COPD as being individually associated with increased rates of read
mission. Unlike Choo et al’s use of ASA Class greater than 2 as a 
threshold, this study utilized each ASA class as separate binary variables 
allowing for examination of their individual contributions to the risk of 
readmission. Despite differing methodologies for handling of ASA 
Classes, ASA Class 2–4 were found to be statistically significant and were 
identified as potential risk factors by at least one of the algorithms (see 
Table 3). Additionally, in their analysis of risk factors for 30-day com
plications, functional dependence, inpatient admission status, and a 
history of COPD were each found to incur increased rates of cardio
vascular, infectious, respiratory, and wound-related complications – 

Fig. 1. Auroc of machine learning algorithm generated prediction of 30-day readmission following cement augmentation.  
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factors which may inherently contribute to the likelihood of read
mission.7,31 Similarly, Segal et al applied the 5-item modified Frailty 
Index (5i-mFI) to the ACS-NSQIP database in order to identify risk fac
tors for 30-day postoperative complications following KP.32 Their 
analysis found that increasing frailty on the 5i-mFI, an index that ac
counts for patient-specific factors such as COPD and functional depen
dence, was predictive of 30-day readmission. Lastly, Toy et al utilized 
ACS-NSQIP to identify a history of pulmonary disease and inpatient 
status as independent risk factors for readmission in KP or VP proced
ures.6 In light of the commonalities between these findings and those 
produced by our analysis, the results of our study are able to lend val
idity to these established risk factors and further describe their contri
butions toward generating adverse postoperative outcomes. 

While prior studies investigating this topic have previously identified 
risk factors for 30-day readmission, the application of ML algorithms 
provides a further level of insight by quantifying the relative importance 
of each variable in predicting our selected outcome. By utilizing PFI to 
provide a measure of each variable’s contribution to an algorithm’s 
predictive analysis, clinicians may be better equipped to recognize the 
clinical factors that carry comparatively greater significance in pro
ducing postoperative readmissions. Prior application of this methodol
ogy has been used to predict a number of perioperative outcomes across 
spine surgery and has become increasingly incorporated into clinical 
risk stratification and decision-making algorithms.33–36 Additionally, 
this study provides further validation of the variables contributing to 

readmission by utilizing three ML algorithms to isolate factors that were 
deemed predictive by multiple independent analyses. Through this 
method, variables that consistently hold significance in the prediction of 
readmission may be identified and incorporated into perioperative 
decision-making. Furthermore, as the variables highlighted by our 
analysis concur with the findings of previous authors, our study serves to 
reinforce the efficacy of ML models in accurately and efficiently 
analyzing large volumes of data. The ML algorithms that were utilized in 
this study produced performance metrics similar to those of studies that 
have previously applied ML to cement augmentation procedures, thus 
demonstrating a comparable level of predictive efficacy within our 
analysis.37,38 

Several limitations must be recognized when considering the results 
of this study. Namely, the use of the ACS-NSQIP database to perform 
predictive analysis inherently limits the scope to which our findings may 
be applied. Although the data provided by this resource is extensive, it 
evidently does not represent the entirety of clinical practice and the 
complexity of our population of interest. Further contributing to this 
limitation, our study draws from the data provided by the 2011–2014 
ACS-NSQIP datasets, thus potentially limiting its applicability to current 
practice. Additionally, as the outcomes reported by ACS-NSQIP are 
confined to within 30 days of our chosen procedure, the conclusions that 
are able to be drawn from our study are limited and may not necessarily 
hold true beyond this time frame. Furthermore, as with all database 
research, the data utilized for our analysis is subject to potential 

Table 3 
Permutation feature importance for prediction of 30-day readmission following cement augmentation.  

Outcome and Features Times ranked in top 20 features of 
importance 

Average 
Importance 

Mean ± SD or % Sample (n) – 
Readmission 

Mean ± SD or % Sample (n) – No 
Readmission 

p 

Pneumonia 3 0.0430 0.86% (16) 0.70% (13) <0.001 
Partially Dependent Functional 

Status 
3 0.0271 1.66% (31) 8.45% (158) <0.001 

Age (yrs.) 3 0.0177 77.45 ± 8.201 75.22 ± 9.454 0.003 
Asa Class 2 3 0.0174 0.96% (18) 25.19% (471) <0.001 
History of Smoking 3 0.0089 1.39% (26) 11.07% (207) 0.191 
History of COPD 2 0.0315 2.73% (51) 12.83% (240) <0.001 
Preoperative HCT 2 0.0207 36.58 ± 5.57 37.92 ± 4.91 <0.001 
Asa Class 4 2 0.0196 1.44% (27) 7.27% (136) <0.001 
Bleeding Disorder 2 0.0175 1.22% (21) 6.47% (121) 0.01 
MAC/IV Sedation 2 0.0172 0.91% (17) 10.43% (195) 0.641 
Preoperative WBC Count (x103/ul) 2 0.0123 8.43 8 ± 3.29 7.56 8 ± 2.55 <0.001 
Total Hospital Length of Stay (days) 2 0.0116 3.60 ± 4.80 2.30 ± 5.80 0.005 
Independent Functional Status 2 0.0084 7.22% (135) 81.76% (1529) <0.001 
Dyspnea on Moderate Exertion 2 0.0060 1.71% (32) 9.73% (182) <0.001 
Asian 2 0.0050 0.16% (3) 3.80% (71) 0.137 
Black or African American 2 0.0022 0.05% (1) 1.50% (28) 0.509 
BMI (kg/m2) 2 0.0019 26.53 ± 6.68 26.57 ± 5.64 0.922 
Discharge Destination 1 0.0097 7.11% (133) 76.95% (1439) 0.146 
Inpatient Hospital Status 1 0.0085 4.44% (83) 30.75% (575) <0.001 
Transferred from Outside Emergency 

Department 
1 0.0066 0.16% (3) 0.64% (12) 0.142 

Myocardial Infarction 1 0.0061 0.16% (3) 0.11% (2) 0.006 
Preoperative Sodium (mmol/L) 1 0.0058 137.76 ± 4.04 138.13 ± 3.44 0.197 
Preoperative Platelet Count (x103/ 

ul) 
1 0.0056 245.34 ± 96.55 245.35 ± 80.10 0.999 

Sex (male) 1 0.0051 2.41% (45) 25.99% (486) 0.7 
Preoperative BUN (mg/dl) 1 0.0045 19.57 ± 10.13 18.33 ± 8.69 0.083 
Transferred from Home 1 0.0039 8.24% (154) 86.36% (1615) 0.275 
Non-Insulin Dependent Diabetes 1 0.0024 0.64% (12) 8.93% (167) 0.282 
Hispanic Ethnicity 1 0.0021 0.32% (6) 5.45% (102) 0.211 
Asa Class 3 1 0.0020 6.42% (120) 57.91% (1083) 0.025 
Preoperative Creatinine (mg/dl) 1 0.0019 1.05 ± 0.83 0.93 ± 0.56 0.015 
Totally Dependent Functional Status 1 0.0015 (0) 0.91% (17) 0.391 
Insulin Dependent Diabetes 1 0.0014 0.70% (13) 7.33% (137) 0.925 
Operative Time (mins.) 1 0.0014 29.88 ± 7.31 33.42 ± 9.30 0.13 
Transferred from Chronic Care 

Facility 
1 0.0135 0.43% (8) 2.57% (48) 0.151 

Caucasian or White 1 0.0002 8.34% (156) 81.18% (1518) 0.5 
General Anesthesia 1 0.0001 7.97% (149) 80.27% (1501) 0.523 
Dyspnea at Rest 1 0.0001 0.37% (7) 1.02% (19) 0.006 
Hypertension Requiring Medication 1 0.0001 5.88% (110) 61.02% (1141) 0.856  

A. Cabrera et al.                                                                                                                                                                                                                                



World Neurosurgery: X 23 (2024) 100338

6

confounders as errors may occur during the process of encoding clinical 
encounters. It must also be qualified that ACS-NSQIP and other large 
repositories of patient data and outcomes frequently contain missing 
data points within a given sample.39 For instance, the cohort examined 
in this study featured certain variables that were missing data in 
approximately 20% of patients. This missing data was, in part, 
accounted for through the utilization of missForest, a mixed variable 
imputation method that has demonstrated a high level of performance in 
datasets containing complex interaction and non-linear relationships.18 

Additionally, despite differences in both prevalence and procedural 
technique, VP and KP are treated as equivalent within this study in order 
to provide a comprehensive description of the outcomes pertaining to 
cement augmentation procedures. While this approach has been 
employed in previous studies, it may inherently lack the same detail that 
would be provided by individually analyzing these two procedures.40 It 
is also important to qualify that while PFI may be utilized as means of 
demonstrating a variable’s clinical importance, it does not directly 
represent the actual importance of any one risk factor. Rather, PFI re
cords the variation in algorithmic model performance when a given 
variable is omitted or shuffled from the available data, thus providing an 
indirect measure of that features importance to generating accurate 
predictions of an outcome.41 Finally, it must be acknowledged that, 
though ML and other AI-based methods of analysis can provide notable 
insight into clinically-relevant outcomes, its utility must not supersede a 
provider’s clinical judgment and the consideration of the psychosocial, 
spiritual, and cultural factors that inherently influence patient care. 

5. Conclusions 

This study presents a number of risk factors for 30-day readmission 
following cement augmentation procedures as identified and quantified 
by three independent ML algorithms. Commonly documented risk fac
tors include postoperative pneumonia, ASA Class 2 designation, age, 
partially-dependent functional status, and a history of smoking, as well 
as several other highly-predictive variables identified by individual al
gorithms. The variables recorded by this study align with those of pre
vious studies and serve to add further insight into these factors through 
the use of ML analysis and PFI. Application of study findings may assist 
providers in identifying and mitigating risk factors for readmission in 
high-risk patients undergoing KP or VP. 
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