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You have just admitted two patients to your intensive 
care unit (ICU) with coronavirus disease 2019 (COVID-
19), both needing intubation. You only have the resources 
to offer mechanical ventilation to one of them. In your 
view, both are equally ill and warrant a trial of mechani-
cal ventilation. Your hospital uses artificial intelligence 
(AI) to make recommendations for the allocation of 
scarce resources, to reduce subjectivity and remove 
treating clinicians from triage decisions. Without show-
ing the data or reason behind its decision, the algorithm 
recommends offering mechanical ventilation to one of 
the patients, who is White, rather than the other, who is 
Black. You wonder why the algorithm made this recom-
mendation and whether it is morally “right”.

As applications of AI become a routine part of clini-
cal practice, intensive care clinicians will need to develop 
an understanding of the ethics and responsibilities that 
come with healthcare AI. In this brief paper, we out-
line five things every clinician should know to inform 
the ethical use of AI technologies in intensive care (see 
Fig. 1 for a summary). We highlight issues that clinicians 
must understand to engage in ethical deliberation about 
the uses of AI more generally. Readers seeking additional 
information and a principlist approach to issues of AI 
in healthcare would do well to read other articles in this 
special series on AI, or consult other authoritative publi-
cations [1, 2].

First, clinicians should have a basic fluency with the 
technology underlying AI because they will ultimately 
remain ethically and legally responsible for treatment 
decisions. As a general-purpose technology, AI refers to 

computer algorithms that run complex computations on 
data using advanced statistical analyses [3]. These algo-
rithms are generally trained on large datasets, which 
permit more accurate predictions than can be made with 
other methodologies. Healthcare applications of AI range 
from clinician-facing tools to predict clinical deterio-
ration in the ICU to patient-facing applications such as 
automated chat functions (a chatbot) of which families 
can ask questions [3]. The purpose of becoming familiar 
with the technology underlying AI is not to become an 
expert in developing such technologies. Rather, practic-
ing clinicians must understand what algorithms can and 
cannot do, promote the appropriate use of healthcare AI, 
and recognize when the technology is not performing as 
desired or expected. 

Second, clinicians should understand that patients and 
the public will not necessarily trust or embrace health-
care AI. A 2019 survey of members of the Canadian pub-
lic found that 58% of respondents believed it was very or 
somewhat likely that AI technologies would be deliver-
ing health services in the next 10 years [4]. Two-thirds of 
respondents believed that such advances in the role of AI 
in medicine would have a positive impact on their lives. 
And yet, experimental evidence in the United States sug-
gests that people are less likely to use medical services 
when such services are known to use AI [5]. Trust—it 
turns out—is still dependent on having a clinician remain 
in charge of decision-making. Thus, clinicians planning 
to utilize healthcare AI must develop strategies for com-
municating clearly that the clinician will only employ AI 
in ways that are safe and effective [6].

Third, clinicians must understand the provenance of 
training data used in healthcare AI. Algorithms derive 
their power and accuracy from the data they are trained 
on. In most cases, training data comes from individual 
patients. While using patient-level data is not inher-
ently objectionable, the use of such data without consent 
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is morally problematic [7]. In Denmark, for example, 
health authorities made population-wide health record 
data available to digital health innovators [8]. When a 
group of physicians discovered this was taking place, 
they raised public awareness and advocated for ending 
such data sharing. Similar events have taken place in the 
United Kingdom and the United States, where health sys-
tems shared large numbers of health records with large 
technology companies [7]. Although morally problem-
atic, sharing de-identified data to generate AI is legal in 
most of the world. European countries tend to demand 
stronger justifications for such initiatives, but even in 
Europe, patients need not expressly grant permission 
for their health record to be shared. Just as with other 
technologies, frameworks to inform ethical data use lag 
behind the deployment of AI, which is occurring across 
sectors at a blistering pace [9].

Fourth—in addition to considering whether training 
data was acquired with patient consent, it is also impor-
tant to understand that algorithms may perpetuate bias. 
Suresh and Guttag (2019) outline six ways in which bias 
can be incorporated into the process of AI development 
and deployment [10]. Although a detailed exploration of 
each form of bias is beyond the scope of this paper, we 
provide one example here. Obermeyer et al. (2019) iden-
tified the case where a health system in the United States 

deployed a model to identify patients with complex needs 
that was allocating systematically fewer resources to 
Black patients than White patients based on past expen-
ditures to those patients [11]. The algorithm was perpetu-
ating historical inequities in access by providing less care 
to Black patients. It was not the case that such patients 
needed less care.

The fifth and final consideration we emphasize is that 
clinicians should understand whether algorithms are 
achieving appropriate and desired results. Just as an 
evidence base is required before utilizing novel chemo-
therapy, AI algorithms must also be tested to ensure they 
are delivering intended results. Healthcare AI is not infal-
lible. Clinicians must have access to information about 
the impact that AI has on patient outcomes to avoid 
causing patient harm [12]. Recent work has proposed a 
multi-phased approach to generating evidence on health-
care AI, and clinicians should become familiar with the 
interpretation of such evidence for this novel collection 
of technologies [13].

Returning to the patients mentioned at the outset, the 
clinician is apt to question the reasoning behind the algo-
rithm. They must have access to information about how 
the algorithm was trained, understand how the training 
data relates to the patients in front of them, and review 
patient outcomes associated with the algorithm. In this 

Fig. 1 Five things every clinician should know about AI ethics in intensive care
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case, there is concern that the algorithm may perpetu-
ate inequities by calculating survival probabilities on the 
basis of historical data showing that Black patients—who 
often receive worse medical care and face other social 
inequities—are less likely to survive.
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