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Abstract
The primary visual cortex of carnivores and primates is dominated by the OFF visual pathway and responds more strongly
to dark than light stimuli. Here, we demonstrate that this cortical OFF dominance is modulated by the size and spatial
frequency of the stimulus in awake primates and we uncover a main neuronal mechanism underlying this modulation.
We show that large grating patterns with low spatial frequencies drive five times more OFF-dominated than ON-dominated
neurons, but this pronounced cortical OFF dominance is strongly reduced when the grating size decreases and the spatial
frequency increases, as when the stimulus moves away from the observer. We demonstrate that the reduction in cortical
OFF dominance is not caused by a selective reduction of visual responses in OFF-dominated neurons but by a change in the
ON/OFF response balance of neurons with diverse receptive field properties that can be ON or OFF dominated, simple, or
complex. We conclude that cortical OFF dominance is continuously adjusted by a neuronal mechanism that modulates
ON/OFF response balance in multiple cortical neurons when the spatial properties of the visual stimulus change with
viewing distance and/or optical blur.
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Introduction
Animals that use vision to navigate in their environments,
from flies to primates, have two main visual channels that
respond to local luminance increments (ON) and decrements
(OFF) in the visual scene (Hubel and Wiesel 1968; Joesch et al.

2010). ON and OFF thalamic afferents segregate in different hor-
izontal domains of the visual cortex in carnivores (McConnell
and LeVay 1984; Zahs and Stryker 1988; Jin et al. 2008;
Kremkow et al. 2016), and this segregation is likely to be also
present in primates (Kremkow et al. 2016). Within each cortical

© The Author(s) 2018. Published by Oxford University Press.
This is an Open Access article distributed under the terms of the Creative Commons Attribution Non-Commercial License (http://creativecommons.org/
licenses/by-nc/4.0/), which permits non-commercial re-use, distribution, and reproduction in any medium, provided the original work is properly cited.
For commercial re-use, please contact journals.permissions@oup.com

http://www.oxfordjournals.org
http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/


domain, individual neurons receive convergent input from
both ON and OFF thalamic afferents, but OFF thalamic inputs
dominate in OFF cortical domains and ON thalamic inputs in
ON cortical domains (Jin et al. 2011; Wang et al. 2015).

ON and OFF thalamic inputs are not equal partners in corti-
cal space and do not have equal synaptic impact. In cat visual
cortex, OFF thalamic inputs cover larger cortical regions and
make stronger connections than ON thalamic inputs (Jin et al.
2008, 2011), making the cortex OFF dominated. The predomi-
nance of OFF-dominated neurons in primary visual cortex was
first reported in cats (Jin et al. 2008) and has now been demon-
strated in primates, tree shrews, and mice (Yeh et al. 2009; Veit
et al. 2014; Tan et al. 2015; Jimenez et al. 2018, but see Polack
and Contreras 2012), yielding support to previous studies in
human visual cortex that found stronger visual-evoked poten-
tials for dark than light stimuli (Zemon et al. 1988, 1995). The
cortical OFF dominance is likely to emerge at cortical layers
where ON and OFF visual pathways converge, which takes
place in the middle cortical layers of cats (Wang et al. 2015) and
the superficial layers of primates (Yeh et al. 2009).

Cortical OFF dominance could explain why we see dark tar-
gets better than light targets under low light (Blackwell 1946;
Short 1966), why darks are more salient than lights in noisy
backgrounds (Komban et al. 2011, 2014) and why dark pixels are
weighted more than light pixels when estimating luminance
variance in textured images (Chubb et al. 1994, 2004; Chubb and
Nam 2000). However, cortical OFF dominance is not a fixed
property of the cortex but changes with the stimulus conditions
(Onat et al. 2011; Kremkow, Jin, et al. 2014; Liu and Yao 2014). In
anesthetized cats, cortical OFF dominance is strongest at low
spatial frequencies and becomes progressively weaker as spa-
tial frequency increases (Onat et al. 2011; Kremkow, Jin, et al.
2014), a relation that is also found in natural images where
dark regions dominate at low spatial frequencies (Cooper and
Norcia 2015). Here, we demonstrate that cortical OFF domi-
nance is strongly modulated by coordinated changes in spatial
frequency and size that simulate changes in viewing distance
(e.g., the retinal image of an object decreases in spatial fre-
quency and increases in size as the object approaches the
observer). In addition, we show that this modulation of ON/OFF
response balance involves multiple classes of cortical neurons
with different receptive field (RF) properties that can be ON or
OFF dominated, simple, or complex. Taken together, our results
indicate that multiple V1 neurons adjust their ON/OFF response
balance continuously based on the spatial properties of the
visual stimulus.

Materials and Methods
Surgery and Preparation

Two adult male rhesus monkeys were implanted with a head
post, a scleral eye coil, a recording chamber, and a chronic mul-
tielectrode array with up to seven independently movable elec-
trodes (Swadlow et al. 2005; Chen et al. 2008). The electrodes
were made of platinum tungsten filaments with a 40 μm diame-
ter that were pulled and sharpened to a fine tip of approxi-
mately 1 μm. Animals were trained to grasp a bar and fixate
their eyes on a small cross of 0.12°. After fixating for 0.5 s, grat-
ings were presented and a trial was aborted if the fixation devi-
ated more than 1° or if the animal released the bar before the
end of stimulus presentation. All procedures were performed in
accordance with the guidelines of the US Department of
Agriculture and approved by the Institutional Animal Care and

Use Committee at the State University of New York, College of
Optometry.

Visual Stimuli

Visual stimuli were presented on a cathode ray tube monitor
located at 57 cm from the animal (Sony GDM F520, refresh rate:
160 Hz). We used a fast sequence of static grating stimuli to
map the RFs of V1 single neurons (Ringach et al. 1997) and sinu-
soidal drifting gratings to measure their stimulus tuning for ori-
entation, spatial frequency, contrast, size, phase, and color.
The fast grating sequence was made of 576 distinct gratings
with 88 different orientations, 41 different spatial frequencies,
and 4 different phases, presented at 80 Hz (monitor refresh
rate: 160 Hz). The combinations of orientation, spatial fre-
quency, and phase were uniformly sampled from a subspace of
Hartley functions previously shown to be effective at mapping
cortical RFs (Ringach et al. 1997). By using this Hartley sub-
space, we avoid presenting all possible combinations of orien-
tation, spatial frequency, and phase (88 × 41 × 4 = 14,432
combinations vs. 576) and make the process of RF mapping
more efficient. Within this Hartley subspace, each grating com-
bination of orientation and spatial frequency is presented at
four different phases and the 576 gratings (all the same size)
are randomly presented multiple times for a period of several
minutes (~10 000 gratings in ~2min per cortical cell).

The RF of each neuron was mapped with four grating
sequences that had identical grating combinations of orienta-
tion, spatial frequency, and phase. However, the grating size
was different for each sequence. We call these grating
sequences size-8, size-4, size-2, and size-1 because all gratings
within each sequence were made of 8 × 8 (size-8 sequence), 4 ×
4 (size-4 sequence), 2 × 2 (size-2 sequence), or 1 × 1 monitor pix-
els (size-1 sequence), which corresponds approximately to 0.4°,
0.2°, 0.1°, and 0.05° per grating pixel, respectively. Therefore,
the gratings from each sequence had all the same size, and the
gratings from different sequences had the same combinations
of orientation, spatial frequency, and phase but differed in size.
We chose these specific values of grating sizes to span the
entire size range that could be generated with a fast monitor
refresh rate (160 Hz), from the smallest (48 × 48 monitor pixels)
to largest gratings (384 × 384 monitor pixels).

The spatial frequency of all gratings within each sequence
was scaled with grating size. Therefore, the spatial frequency
range covered by all gratings within each sequence was
0.047–0.53 cycles per degree (cpd) for the size-8 sequence (grat-
ing size: 19.2°), 0.09–1.07 for the size-4 sequence (grating size:
9.6°), 0.19–2.14 for the size-2 sequence (grating size: 4.8°), and
0.38–4.28 cpd for the size-1 sequence (grating size: 2.4°). Due to
the scaling of spatial frequency with size, a grating of size-8
was equivalent to a grating of size-4, size-2, and size-1 seen
with a viewing distance two, four, and eight times longer. Since
all sequences had the same grating combinations of orienta-
tion, spatial frequency, and phase, the distributions of spatial
frequency were identical for the four grating sequences after
shifting the spatial frequency axis by a scale factor (e.g., aver-
age ± standard deviation [range] of spatial frequencies for size-
8 sequence: 0.31 ± 0.11 cpd [0.047–0.53 cpd]). By using gratings
scaled in both size and spatial frequency, we were able to study
changes in ON/OFF response balance that would be expected
from changes in the viewing distance of the grating. For exam-
ple, the retinal projection of a letter in this page increases in
size and decreases in spatial frequency when the viewing dis-
tance decreases. Similarly, the retinal projection of a grating in
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our stimuli increases in size and decreases in spatial frequency
when the sequence changes from size-1 to size-8. Notice that
our stimulus design has 41 different spatial frequencies per
grating size, 4 different sizes and multiple repetitions of each
stimulus combination. Therefore, this stimulus design allows
us to study the separate contribution of spatial frequency and
size to ON/OFF response balance.

Stimulus Tuning

The stimulus tuning for orientation/direction, spatial fre-
quency, size, and contrast was measured with drifting gratings.
The drifting gratings could have 16 equally spaced circular
directions (orientation/direction tuning), 8 different spatial fre-
quencies from 0.01 to 6 cpd (spatial frequency tuning), 8 differ-
ent sizes from 0.6° to 8° (size tuning), 8 different contrasts from
2% to 95% (contrast response function), and each grating drifted
2 s per trial. The phase tuning was measured with static grat-
ings optimized for orientation, spatial frequency, and size (2 s
per trial at 2 Hz). In some cells, responses to equiluminant red–
green (RG) and blue–yellow (BY) gratings were also measured.
First, the dot product of the emission spectra of the red, green,
and blue monitor phosphors and the Smith–Pokorny 2-degree
cone fundamentals were measured with a Photo Research PR
650 SpectraScan spectroradiometer to determine the excita-
tions for the long (L), medium (M), and short (S) wavelength-
sensitive cones. Then, equiluminant stimuli were prepared in
the same color space used by Derrington et al. (1984) with the
methods described by Zaidi and Halevy (1993) and Jansen et al.
(2015). This color space is described by two chromatic axes,
popularly known as the RG or BY axes, and a luminance or
light–dark (LD) axis. The chromatic axes are cone opponent,
with the RG axis defined by the change in the difference
between the L and M cone activations, and the BY axis defined
by the change in S cone activation. Color responses were mea-
sured at eight equally spaced intervals in the isoluminant plane
(RG and BY axes) using eight sinusoid gratings composed of col-
ors specified by vectors passing through the origin. For some
cells, additional responses were measured for the plane defined
by the BY and LD axes and for the plane defined by the RG and
LD axes (for these stimuli, the LD content was limited to a max-
imum of 15% contrast). The optimal orientation and size of the
chromatic gratings were determined from the peak responses
to achromatic stimuli. The optimal spatial frequency was deter-
mined from the peak responses to RG and BY gratings and an
intermediate spatial frequency was used when the two chro-
matic axes differed in their peak spatial frequency responses.
For some cells, color responses were also measured for 16 col-
ors equally spaced around the color circle in the isoluminant
plane. For these cells, the grating was modulated between the
color and the origin, appearing as alternating bars of color and
gray.

The cells were first studied with the fast sequence of large
gratings (size-8 sequence) to quickly measure the spatial posi-
tion of RF and accurately align the following stimuli with the
RF center. Then, the RF was measured again with a sequence of
size-4 gratings (for a few cells with very small RFs, we started
mapping the RFs with the size-4 instead of the size-8
sequence). If the RF obtained with the size-4 gratings passed
our criteria of signal to noise, it was measured again with a
sequence of size-2 gratings. If the RF with size-2 gratings
passed our criteria of signal to noise, it was measured again
with size-1 gratings. After finishing the RF mapping, sinusoidal

gratings were presented within a circular Gaussian aperture to
measure tuning to different stimulus properties in the follow-
ing order: orientation, spatial frequency, size, contrast, phase,
and color. Orientation tuning was measured with a drifting
grating with spatial frequency and size adjusted to generate
strong visual responses. Spatial frequency tuning was mea-
sured with a grating drifting at the preferred orientation. Size
tuning was measured with a drifting grating optimized for ori-
entation and spatial frequency. Contrast sensitivity, phase tun-
ing, and color tuning were measured with gratings optimized
for orientation, spatial frequency, and size. In some cells, we
repeated the measurements of orientation tuning with the pre-
ferred spatial frequency and size, after the entire stimulus tun-
ing of the cell was properly characterized.

In the measurements of stimulus tuning, grating responses
were baseline-subtracted, and signal-to-noise ratios were calcu-
lated as the maximum response between 0.25 and 2 s following
the stimulus onset and divided by the standard deviation of the
baseline (250ms preceding stimulus onset). In measurements of
phase tuning, the maximum response was defined as the aver-
age of the two maximum responses following the stimulus onset
(since the gratings were turned on and off twice in each trial).
Tuning curves were fit only when the maximum signal-to-noise
ratio was equal or greater than an arbitrary value set to 25. Two
tests were used to assess the veracity of chromatic responses
and classify cells as color responsive: a contrast test and a phase
test (Jansen et al. 2014). The contrast test compared isoluminant
responses to the response of a luminance grating with 15% con-
trast and a cell was classified as color responsive if the response
to any of the 8-16 isoluminant stimuli was significantly greater
than the response to the 15% luminance grating. This contrast
level was chosen because it exceeded the maximum L and M
cone contrast (13.3%) available in our equiluminant stimuli. In
addition, it exceeded the largest luminance artifact expected
from differences in S cone response due to variations in macu-
lar pigment density (Cottaris 2003). The second chromatic test
was a phase test. Gratings were presented in either the BY-LD
or RG-LD plane, in which luminance and chromatic gratings are
combined. A cell that shows chromatic tuning should respond
similarly regardless of the phase of a superimposed luminance
grating. Consequently, a cell was classified as color tuned if the
responses in BY-LD or RG-LD planes did not vary significantly
with the relative phase of the luminance grating.

For all response properties, spikes were binned at 10-ms
intervals to make peristimulus time histograms (PSTHs). Then,
the PSTHs were used to obtain the mean (F0), first (F1), and sec-
ond (F2) harmonic responses with Fourier analysis. Orientation
tuning curves were fit to the F0, F1, and F2 values and the fit
with the highest amplitude was used for subsequent analysis if
the goodness of fit R2 was larger than or equal to 0.60. The
phase of the F1 response was also used for analysis of shifts in
response phase with spatial frequency (see the following).

Orientation and phase tuning were fit with a double von
Mises function (Swindale et al. 2003; Lashgari et al. 2012) as
follows:

(θ) = + ( )θ θ θ θ( ( − )− ) ( ( − )− )R A e A e 1k k
1

cos 1
2

cos 11 1 2 2

where R is the response, θ is the direction of the drifting grating,
A1 and A2 are the peak amplitudes of the response to the pre-
ferred and nonpreferred directions of movement, θ1 and θ2 are
the angles of the preferred and nonpreferred direction of move-
ment (in radians), and k1 and k2 are inversely related to the peak
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widths. The larger the value of k1, the narrower the tuning to the
preferred direction of movement. The larger the value of k2, the
narrower the tuning to the nonpreferred direction.

The circular variance (CV) was calculated for orientation
tuning (Ringach et al. 2002) as follows:

= − | | ( )RCV 1 2

∑ ∑= ( )θR r e r 3
k

k
i

k
k

2 k

where rk is the amplitude of the Fourier harmonic, and θk is the
orientation in radians, and i is the unit imaginary number.

The phase of the response to a drifting grating was mea-
sured with a fast Fourier transform of the PSTH and was
defined as the phase of the fundamental frequency. To calcu-
late shifts in the response phase with spatial frequency, we
sorted the response phases in ascending order of spatial fre-
quency. For example, if we used gratings with eight increas-
ingly higher spatial frequencies, S1–S8, we obtained eight
phases: P1 for S1, P2 for S2, and so on. Then, we subtracted the
response phase of the grating with lowest spatial frequency
(P1) from the response phases of gratings with higher spatial
frequencies. Therefore, the response phase of the grating with
lowest spatial frequency (P1) was always zero and the response
phases of gratings with increasingly higher spatial frequencies
were P2–P1, P3–P1, and so on. The response phase is a circular
variable that ranges between zero and one, with zero and one
being the same phase and the largest possible phase difference
being 0.5. Therefore, all phase shifts were constraint within a
limit of 0.5. The same procedure was used to calculate phase
shifts with grating contrast and size.

Mapping Cortical RFs with Grating Sequences

The RFs were mapped by spike-trigger-averaging the grating sti-
muli from each grating sequence (576 gratings with 88 different
orientations, 41 different spatial frequencies, and 4 different
phases, presented at 80 Hz for ~2min of visual stimulation).
Grating stimuli were averaged into 10 time bins (corresponding
to 10 stimulus frames preceding the spike in time). The aver-
aged time bin with the maximum absolute value was chosen as
the averaged RF or the stimulus spike-triggered average.
Contrast polarity was measured as the difference between the
maximum ON and OFF responses within the RF divided by the
sum. If contrast polarity was positive, the cell was classified as
ON dominated and, if negative, it was classified as OFF domi-
nated. This criterion to classify cortical cells in ON dominated
and OFF dominated is based on a bimodal distribution of con-
trast polarity in primary visual cortex. In cat visual cortex, the
index of contrast polarity shows a pronounced and highly sig-
nificant bimodal distribution centered at zero (Wang et al. 2015).
In macaques, the distribution also shows a hint of bimodality
(see Fig. 4) although the sample of neurons is not large enough
to reach significance. Our results do not change if we classify
cortical neurons as ON dominated and OFF dominated only
when the dominant ON (or OFF) RF subregion is significantly
stronger than the RF subregion with opposite contrast polarity
using a Wilcoxon test. The signal-to-noise ratio of the receptive
field (RFsnr) was calculated as the maximum response within
the RF divided by the baseline (baseline: maximum response
within a 12.5-ms window preceding the spike). Only RFs with a
signal-to-noise ratio ≥1.6 and a minimum total spike count of
100 were selected for further analysis. All single neurons had
<2% of interspike intervals lasting <1ms.

A 2D Gabor function was fit to the RF (Jones and Palmer
1987; Ringach 2002) using the following equations:

σ σ π λ π( ′ ′) = (−( ′ ) − ( ′ ) ) ( ′ + ϕ)
( )

′ ′g x y A x y x, exp / 2 / 2 cos 2 / 2

4
x y

2 2

θ θ′ = ( − ) + ( − ) ( )x x x y ycos sin 50 0

θ θ′ = ( − ) − ( − ) ( )y y y x xcos sin 60 0

where x′ and y′ are translated coordinates of the Gaussian
envelope with rotation θ, A is the amplitude, 2σx′ and 2σy′ are
the width and length of the Gaussian envelope, λ is the spatial
wavelength of the sinusoid, and Φ is the spatial phase of the
grating.

A 2D FFT (2dFFT) was obtained from the Gabor function. The
maximum absolute value of the 2dFFT was obtained at 16
equally spaced intervals circling the origin. These 16 values
were then used to calculate the 2dFFT CV (eq. 2), which we refer
to as the Gabor CV.

Temporal Impulse Responses and Phase Selectivity

Temporal impulse responses were calculated as follows. First,
we made PSTHs from −50 to 400ms around the stimulus onset
for each of the 576 gratings used to map the RFs. Then, we
selected the PSTHs of the 10 gratings that generated the stron-
gest responses and subtracted the PSTH for each grating from
the PSTH of the grating with opposite phase (Williams and
Shapley 2007). Finally, we selected the subtracted PSTHs with
the largest amplitude, being amplitude defined as the maxi-
mum minus the minimum value of the subtracted PSTH within
25–70ms. Once the 10 preferred gratings were selected, we
averaged their PSTHs (without orthogonal subtraction) to
obtain the temporal impulse response at the preferred phase
(PP). The temporal impulse responses at the three other phases
were calculated by averaging the responses to the same 10 pre-
ferred gratings but with phases 0.25 (PP− 0.25 and PP− 0.75) or
0.5 cycles (PP− 0.5) apart from the preferred phase. The non pre-
ferred phase was defined as PP− 0.5. The peak response was
defined as the average response to the preferred phase between
25 and 70ms after stimulus onset. The valley response was
defined as the average response to the non preferred phase
between 25 and 70ms after the stimulus onset. The phase selec-
tivity was then calculated as one minus the ratio between the
valley response and the peak response. The signal-to-noise ratio
of the temporal impulse response (IRsnr) was calculated as the
peak response to the gratings of preferred phase divided by the
baseline. The baseline was defined as the average response
between −40 and 0ms around stimulus onset.

Cortical cells were classified as simple or complex based on
the linearity of spatial summation of their responses to sinusoi-
dal drifting gratings. Simple cells sum their inputs roughly line-
arly and, therefore, they respond to a sinusoidal grating with a
sinusoidal modulation of their firing rate (resembling a half-
rectified linear replica of the stimulus). In contrast, complex
cells process their inputs nonlinearly and respond to a sinusoi-
dal grating with an increase in mean firing with no or poor
sinusoidal modulation. Therefore, when the ratio of the funda-
mental sinusoidal frequency of the response (F1) over the
mean rate (F0) was greater than one, the cell was classified as
simple, otherwise the cell was classified as complex (Movshon
et al. 1978a, 1978b; Skottun et al. 1991).
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Measuring Changes in Contrast Polarity with Spatial
Frequency

To investigate how ON/OFF response balance changes with spa-
tial frequency, we measured the contrast polarity of the cortical
RF by spike-trigger-averaging subsets of the 576 gratings within
each sequence (covering different spatial frequency ranges). For
example, to calculate the RF for a spatial frequency range >0.2
cpd in the grating sequence of size-8, we spike-trigger-averaged
only gratings with spatial frequency >0.2 cpd in the sequence of
size-8. As a control, we also calculated cortical RFs for a subset
of gratings randomly selected regardless of spatial frequency.
The measurements of contrast polarity illustrated in Figure 9a–d
were obtained by measuring RFs with grating subsets that had
different low-spatial frequency cutoffs. For example, a low-
spatial frequency cutoff of 0.2 cpd indicates that we selected all
gratings within the sequence with spatial frequency >0.2 cpd.
The measurements of weighted contrast polarity from Figure 9e
were obtained by using a sliding window. For each grating
sequence, the sliding window had a width of approximately 1/4
the spatial frequency range (0.12 cpd for size-8, 0.24 cpd for size-
4, 0.49 cpd for size-2, and 0.98 cpd for size-1) and a slide step of
approximately 1/3 the width of the sliding window. For example,
for grating sequence of size-8, we obtained RFs calculated with
spatial frequency ranges 0.047–0.167, 0.087–0.207, 0.127–0.247,
and so on. The contrast polarity obtained with this sliding win-
dow was then multiplied by the number of ON-dominated and
OFF-dominated cells measured for each grating size. A sigmoidal
function was fit to this weighted contrast polarity data using the
following function:

=
+

+ ( )CP BCP
SF

SF SF
7w

n

n nmax
50

where CPw is the weighted contrast polarity, CPmax is the maxi-
mum contrast polarity, SF is the lowest value of the spatial fre-
quency range, SF50 is the half-maximal spatial frequency, both
raised to the n power, and B is the baseline.

Statistical Analyses

Throughout the paper, statistical significance was evaluated
with two-sided Wilcoxon tests when comparing central values
of a distribution, linear regression when estimating the strength
of the relation between two variables and Chi-square tests
when comparing observed with expected frequencies of differ-
ent RF types.

Computational Model of Changes in Cortical OFF
Dominance

The relation between changes in cortical OFF dominance and
stimulus spatial frequency was modeled as follows. First, we
used a cosine function to simulate the luminance distribution
of the stimulus (S) along the x-axis of visual space (x), as shown
in equation (8). The stimulus was a sinusoidal grating that
could have one of 200 different spatial frequencies (sf) that
ranged from 0.01 to 3 cpd. Visual space (x) was expressed in
radians using 10 000 different values that ranged from –pi to pi.

( ) = ( ) ( )S x sf x, cos sf 8

We then simulated the response of separate ON and OFF
retinothalamocortical pathways (Ton and Toff) by passing the
stimulus through a luminance/response function with higher

saturation for the light (Sl) than the dark half-cycles (Sd) of the
grating (Kremkow, Jin, et al. 2014), as shown in equations (9)
and (10). The differences in the luminance/response saturation
were determined by the luminance that generated the half-
maximum response (Sl50: 0.1 and Sd50: 0.5) and the exponents
(n: 1.4 and m: 2).

( ) =
( )

+ ( )
( )T x sf

x sf
x sf

,
Sl ,

Sl Sl ,
9on

n

50
n n

( ) =
− ( )

− ( )
( )T x sf

x sf
x sf

,
Sd ,

Sd Sd ,
10off

m

50
m m

We then normalized the responses by dividing Ton (x, sf) and
Toff (x, sf) by their respective maximums, and convolved them
with a cortical RF (CRF) of 1.2° diameter with a central ON
subregion and two OFF flanks (ON/OFF strength: 1/0.3). This
normalization equalizes the maximum response of thalamo-
cortical neurons with different spatial frequency preferences
(i.e., the average thalamic neuron with a preference for gratings
of 1 cpd has the same maximum response as the average tha-
lamic neuron with a preference for 0.5 cpd). We then passed
the result of the convolution through a spiking nonlinearity (s)
to generate ON (Con) and OFF cortical responses (Coff), as shown
in equations (11) and (12).

⎛
⎝⎜

⎞
⎠⎟( ) =

( )
[ ( )]

* ( )C x sf
T x sf

Ton x sf
CRF,

,
max ,

11
s

on
on

⎛
⎝⎜

⎞
⎠⎟( ) =

( )
[ ( )]

* ( )C x sf
T x sf

Toff x sf
CRF,

,
max ,

12
s

off
off

Finally, we calculated the ratio between OFF and ON cortical
response strength measured as the central value of the convo-
lution for each spatial frequency, as shown in equation (13) and
illustrated in Figure 13e.

( ) =
( )
( )

( )sf
C sf
C sf

OFF/ON 13off

on

Results
We recorded from well-isolated neurons in macaque visual cor-
tex and used two different methods to measure their preferred
spatial phase and dominant contrast polarity (OFF or ON). In
the first method, we presented a fast sequence of 576 gratings
and calculated the RF by grating spike-trigger-averaging
(Ringach et al. 1997). We then measured the preferred spatial
phase from a Gabor fit of the RF (Fig. 1a, left), and the phase
tuning from the temporal impulse responses obtained with
gratings of different phases (Fig. 1a, right, see Materials and
Methods for more details). In the second method, we measured
directly the phase tuning from the neuronal responses to
flashed stationary gratings with different phases optimized for
orientation, spatial frequency, and size (Fig. 1b–c).

Stimulus spike-trigger-averaging has been used extensively
in the past to map the RF of simple cells (Jones and Palmer 1987;
DeAngelis et al. 1993; Reid and Alonso 1995; Alonso and
Martinez 1998; Ringach 2002; Rust et al. 2005; Touryan et al. 2005;
Fournier et al. 2014). However, it is thought to be a poor method
to map the RFs of complex cells (Rust et al. 2005; Touryan et al.
2005; Schwartz et al. 2006). Surprisingly, our grating sequences
allowed us to map the RFs of nearly all cortical cells that we
recorded, simple cells, and complex cells. We used a sequence of
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large gratings (size-8: 22.4°/side) to map the cortical RFs very fast
at different retinal eccentricities (average: 88 ± 40 seconds of
stimulus presentation, 7099 ± 3113 gratings, n = 269 cells). The
large gratings allowed us to accurately estimate the RF position
(Fig. 2a), spatial phase and contrast polarity (Fig. 2b). After the RF
position was measured with the sequence of large gratings
(Fig. 2a, size-8), we mapped the RF again with a sequence of
smaller gratings centered at the RF position measured with the
large gratings (Fig. 2a, size-4, -2, and -1). Since the sequence of
large gratings was dominated by low spatial frequencies (range:
0.047–0.53 cpd), the grating spike-trigger-averaging overesti-
mated the RF size. Making the gratings smaller and the spatial
frequency higher helped improve the estimates of RF size
(Fig. 2a) but eventually made the RFs too noisy to be measured
(Fig. 2a, size-1 for cells 2 and 3). Therefore, we used sequences
with smaller gratings only when the measurements with the
larger grating had good signal-to-noise ratios (snr ≥ 1.6 within
2min of stimulation for a sequence of ~10 000 gratings).

Both Simple and Complex RFs can be ON or OFF
Dominated

Neurons in primary visual cortex are frequently classified into
simple and complex cells based on the spatial overlap of their
ON and OFF RF subregions (Hubel and Wiesel 1962; Movshon
et al. 1978a, 1978b). In complex cells, ON and OFF RF subregions
are spatially overlapped, therefore, the ON–OFF spatial subtrac-
tion performed by methods of stimulus spike-trigger-averaging is
assumed to approach zero (Rust et al. 2005; Touryan et al. 2005;
Schwartz et al. 2006). This assumption is supported by multiple
studies that were able to map simple RFs but not complex RFs by
spike-trigger-averaging stimuli such as sparse noise, sparse bars,
white noise, and gratings (Jones and Palmer 1987; DeAngelis
et al. 1993; Alonso and Martinez 1998; Ringach 2002; Rust et al.
2005; Touryan et al. 2005; Fournier et al. 2014). Contrary to this
assumption, we hypothesize that both simple and complex RFs
should be ON or OFF dominated because the visual cortex is
organized in ON and OFF domains that bias the contrast polarity
of all RFs toward ON or OFF (Smith et al. 2015; Wang et al. 2015;
Kremkow et al. 2016; Lee et al. 2016). To test this hypothesis, we
calculated the signal-to-noise ratio of simple and complex RFs

measured with grating spike-trigger-averaging. If the ON and OFF
responses of complex RFs were perfectly balanced in strength
and spatial distribution, the ON–OFF subtraction in the grating
spike-trigger-average should approach the noise level (i.e., the
signal-to-noise ratio of the RF should equal one). However, if the
ON–OFF subtraction is greater than the noise because ON or OFF
responses dominate in different spatial regions of the RF (i.e., ON
and OFF response strengths are unequal in a given spatial
region), the signal-to-noise ratio should be greater than one (e.g.,
2 if the ON–OFF difference is two times larger than the noise).
Simple and complex cells were classified based on their response
modulation to sinusoidal drifting gratings (optimized for orienta-
tion and spatial frequency). If the sinusoidal modulation of the
response at the fundamental frequency of the grating (F1) was
larger than the response mean rate (F0), F1/F0 > 1, the cell was
classified as simple. Otherwise (F1/F0 < 1), the cell was classified
as complex (Skottun et al. 1991).

As expected from the differences in ON–OFF spatial segrega-
tion, the signal-to-noise ratio of the RFs was significantly high-
er in simple cells than complex cells (4.03 vs. 2.84, P < 0.0001,
two-sided Wilcoxon test). However, the distributions over-
lapped extensively (Fig. 3a). Figure 3 illustrates two representa-
tive examples of simple cells at the two sides of this
distribution. The cell illustrated in Figure 3b responded to all
stimulus orientations (Fig. 3b1,b3) with exquisite phase selec-
tivity (Fig. 3b2), had an OFF-dominated RF with high signal to
noise (Fig. 3b4, RFsnr: 10.4) and was located in the middle corti-
cal layers (Fig. 3b5). Four different measures indicate that the
RF of this simple cell was strongly OFF dominated. First, the RF
(Fig. 3b4) had a strong OFF-dominant subregion that generated
responses 10.4 larger than the noise (RFsnr: 10.4). Second, a
drifting grating strongly increased the cell firing rate when the
RF center was aligned with dark half-cycle of the grating
(Fig. 3b1, peaks in the PSTH) and strongly suppressed the
response when it was aligned with the light half-cycle (Fig. 3b1,
valleys in the PSTH). Third, stationary gratings briefly flashed
within the RF drove a strong response when the RF center was
aligned with the dark half-cycle of the grating (Fig. 3b2, pre-
ferred phase: PP) and strongly suppressed the response when
aligned with the light half-cycle (Fig. 3b2, non preferred phase,
PP− 0.5). Fourth, the ratio between the response at the

Figure 1. RF and phase tuning from an example cell. (a) RF mapped by spike-trigger-averaging gratings of size-2. Red areas indicate ON responses, blue areas indicate

OFF responses. Intensity of color indicates response strength. This cell has an OFF-dominated RF (contrast polarity: −0.15). Scale bar is 1° of visual angle. Gabor fit to RF

is shown below illustrating the preferred phase (PP), (0.39) measured at a horizontal slice through maximum of the RF (Amp: response amplitude). The right side shows

average response to the 10 preferred gratings with PP and average responses with the same grating subset (same orientations and spatial frequencies) but with phases

that are 0.25 (PP− 0.25, PP− 0.75) or 0.5 (PP− 0.5) cycles apart from PP. (b) Spike rasters showing the phase tuning of the cell. Each raster line shows responses to a grat-

ing optimized for orientation, spatial frequency and size that was turned on for 0.5 s (Grat.) and off for 0.5 s, over a period of 2 s. Y-axis shows grating phase (fraction of

a full cycle). X-axis is time course in seconds. (c) Phase tuning measured in spikes/second from the grating responses illustrated in (b) (open circles indicate each phase

tested). Solid line is the tuning curve derived from the fit of the von Mises function. The preferred phase is defined as the peak of the tuning curve (0.43 in this exam-

ple). Inset shows spike waveform for this cell: center line is the average waveform, bounded on top and bottom by the standard deviation. Vertical scale bar (100 μV).
Example gratings are shown above. Note that white bars are centered in the grating for phase 0 and 1, and a dark bar is centered at phase 0.5.
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fundamental frequency of the grating (F1) and the mean rate
(F0) was larger than one (Fig. 3b3), as would be expected if OFF
and ON responses were spatially segregated (Movshon et al.
1978a, 1978b; Skottun et al. 1991).

The simple cell illustrated in Figure 3c was in deeper cortical
layers than the cell from Figure 3b (Fig. 3c5), had higher orienta-
tion and direction selectivity (Fig. 3c1,c3), poorer phase selectiv-
ity (Fig. 3c2) and lower signal to noise in the RF (RFsnr: 3.2). As
in the cell from Figure 3b, a drifting grating generated a
response that resembled a rectified linear replica of the sinusoi-
dal grating (Fig. 3c1) with an even higher F1/F0 ratio than the
cell from Figure 3b (Fig. 3c3, F1/F0: 1.4). However, the signal to
noise of the RF was three times lower (Fig. 3c4, RFsnr: 3.2) even
if the spontaneous activity was almost zero (Fig. 3c1). Also,

unlike the simple cell illustrated in Figure 3b, stationary grat-
ings generated strong responses at different spatial phases
(Fig. 3c2, PP, PP− 0.25 and PP− 0.75) and did not suppress the
cell firing rate at the non preferred phase (Fig. 3c2, PP− 0.5).
These two cell examples demonstrate that phase selectivity
can be very diverse in simple cells; it can be very high in some
cells (Fig. 3b2) and poor in others (Fig. 3c2).

Similar to the simple cell from Figure 3b, the complex cell
illustrated in Figure 4a responded to all stimulus orientations
(Fig. 4a1,a3), showed some phase selectivity (Fig. 4a2), was OFF
dominated, and the signal to noise of the RF was high (RFsnr:
5.8). Importantly, even complex cells with lower phase selectiv-
ity (Fig. 4b,c) had RFs with clear ON and OFF subregions that
resembled simple RFs (Fig. 4b4,c4). These complex cells had

Figure 2. RFs mapped with different grating sizes. (a) RFs for three example cells (columns) mapped with grating sequences of different sizes (rows). The gratings

used in the size-8 sequence are eight times larger than the gratings used in size-1 sequence (size-1: 2.8°/side). Scale bars depict 1° of visual angle (notice that the scale

bars are different for each figure panel). RFs are normalized to the stronger of the OFF or ON responses within the RF (cell 3 is the same cell shown in Fig. 1). Spike

waveforms are shown at the top (middle line: average, flanking lines: standard deviation). Vertical scale bar (100 μV). (b) Left panel: Gabor functions illustrating the

spatial phase of idealized RFs (the preferred spatial phase is shown at the top). The spatial phase for each cell shown in (a) appears at the bottom (derived from the

Gabor fits to grating size-2). Right panel: color bar indicates contrast polarity. The contrast polarity for each cell, measured with grating size-2, appears below.
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extensive ON–OFF spatial overlap in their RFs as it is indicated
by the weak sinusoidal modulation of their visual responses to
drifting gratings (Fig. 4a1,b1,c1) and their low F1/F0 ratios
(Fig. 4a3,b3,c3). At the same time, these complex cells had RF
subregions that resembled the ON and OFF subregions of sim-
ple RFs (Fig. 4a4,b4,c4), and their phase selectivity could be as
high as in some simple cells (Fig. 4a2,b2). These results indicate

that whereas the ON–OFF spatial overlap is larger in complex
than simple RFs (lower F1/F0 ratio), the relative strength of ON
and OFF responses within each RF subregion can vary almost
as much in both cell types. Therefore, these cell examples dem-
onstrate that both simple and complex RFs can have very
diverse ON–OFF spatial organization (i.e., ON and OFF subre-
gions) and phase selectivity (see also Crowder et al. 2007).

Figure 3. ON–OFF RF organization of simple and complex RFs with examples of simple RFs. (a) Distribution of signal-to-noise ratios in the RFs of simple cells (orange), com-

plex cells (black), and baseline noise (green). Notice the extensive overlap in the distribution of simple and complex RFs. Arrows at the top show distribution means and

small square panels illustrate example RFs. (b) Response properties of an example simple cell. b1 shows the rasters and PSTHs of responses to gratings drifting at different

directions (arrows illustrate the direction of motion, stimulus onset is marked as 0 in the x-axis). b2 shows the phase selectivity measured as the average response to

the 10 preferred gratings, at the preferred phase and phases apart by 0.25 (PP− 0.25 and PP− 0.75) and 0.5 cycles (PP− 0.5). The spike waveform is shown at the top right cor-

ner of the panel (continuous line: average, dashed lines: standard deviation). Vertical scale bar (100 μV). b3 shows the response amplitude to gratings drifting at different

directions measured as mean rate (F0, in black) and as the sinusoidal modulation of the PSTH at the fundamental frequency of the stimulus (F1, in orange). The response

amplitudes to different grating directions are illustrated as a scatter plot (top) and polar plot (bottom). The F1/F0 ratio is shown at the top. b4 shows the RF measured with

grating spike-triggered average at the temporal window shown at the bottom (50–62.5ms). RFsnr is the signal-to-noise ratio of the RF. Line scale at the bottom right corner

is 1°. b5 illustrates the local field potential measured with flashed gratings averaged across different orientations. (c) Same as b but for another example simple cell.
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If the F1/F0 ratio was a reliable indicator of RF ON–OFF spa-
tial organization, it should be strongly correlated with the RF
signal to noise. Both the F1/F0 and signal to noise should be
highest in RFs with the largest ON–OFF spatial segregation and
lowest in RF with the largest ON–OFF spatial overlap. Moreover,
as ON and OFF responses become spatially overlapped within
the RF, the F1/F0 should decrease and the ON–OFF subtraction
in the grating spike-trigger-average should approach the noise

level making the RF signal to noise close to one. Consistent
with this prediction, the signal-to-noise ratio of the RFs was
significantly correlated with the F1/F0 ratio. However, the corre-
lation was very weak (Fig. 4d, r = 0.2865, P < 0.0001, n = 252).
This weak correlation indicates that the spatial differences in
the relative strength of ON and OFF responses throughout the
RF are poorly associated with the amount of ON–OFF spatial
overlap. Most cortical RFs, simple or complex, can be mapped

Figure 4. Examples of ON–OFF RF organization in complex cells. (a–c) Same as Figure 3b–c but for examples of complex RFs. (d) Scatter plot illustrating the relation of

linearity of spatial summation (F1/F0) with the signal to noise of the RF (left) and visual eccentricity (right). The F1/F0 ratio should be higher than one when the ON

and OFF subregions are spatially segregated and should approach zero when the ON and OFF subregions are spatially overlapped. The signal-to-noise ratio (SNR)

should approach one when ON and OFF subregions are identical in position, size, and strength because the ON–OFF subtraction approaches zero plus the noise (the

signal equals the noise and the SNR equals one). The SNR should be higher than one if the relative strength of ON and OFF subregions varies at each spatial location

and the complex RF has ON and OFF subregions. The two clusters for visual eccentricity correspond to neurons recorded in the operculum and the superior bank of

the calcarine sulcus. (e) Distribution of RF contrast polarity for complex cells (black) and simple cells (orange). OFF-dominated RFs are shown on the left (blue) and

ON-dominated RFs on the right (red).
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with fast sequences of large gratings at different eccentricities
with similar signal-to-noise ratios (Fig. 4d). Moreover, both sim-
ple and complex RFs can be ON or OFF dominated (Fig. 4e).
Therefore, the grating spike-triggered-average is an excellent
method to quantify ON and OFF dominance in simple and

complex RFs but cannot reliably distinguish between the two
RF types.

The measurements of complex RFs with sequences of large
gratings were very reliable and could be accurately replicated
within the same day or across days. In a complex cell recorded

Figure 5. RF of a complex cell measured multiple times over 1month. (a) RF measurements with grating spike-triggered-averaging shown for two different time win-

dows, 25–37.5ms (top row) and 37.5–50ms (bottom row). Notice that the RF has a strong OFF subregion at short response latencies and two parallel ON and OFF subre-

gions at longer latencies that match the preferred orientation of the cell. (b) Rasters showing the orientation and spatial frequency selectivity of the cell measured in

2 different days (left and right panels). Within each day, the figure illustrates rasters for different directions of motion (left) and different spatial frequencies (middle),

a polar plot of the orientation/direction tuning (top right), and the spatial frequency tuning (bottom right). Measurements are shown in black for mean firing rate (F0)

and orange for sinusoidal responses at the frequency of the drifting grating (F1). The spike waveform is shown on the top right corner of the spatial frequency tuning.

(c) Central position of the strongest RF subregion from the cell illustrated in a and b measured in different days. Each circle has a diameter equal to the dominant RF

subregion and its center is the RF center measured on a different day. Units of distance are given in RF subregion diameters. (d) Same as c but for multiple cells with

RFs mapped in multiple days. For each cell, the RF position measured in the first day was aligned at 0.

Figure 6. The number of OFF-dominated RFs decreases as the grating size decreases and the spatial frequency increases, as if the viewing distance to the grating had

increased. (a) Histogram of preferred spatial phase measured with optimized gratings. Inset: histogram of percentage of OFF- (left bar) and ON- (right bar) dominated

RFs (65% vs. 35%, n = 110, P = 0.0012, Chi-square test). In this inset, OFF-dominated RFs have a preferred phase of 0.5± 0.125 and ON-dominated RFs have a preferred

phase of 0 ± 0.125. Grating phase is illustrated below the x axis. (b) Histogram of preferred phases calculated from Gabor fits of RFs measured with gratings of size-8.

Grating phase is illustrated below the x axis. (c) Ratio of number of OFF-dominated RFs (blue) to the number of ON-dominated RFs (red) measured with size-8, size-4,

size-2, and size-1 grating sequences. The four sequences have identical gratings but scaled for size and spatial frequency to simulate an increase in viewing distance

(decrease in size and increase in spatial frequency) by two times (size-4), four times (size-2), or eight times (size-1) relative to the gratings of size-8. The inset shows

example RFs for OFF- and ON-dominated cells. ***P < 0.001 with Chi-square tests.
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for nearly a month, the RFs measured in multiple days were
remarkably similar (Fig. 5a) and always showed a dominant
OFF subregion at short stimulus latencies (25–37.5ms) followed
by two parallel ON and OFF subregions with longer latencies
(37.5–50ms). Measurements of orientation/direction selectivity
and spatial frequency tuning in 2 different days were also simi-
lar and had a consistent F1/F0 ratio of approximately 0.6
(Fig. 5b). This repeatability of RF structure and position across
multiple days (Fig. 5c) indicates that the small fixation eye
movements in our animals (Chen et al. 2008) cause negligible
distortions in our RF estimates. It also demonstrates that the
ON–OFF subregions of complex RFs are robust and do not vary
with small fluctuations in firing rate that occur across days or
trial blocks of visual stimulation.

Changes in Cortical OFF Dominance with Stimulus
Conditions

Multiple studies have demonstrated that neuronal responses
in primary visual cortex are dominated by the OFF visual path-
way (Zemon et al. 1988, 1995; Jin et al. 2008, 2011; Yeh et al.
2009; Xing et al. 2010; Komban et al. 2014; Veit et al. 2014; Tan
et al. 2015; Wang et al. 2015; Kremkow et al. 2016; Lee et al.
2016; Rekauzke et al. 2016; Taylor et al. 2018). Moreover, more
recent studies demonstrated that this cortical OFF dominance
changes with the spatial frequency of the stimulus when mea-
sured with voltage-sensitive dye imaging and multiunit
recordings in anesthetized cats (Onat et al. 2011; Kremkow,
Jin, et al. 2014).

Consistent with these studies, our cortical cell population in
the awake primate was slightly biased toward OFF-centric
phases when measured with optimized gratings (Fig. 6a, inset,
0.5 ± 0.125: 65%; 0 ± 0.125: 35%,P = 0.0012, Chi-square test), and
the OFF bias became very pronounced when using sequences
of large gratings with low spatial frequencies (Fig. 6b). The ratio
of OFF- to ON-dominated neurons was greater than 5 when we
used sequences of large gratings with low spatial frequency
and it was reduced to less than one when we used sequences
of small gratings with high spatial frequency (Fig. 6c, R2=0.991,
P < 0.001). The strong dependency of cortical OFF dominance
on grating size and spatial frequency included both simple cells
(average OFF/ON ratio for size-8 and -4: 6.8 and 3.8, n = 62 and
38, P = 0.045, Chi-square test) and complex cells (average OFF/
ON ratio for size-8 and -4: 5.4 and 2.2, n = 167 and 73, P < 0.001,
Chi-square test).

To further investigate how spatial frequency affects the ON/
OFF response balance, we selected a population of 107 neurons
whose RFs were mapped with the two largest grating sizes
(size-8 and -4). In this sample, approximately a quarter of the
neurons switched polarity from OFF to ON dominance when
the grating size was reduced (25/107, Fig. 7a black lines, 12 sim-
ple cells and 13 complex cells). The larger grating size signifi-
cantly increased the ratio of OFF-to-ON-dominated neurons
(91/16 vs. 76/31, P < 0.001, Chi-square test) and the response
OFF dominance (Fig. 7b, ON/OFF response balance: 0.71 vs. 0.92,
P = 0.0012, Wilcoxon test). Taken together with previous mea-
surements in cats (Onat et al. 2011; Kremkow, Jin, et al. 2014),
these results demonstrate that spatial frequency modulates
cortical OFF dominance in the awake brain of primates and the
anesthetized brain of carnivores. Importantly, the results show
that the visual cortex equalizes ON/OFF response balance when
gratings become smaller and higher in spatial frequency, as
when increasing the viewing distance of the grating.

Neuronal Mechanisms Underlying Changes in Cortical
OFF Dominance

What could be the neuronal mechanisms underlying the
changes in the ON/OFF dominance of single neurons? One pos-
sibility is that the ON/OFF dominance changes because neuro-
nal responses become weaker. For example, if the spatial
frequency becomes too high to evoke a response, random spon-
taneous activity should make the ON/OFF dominance ratio
approach a value of one. This extreme scenario is not possible
because all RFs selected for analysis had high signal to noise
and clear ON–OFF subregions (see Fig. 3a and Materials and
Methods). However, to investigate a possible relation between
response strength and ON/OFF response balance, we measured
changes in signal to noise and phase selectivity as a function of
spatial frequency. To measure the signal to noise and phase
selectivity, we selected the 10 gratings of the sequence that
generated the largest response. Then, we calculated the aver-
age impulse response for these 10 preferred gratings (Williams
and Shapley 2007) and for the same grating set (same orienta-
tion and spatial frequency) but for phases that were 0.25
(PP− 0.25 and PP− 0.75) and 0.5 cycles different from the pre-
ferred one (Fig. 8a,b). We calculated the signal-to-noise ratio
from the temporal impulse response to the preferred grating
phases and the phase selectivity from the ratio between the
temporal impulse responses to non preferred and preferred
phases (see Materials and Methods). In some cells (Fig. 8a,b),
reducing the grating size reduced slightly the signal to noise of
the RF (Fig. 8a, RFsnr: 6.82 vs. 5.68) but did not reduce the signal
to noise of the temporal impulse response (Fig. 8b, IRsnr: 2.93
vs. 3.11) or the phase selectivity (Fig. 8b, PS: 0.76 vs. 0.79). In
other cells, making the grating size smaller made the RF con-
siderably noisier (Fig. 8c, RFsnr: 4.11 vs. 2.29) and lowered the
phase selectivity (Fig. 8d, PS: 0.75 vs. 0.63) but did not reduce
the signal to noise of the temporal impulse response (Fig. 8d,
IRsnr: 3.44 vs. 4.11).

On average, the signal to noise of the temporal impulse
response (Fig. 8e) and phase selectivity (Fig. 8f) were lowest for
the smallest gratings but independent of ON/OFF response bal-
ance. For example, reducing the grating size from eight to four
reduced by half the ratio of OFF/ON dominated neurons (Fig. 6c)

Figure 7. Some cells switch contrast polarity when the size of the grating is

reduced. (a) contrast polarity for a subset of cells that could be mapped with

the two largest gratings sizes, 8 and 4 (2.8 * 8 or 4 °/side). Cells that do not

switch contrast polarity are represented by red circles and lines when they are

ON dominated (n = 11) and blue circles and lines when they are OFF dominated

(n = 71). Black circles and lines represent cells that switched polarity (n = 25).

Notice that the number of RFs measured with both grating sizes (n = 107) is

smaller than the number of RFs measured just with grating size-4 (n = 125)

because some RFs were mapped with size-4 but not size-8. (b) The average ratio

of ON–OFF responses across the 107 cells was closer to one for gratings with

size-4 than size-8 (P = 0.0012, Wilcoxon test).
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but increased the average signal to noise (Fig. 8e) and did not
affect the average phase selectivity (Fig. 8f). Across all cells, the
signal to noise of the response was positively correlated with
phase selectivity (Fig. 8g, r = 0.64, P < 0.001, n = 269) but not
with the signal to noise of the RF (r=−0.08, P = 0.17, n = 269).
Therefore, we conclude that changes in cortical OFF dominance
cannot be explained by a reduction in response strength.

The changes in cortical OFF dominance that we report could
originate from an increase in spatial frequency, a reduction in
grating size or a combination of both. To investigate the contri-
bution from each stimulus parameter, we measured spatial fre-
quency changes in ON/OFF response balance for a fixed grating
size. Figure 9a illustrates the effect of removing spatial frequen-
cies lower than 0.2 cpd from the grating spike-trigger-average for
four example cells. Two cells were OFF dominated (cells 1 and 2)
and two cells were ON dominated (cells 3 and 4). Two cells were

strongly dominated by one contrast polarity (cell 1: OFF domi-
nated, cell 3: ON dominated) and two cells were more ON/OFF
balanced (cells 2 and 4). In all example cells, the removal of low
spatial frequencies made ON and OFF responses more similar in
strength (i.e., contrast polarity closer to zero) regardless of their
ON or OFF dominance (Fig. 9a). The shift toward greater ON/OFF
balance could be demonstrated in both OFF-dominated (Fig. 9a,
shift from −0.58 to −0.37 for cell 1 and −0.25 to −0.09 for cell 2)
and ON-dominated neurons (Fig. 9a, shift from 0.54 to 0.39 for
cell 3 and 0.17 to 0.06 for cell 4), and it could be replicated for all
grating sizes (Fig. 9b). Importantly, the equalization of ON/OFF
response balance associated with the removal of low spatial fre-
quencies involved most of the neurons that we studied. For
example, removing spatial frequencies lower than 0.2 cpd
increased ON/OFF response balance in 79% of the cells studied
with the size-8 grating sequence (n = 269).

Figure 8. Spatial frequency-dependent changes in OFF dominance are not due to changes in the signal to noise of the visual response. (a) Example of an OFF-

dominated RF from a simple cell shown at different time lags between stimulus and response, measured with two different grating sizes (top: size-8, bottom: size-4).

The interval of each time lag is shown above each RF panel. (b) Temporal impulse response calculated from the average response to the 10 preferred gratings (PP) and

with the same grating set (same orientations and spatial frequencies) but with spatial phases apart from the preferred by a quarter cycle (PP – 0.25 and PP – 0.75) and

half-cycle (PP – 0.5). The spatial frequencies and orientations of the 10 selected gratings are the same across all four panels (only spatial phase changes). RFsnr:

signal-to-noise ratio of the RF. IRsnr: signal-to-noise ratio of the impulse response. (c–d) Same as a–b but for an OFF-dominated complex cell. (e) Average signal-to-

noise ratio of the impulse response measured with different grating sizes. (f) Average phase selectivity measured with different grating sizes. (g) Strong correlation

between phase selectivity and the signal-to-noise ratio of the impulse response. *P < 0.05; **P < 0.01, Wilcoxon test.
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The ratio of OFF- to ON-dominated neurons was strongly cor-
related with the lowest spatial frequency (low-spatial frequency
cutoff) of the grating sequence and could be accurately described
with a Gaussian function (Fig. 9c, R2 = 0.9652, half-width: 0.69 cpd).
On average, the removal of low spatial frequencies increased the
ON/OFF balance by 28% in OFF-dominated neurons (−0.32 vs.
−0.23, P < 0.0001, Wilcoxon test) and by 23% in ON-dominated
neurons (0.31 vs. 0.24, P < 0.0001, Wilcoxon test). This increase in
ON/OFF balance was four times larger than what would be
expected from the reduction in the number of gratings included
in the average (OFF-dominated: 28% vs. 6%, ON-dominated: 23%
vs. 7%, P < 0.0001, Wilcoxon tests). These results strongly indicate
that increasing the spatial frequency of the stimulus makes corti-
cal neurons more ON/OFF balanced in their visual responses
regardless of their dominant contrast polarity, ON or OFF.

ON and OFF responses also became more similar in strength
when the grating size was reduced even if the spatial frequency
was kept constant (Fig. 9d). However, unlike for spatial fre-
quency, changes in grating size affected differently ON- and
OFF-dominated neurons. Reducing grating size by four times
(from size-8 to size-2) increased ON/OFF balance by 5.49 times
in OFF-dominated neurons (−0.203 to −0.037 for 0.2 cpd low-
spatial frequency cutoff, P < 0.00001, Wilcoxon test) but only by
1.35 times in ON-dominated neurons (0.216–0.160 for 0.2 cpd
low-spatial frequency cutoff, P = 0.198, Wilcoxon test). This dif-
ference was even more pronounced if the average contrast
polarity was weighted by the number of ON-dominated and
OFF-dominated neurons measured with different spatial fre-
quency ranges and grating sizes (Fig. 9e). Again, making the
gratings smaller and the spatial frequency higher reduced the
strong OFF dominance driven by the large and low-spatial fre-
quency gratings. This relation between the weighted contrast
polarity and spatial frequency was well described by a sigmoidal
function (R2 = 0.73, zero-crossing: 0.77 cpd) that crossed zero
around the average peak spatial frequency of our cell population
(0.97± 1.11 cpd). It is important to emphasize that while cortical
responses were more OFF dominated at low spatial frequencies,
the spatial resolution was higher for OFF-dominated than ON-
dominated neurons (average spatial frequency peak: 1.05± 1.14
cpd vs. 0.69 ± 0.96 cpd, n = 185 vs. 54, P = 0.046, Wilcoxon test;
average eccentricity: 10.3° ± 3.3° ranging from 3.8° to 20.4°). Also,
consistent with our previous analyses (Fig. 8e), the reduction in
signal to noise with spatial frequency and/or grating size did not
explain the changes in contrast polarity. For example, a change
in grating size from eight to four caused a pronounced reduction
in the ratio of OFF-/ON-dominated neurons (Fig. 6c) but an
increase in the average signal to noise of the response (Fig. 9f).
These results indicate that the ON/OFF dominance of the RF
changes with both the spatial frequency and size of the stimu-
lus. Increasing the spatial frequency makes ON and OFF
responses equal in strength in both ON- and OFF-dominated
neurons while reducing the grating size equalizes ON/OFF bal-
ance more in OFF-dominated than ON-dominated neurons.

As the grating size was reduced and the spatial frequency
increased, the pool of cortical RFs that were ON or OFF domi-
nated was also reduced, a finding that is consistent with our pre-
vious results in anesthetized cats (Kremkow, Jin, et al. 2014). The
RFs mapped with the large low-spatial frequency gratings had
diverse ON/OFF dominances ranging from 0 (perfect ON/OFF
response balance) to 0.8 (strong ON or OFF dominance). In con-
trast, the RFs mapped with small high-spatial frequency gratings
were restricted to those with the strongest ON or OFF domi-
nance (Fig. 10a), poorest orientation selectivity (Fig. 10a,b), and

Figure 9. ON/OFF response balance equalizes for each single neuron as spatial

frequency increases and grating size decreases. (a) RFs from four example cells

calculated by grating spike-trigger-averaging using the full spatial frequency

range of the grating sequence (left, with low SF) or with spatial frequencies lower

than 0.2 cpd removed (right, no low SF). The left panels are OFF-dominated cells

and right panels are ON-dominated cells. Contrast polarity (CP) is shown below

each RF. Notice that the contrast polarity decreases for all four cells when the

low spatial frequencies are removed. (b) contrast polarity as a function of spatial

frequency for OFF-dominated (blue) and ON-dominated (red) RFs measured with

four different grating sizes (8, 4, 2, 1) and different spatial frequency ranges. The

x-axis shows the value of the lowest spatial frequency within the range. Error

bars show standard errors. (c) Ratio of OFF-dominated to ON-dominated RFs as a

function of spatial frequency across all four grating sizes. The circles show the

data values and the solid line is a Gaussian fit to the data (r2 = 0.97). (d) contrast

polarity for three grating sizes (circles of different size) for four matched spatial

frequency ranges. (e) Weighted contrast polarity (y-axis) measured across grating

sizes with a moving spatial frequency window. X-axis gives the lower value of

each spatial frequency window (see Materials and Methods for more details). The

solid line is the fit of a sigmoidal function to the data (r2=0.73). (f) Signal-to-noise

ratio of the temporal impulse response (IRsnr) plotted as a function of spatial fre-

quency for OFF-dominated (blue circles) and ON-dominated (red circles) neurons

across all grating sizes. Error bars are standard errors. The x-axis shows the value

of the lowest spatial frequency within the range (same for b, c, and f).
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smallest RFs within our cell sample (Fig. 10c). Therefore, at the
limits of spatial resolution within our cell population, ON- and
OFF-dominated neurons driven by small high-spatial frequency
gratings were restricted to those that could reliably distinguish
black from white (strong ON or OFF dominance) but could not
discriminate different orientations (poor orientation selectivity).

Changes in ON/OFF Response Balance Affect the
Structure of Complex RFs

The results above indicate that high spatial frequencies equal-
ize the ON/OFF response balance of most cortical neurons.
Therefore, because ON and OFF responses are spatially over-
lapped in complex RFs, an increase in ON–OFF response bal-
ance should make complex RFs to lose their ON–OFF subregion
organization and phase selectivity. To test this hypothesis, we
measured the phase selectivity of cortical RFs using grating
spatial frequencies that were either lower (Fig. 11a, low sf) or
higher (Fig. 11a, high sf) than the preferred spatial frequency of
the cell. We first calculated the temporal impulse responses for
the 10 gratings that generated the strongest response, selected
from a subset of gratings with either lower or higher spatial fre-
quency than the preferred spatial frequency. Then, we calcu-
lated the temporal impulse response for the same grating
subset but with phases separated by 0.25 (PP − 0.25 and
PP− 0.75) or 0.5 phase cycles (PP− 0.5) from the preferred phase
(Pref. phase). As we predicted, many complex cells that were
phase selective when stimulated with low-spatial frequency

gratings (Fig. 11a, top) lost their phase selectivity when stimu-
lated with high-spatial frequency gratings (Fig. 11a, bottom).
Moreover, increasing the grating spatial frequency reduced the
average phase selectivity by 12% in the entire cell population
(Fig. 11b, from 0.68 to 0.61, P < 0.0001, Wilcoxon test) and by
89% in complex cells showing low phase selectivity to gratings
of high spatial frequency (Fig. 11b, from 0.66 to 0.35 for PS < 0.5,
P < 0.0001, Wilcoxon test). Also as we predicted, decreasing the
phase selectivity, equalized the ON/OFF response balance and
decreased the percentage of complex RFs that could be mapped
with grating spike-trigger-average due to a loss of ON–OFF sub-
region organization (Fig. 11c). Remarkably, the percentage of
complex RFs that could be mapped with grating spike-trigger-
averaging decreased linearly as a function of the lowest spatial
frequency in the grating sequence, which was 0.05 for gratings
of size-8, 0.1 for gratings of size-4, 0.2 for gratings of size-2, and
0.4 for gratings of size-1 (Fig. 11c). These results are consistent
with previous studies that demonstrated a change in the lin-
earity of receptive field spatial summation with spatial fre-
quency (Movshon et al. 1978a, 1978b; Skottun et al. 1991),
luminance contrast (Crowder et al. 2007), and the amount of
intracortical inhibition (Pernberg et al. 1998). Taken together
with these studies, our results suggest that both simple and
complex RFs can signal the contrast polarity of low-spatial fre-
quency gratings.

Changes in OFF Dominance Do Not Affect the Temporal
Phase of the Visual Cortical Response

The RFs from ON and OFF thalamic inputs to a cortical simple
cell are partially overlapped in visual space (Reid and Alonso
1995; Alonso et al. 2001; Sedigh-Sarvestani et al. 2017).
Therefore, changes in the relative strength of ON and OFF
responses could potentially change the central position of the
RF and the temporal phase of the response. To quantify these
potential distortions in response timing, we measured the tem-
poral phase of visual responses to drifting gratings presented at
different spatial frequencies (while adjusting the temporal fre-
quency to keep the temporal phase equal). In this analysis, a
change from complete ON dominance to complete OFF domi-
nance should be associated with a temporal shift of 0.5 cycles if
the ON and OFF subregions are 50% overlapped. Figure 12a–e
illustrates the simple cell that showed the most pronounced
temporal shift in our sample (0.4 cycles). In this cell, changes in
spatial frequency caused temporal shifts that were four times
larger (Fig. 12a) than the shifts caused by changes in grating
contrast (Fig. 12b) or size (Fig. 12c) but similar to the shifts
caused by changes in spatial phase (Fig. 12d). However, because
this cell was direction selective (Fig. 12e), the temporal shift
associated with changes in spatial frequency could be due to
the cell direction selectivity (Adelson and Bergen 1985; Reid
et al. 1987; McLean and Palmer 1989; DeAngelis et al. 1993; Lien
and Scanziani 2018) and not the ON–OFF dominance.
Consistent with this interpretation, large temporal shifts were
rare in the rest of the simple cells that we studied including
those that responded strongly to equiluminant drifting gratings
(Fig. 12f–j). On average, changes in spatial frequency were asso-
ciated with relatively small temporal shifts in the visual
response (Fig. 13a–b) that were just slightly larger than the
average temporal shifts caused by changes in grating contrast
(Fig. 13c–d) and grating size (Fig. 13e–f). Therefore, we conclude
that changes in spatial frequency cause negligible changes in
the temporal phase of visual cortical responses.

Figure 10. Reducing stimulus size restricts the pool of ON- and OFF-dominated

cortical RFs to those with greater ON or OFF dominance, less orientation selec-

tivity, and smallest RFs. (a) Absolute contrast polarity plotted as a function of

Gabor circular variance for the two largest (left, eight and four) and two smal-

lest grating sizes (right, two and one). The Gabor circular variance is the circular

variance calculated from a Gabor fit to the RF. Only the most accurate Gabor fits

were selected (r2 ≥ 0.75, same for (a) and (c)). (b) Absolute contrast polarity plot-

ted as a function of circular variance measured with drifting gratings. Circular

variance was extracted from a von Mises fit to the orientation tuning and only

the most accurate fits were selected (r2 ≥ 0.6). (c) Absolute contrast polarity plot-

ted as a function of RF area extracted from a Gabor fit.
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ON Luminance/Response Saturation Explains Changes
in Cortical OFF Dominance

A simple model that uses an early saturating nonlinearity at the
photoreceptor can accurately simulate the changes in ON/OFF
dominance with spatial frequency that we describe (Fig. 14a).
The saturating retinal nonlinearity enlarges the spatial retinal
representation of the light half of the grating more than the
dark half (Fig. 14a–b). In turn, the enlarged light stimuli make
the spatial convolution of the retinogeniculate output and the
cortical RF more OFF dominated at low spatial frequencies
(Fig. 14c). This simple model makes cortical neurons more OFF-
dominated when stimulated with gratings of low spatial fre-
quency (Fig. 14d) and accurately replicates the changes in corti-
cal ON/OFF dominance that we describe (Fig. 14e, see Materials
and Methods for a more detailed description of the model).
Because dominant subregions are generally wider than flank
subregions (and respond to wider grating bars), flank/dominant
responses should become more balanced at the highest spatial
frequencies, as shown in our results. However, differences in
luminance/response saturation between ON and OFF pathways
(Fig. 14b) are enough to replicate our results (Fig. 14e) even if dif-
ferences in spatial resolution between dominant and flank sub-
regions (and differences in grating size) are not considered. It
should be noted that our model does not explain changes in
ON/OFF response balance that are dependent only on grating
size. Size suppression may independently increase ON/OFF
response balance and sharpen orientation selectivity (Chen
et al. 2005; Xing et al. 2005).

Discussion
As a visual target moves farther away from view, the size of its
image projected on the retina decreases and its spatial frequency
increases. As shown here, these stimulus changes are associated
with a pronounced modulation of ON/OFF response balance in
visual cortex. Large grating sizes with low spatial frequencies
drove five times more neurons with OFF-dominated than

ON-dominated RFs; however, the ratio of OFF-/ON-dominated RFs
approached a value of one when the stimulus size was reduced
and the spatial frequency increased. We show that this pro-
nounced modulation in ON/OFF dominance resulted from
changes in the relative strength of ON and OFF responses within
each neuron and not from a response reduction restricted to OFF-
dominated neurons. We also show that, as the stimuli became
smaller, the ON and OFF dominance became restricted to cells
with the smallest RFs, strongest ON/OFF dominance, and poorest
orientation selectivity, a set of properties that are ideal to signal
the light/dark polarity of small stimuli regardless of their orienta-
tion. In summary, our results indicate that changes in the spatial
frequency of a stimulus due to changes in viewing distance and/
or optical blur (Held et al. 2012) modulate the balance of ON and
OFF cortical responses encoding the stimulus.

Dark/Light Asymmetries are Modulated by the Stimulus
Spatial Frequency and Size

Gratings with low spatial frequencies have been previously
shown to drive stronger OFF than ON cortical responses in
anesthetized cats (Onat et al. 2011; Kremkow, Jin, et al. 2014)
and a similar relationship was demonstrated in natural images
with dark pixels being more common at low spatial frequencies
(Cooper and Norcia 2015). Our results provide further support
for this relationship by showing that low spatial frequencies
drive five times more neurons with OFF-dominated than ON-
dominated RFs in area V1 of awake primates.

The finding that cortical OFF dominance is most pro-
nounced at low spatial frequencies may appear paradoxical
given that the ON pathway has lower spatial resolution than
the OFF pathway in both retina (Wassle et al. 1981; Chichilnisky
and Kalmar 2002) and visual cortex [cat: (Kremkow, Jin, et al.
2014); primate: this paper]. This paradox can be explained by
an early saturating nonlinearity in the luminance/response
function of the retina that strengthens ON responses to high
spatial frequencies and small stimuli but also makes ON RFs
larger [(Kremkow, Jin, et al. 2014), see also (Westheimer 2008)].

Figure 11. Increasing the grating spatial frequency reduces the phase selectivity of cortical responses and the percentage of complex RFs that can be mapped by grat-

ing spike-trigger-averaging. (a) Temporal impulse responses from two example neurons (cells 1 and 2) measured with gratings presented at the preferred phase (Pref.

phase) and at phases separated from the preferred one by 0.25 (−0.25 and −0.75) or 0.5 phase cycles (−0.5). The temporal impulse responses were calculated as the

average response to the 10 preferred gratings from the size-8 sequence, selected from a grating set that had either lower (top) or higher (bottom) spatial frequency

than the preferred spatial frequency of the cell. Notice that the phase selectivity is lower for high spatial frequencies (bottom, responses similar across all phases)

than for low spatial frequencies (top, responses stronger to the preferred phase than other phases). (b) Phase selectivity for all cells (all, dark red) and for those with

low phase selectivity at high spatial frequencies (PS < 0.5, black). (c) Percentage of RFs, complex (black) and simple (orange), mapped with the four grating sequences,

size-8, size-4, size-2, and size-1, plotted as a function of the lowest spatial frequency within the sequence (0.05, 0.1, 0.2, and 0.4, respectively). Notice that the percent-

age of complex RFs mapped with grating sequences decreases linearly with the increase in the lowest spatial frequency of the sequence.
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The luminance/response saturation strengthens ON cortical
responses to small stimuli because it increases the size of the
activated retinal population, effectively enlarging the stimuli in
the retinal representation (e.g., widening the light half-cycle of
a grating or enlarging small light spots in dark background). We
call this stimulus enlargement neuronal blur because it resem-
bles the effect of optical blur but is mediated by neurons
instead of optics and affects differently lights and darks
(Kremkow, Alonso, et al. 2014; Kremkow, Jin, et al. 2014; Pons
et al. 2017; Mazade et al. 2018). The neuronal blur also enlarges
the ON RFs. Therefore, it should make visual acuity lower for
the ON than the OFF visual pathways and cortical retinotopic
mapping more precise for dark than light stimuli, a prediction
that has been experimentally demonstrated in cats, tree

shrews, and mice (Kremkow et al. 2016; Lee et al. 2016; Jimenez
et al. 2018). At the same time, the greater contrast/response gain
associated with the ON luminance/response saturation should
help to detect small light reflections with low contrast, which are
common in natural scenes (Cooper and Norcia 2015). The ON
luminance/response saturation can also help to normalize the
cortical responses to the brightest specular highlights that fre-
quently create overexposed areas in photography and can be also
important to estimate image mean luminance. Consistent with this
prediction, the psychometric curve for luminance judgments in
humans shows a saturation at maximum luminance that resem-
bles the ON luminance/response function (Nam and Chubb 2000).

Our results demonstrate that, as spatial frequency increases
and the stimulus size is reduced, ON and OFF responses

Figure 12. Example cells illustrating changes in the temporal phase of visual responses to drifting gratings with different spatial frequencies. (a–e) Visual responses

measured with black/white gratings in an example cell. PSTHs for (a) spatial frequency, (b) contrast, and (c) size tuning appear above, and measurements of phase

shifts appear below. The parameters for each response property appear on the y-axis for each PSTH series. Phase shifts are shown as a fraction of a cycle. Phase shifts

were calculated from the F1 harmonic for all responses where F1> F0. (d) PSTHs showing the tuning for spatial phase for the same cell, which was measured with

static gratings that were turned on and off at 1 Hz. The gratings were presented at 10 different spatial phases (0–0.9), starting at a time zero. (e) PSTHs showing the ori-

entation tuning for the same cell, which was measured with gratings drifting at 2 Hz. (f–j) Same as (a–e) for a second cell using RG equiluminant gratings.
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become more similar in strength. Importantly, this ON/OFF
equalization is not achieved by reducing the responses from
OFF-dominated neurons, which would compromise visual acu-
ity (i.e., the OFF pathway has the best spatial resolution).
Instead, the ON/OFF equalization is obtained by reducing the
ON/OFF dominance in both OFF-dominated and ON-dominated
neurons, a change that should help to detect edges more effec-
tively by flanking them with equally strong ON and OFF subre-
gions (Canny 1986). We also show that, at the spatial resolution
limit, the smallest stimuli can recruit only the ON- and OFF-
dominated RFs that are smallest, show the strongest ON/OFF
dominance and poorest orientation tuning, a set of properties
that may be needed for measurements of surface appearance
in natural scenes (Motoyoshi et al. 2007).

Dark/Light Asymmetries in Visual Perception

It would be surprising if the pronounced cortical OFF domi-
nance of carnivores and primates (Jin et al. 2008; Yeh et al. 2009;
Xing et al. 2010; Onat et al. 2011; Samonds et al. 2012; Kremkow,
Jin, et al. 2014; Liu and Yao 2014; Veit et al. 2014; Wang et al.
2015; Rekauzke et al. 2016) did not have a perceptual correlate.
Although asymmetries in the perception of darks and lights
have been quantified over the past decades, the first report of
these asymmetries can be traced back to the work of Leonardo
Da Vinci (MacCurdy 1938) and Galileo Galilei (Galilei 1632). Early
psychophysical studies reported higher contrast sensitivity for
detecting darks than lights in humans (Blackwell 1946; Short

1966; Bowen et al. 1989; Tyler et al. 1992; Kontsevich and Tyler
1999). However, physiological experiments demonstrated higher
contrast sensitivity for ON than OFF pathways (Chichilnisky
and Kalmar 2002; Zaghloul et al. 2003; Kremkow, Jin, et al. 2014).
This paradox between psychophysics and physiology may be
explained by differences in mean luminance, stimulus duration,
and background across experiments, which affect both human
contrast sensitivity (Komban et al. 2011; Luo-Li et al. 2016) and
the strength of neuronal responses (Komban et al. 2014;
Kremkow, Jin, et al. 2014). Importantly, even at high contrast,
humans still detect faster and more accurately dark than light
targets (Komban et al. 2011), read dark text on white back-
grounds faster than light text on dark backgrounds (Bauer and
Cavonius 1980; Buchner and Baumgartner 2007). Moreover,
humans rely more on luminance values that are darker than
the mean when judging luminance variance in textures (Chubb
and Nam 2000), sometimes using mostly the darkest elements
with nearly −1 Weber contrast (Chubb et al. 1994, 2004).
Therefore, in a wide variety of tasks and stimulus conditions,
humans see darks more accurately and faster than lights.

Functional Significance of Changes in ON/OFF Response
Balance

Cortical OFF dominance may originate as a need to compensate
for the presence of more darks than lights in natural scenes
(Geisler 2008; Ratliff et al. 2010; Cooper and Norcia 2015). It could
also originate as a consequence of the neuronal blur within the

Figure 13. Changes in spatial frequency have a limited effect on the temporal phase of visual responses to drifting gratings. (a, c, e) Average phase shifts for spatial fre-

quency, contrast, and phase measured with drifting luminance gratings (units are fractions of a cycle). (b) (d, f) Average phase shifts for spatial frequency, contrast, and

phase measured with drifting equiluminant gratings. Notice that not all cortical simple cells could be measured with all stimulus conditions. Measurements of spatial

frequency were obtained in 72 cells, luminance contrast in 31 cells and grating size in 53 cells. Measurements with equiluminant gratings were restricted to a small pop-

ulation of simple cells that were color responsive (10 for spatial frequency, 3 for color contrast, and 5 for grating size). Error bars show standard errors of the mean.
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ON pathway (Kremkow, Jin, et al. 2014; Pons et al. 2017) that
could explain why the spatiotemporal resolution is higher in the
OFF than the ON pathway (Komban et al. 2014; Kremkow, Jin,
et al. 2014), and why cortical retinotopy is more precise for OFF
than ON responses (Kremkow et al. 2016; Lee et al. 2016). In addi-
tion, our results indicate that cortical OFF dominance could help
signal changes in optical blur and the viewing distance of a stim-
ulus. As a stimulus moves closer to the observer, its projection
on the retina increases in size and decreases in spatial fre-
quency making cortical responses more OFF dominated.
Similarly, as the observer focuses objects at far distance, the reti-
nal projection of surrounding stimuli becomes blurred and lower
in spatial frequency making cortical responses more OFF domi-
nated. High spatial frequencies decrease with optical blur and
low illumination (the pupil also becomes larger). Therefore, the
visual cortex may be able to reach its highest ON/OFF response
balance when the observer brings small distant targets into
focus in brightly illuminated scenes.
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