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Nearly every introductory epidemiology course begins with a focus on person, place, and time, the key
components of descriptive epidemiology. And yet in our experience, introductory epidemiology courses were the
last time we spent any significant amount of training time focused on descriptive epidemiology. This gave us the
impression that descriptive epidemiology does not suffer from bias and is less impactful than causal epidemiology.
Descriptive epidemiology may also suffer from a lack of prestige in academia and may be more difficult to fund.
We believe this does a disservice to the field and slows progress towards goals of improving population health
and ensuring equity in health. The severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) outbreak and
subsequent coronavirus disease 2019 pandemic have highlighted the importance of descriptive epidemiology
in responding to serious public health crises. In this commentary, we make the case for renewed focus on
the importance of descriptive epidemiology in the epidemiology curriculum using SARS-CoV-2 as a motivating
example. The framework for error we use in etiological research can be applied in descriptive research to focus
on both systematic and random error. We use the current pandemic to illustrate differences between causal and
descriptive epidemiology and areas where descriptive epidemiology can have an important impact.

descriptive epidemiology; methods; surveillance; teaching

Abbreviations: COVID-19, coronavirus disease 2019; SARS-CoV-2, severe acute respiratory syndrome coronavirus 2.

Editor’s note: The opinions expressed in this article are
those of the authors and do not necessarily reflect the views
of the American Journal of Epidemiology.

The severe acute respiratory syndrome coronavirus 2
(SARS-CoV-2) outbreak and subsequent coronavirus
disease 2019 (COVID-19) pandemic have highlighted the
importance of descriptive epidemiology in responding to
serious public health crises. Key descriptive questions whose
answers should inform the pandemic response include: Who
is being infected and dying, according to age, sex, race,
socioeconomic status (person)? Where are infection rates
in local geographies rising and falling (place)? And how
are rates of infection and case fatality changing (over time)
(1–3)?

Given that we had tools to reduce the risk of COVID-19
infection (namely physical distancing) since the beginning

of the pandemic, answers to these questions have the po-
tential to allow policy makers to create and/or align existing
policies to reduce transmission and improve survival in
communities they serve, allow targeting of scarce resources
(e.g., testing, tracers, and vaccines) to where they are
most needed, and hold us accountable for the equitable or
inequitable response to the pandemic (e.g., understanding
the distribution of disease relative to the distribution of
testing resources). Of course, descriptive epidemiology
alone does not determine policy, which also must account
for the economic or political consequences of public health
measures, but without descriptive epidemiology on where
transmission is occurring in terms of person, place, and time,
making good policy decisions is nearly impossible.

We could arguably do a better job of prioritizing descrip-
tive epidemiology in: 1) our research portfolios and 2) the
teaching mission of our discipline. Academic epidemiol-
ogists often leave descriptive epidemiology to practition-
ers working in governmental settings (Centers for Disease
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Control and Prevention, National Center for Health Statis-
tics, and others), possibly because of a (reality-based) per-
ception that it is hard to get descriptive studies funded and
published. This, then, leaves the teaching of descriptive
epidemiology to faculty whose research is not focused on
this topic, and who have minimal experience of the reali-
ties of doing descriptive epidemiology. For example, given
privacy and confidentiality concerns surrounding surveil-
lance data, academic epidemiologists rarely get hands-on
understanding of the messiness of those data, the experience
of generating descriptive statistics, or the opportunity to
apply advanced methods that would improve the utility
of those data. It also means that often (not always), the
most rigorous descriptive epidemiology is published in the
appendices of technical governmental reports, rather than
scientific journals, and may not be easily accessible to
academic researchers.

In this commentary, we highlight the need for method-
ological rigor in descriptive epidemiologic training and anal-
yses. We do so using the SARS-CoV-2 pandemic as a
motivating example, although the issues we raise are not
specific to the current pandemic.

WHAT IS DESCRIPTIVE EPIDEMIOLOGY?

There is no standard definition of descriptive epidemiol-
ogy. The Centers for Disease Control and Prevention’s Field
Epidemiology Manual says that “this task, called descrip-
tive epidemiology, answers the following questions about
disease, injury, or environmental hazard occurrence: What?
How much? When? Where? Among whom?” (4, p. 106).
The Dictionary of Epidemiology says descriptive studies
are “ . . . more concerned with describing associations than
with analyzing and explaining causal effects” and refers to
“General descriptions concerning the relationship of disease
to basic characteristics such as age, gender, ethnicity, occu-
pation, social class, and geographic location” (5, p. 72).

We contend that descriptive epidemiology seeks to char-
acterize the distributions of health, disease, and harmful or
beneficial exposures in a well-defined population as they
exist, including any meaningful differences in distribution,
and whether that distribution is changing over time. Descrip-
tive epidemiology also seeks to embed this data in the
historical and sociological context, so that we can attempt
to understand the ways in which that context contributes to
patterns of disease and mortality (see our example below
describing the distribution of COVID-19 according to race
given the history of systemic racism). This is not the same
as estimating the causal effects of these contexts, because it
does not involve estimating the incidence of disease absent
the historical context.

A simple framework for descriptive epidemiology

When teaching causal inference, often a framework is
used to guide the approach (6). Outlining a full framework
for descriptive inference is beyond the scope of this com-
mentary; however, briefly, the first step is asking a clear
question (7). The target quantity of interest for descriptive
epidemiology is some feature of the underlying true disease

distribution in a well-defined target population. As with—
and perhaps more so than with—causal questions, asking
good descriptive questions requires grounding them in the-
ory about the disease-generating process (8) and defining a
clear target population (9).

Accurately answering descriptive questions requires ap-
propriate sampling, valid measurement of the outcome and
any covariates, and appropriate data analysis. Because caus-
al inference focuses on a contrast (absolute or relative)
of disease distributions across exposure groups, if we can
assume that covariates associated with sampling are not
effect measure modifiers on the scale of interest, the sam-
pling mechanism can be ignored (10). There may be reasons
not to prioritize representative sampling for causal questions
(11), for example, to increase precision. However, represen-
tative sampling (or stratified sampling with a clear sampling
frame) is a key concern in descriptive epidemiology. To
understand the validity of a sampling strategy, the target
population must be well-defined. Because descriptive epi-
demiology makes inferences from the sampled population to
the target population (and not across exposure groups), lack
of a sampling frame or failure to define the target population
makes inference nearly impossible. Sampling need not be
representative (e.g., we might oversample some groups,
then reweight the data to account for the oversampling);
however, better understanding of survey sampling methods
might improve descriptive epidemiologic studies. Arguably,
coursework on survey sampling methods should be a core
part of graduate epidemiology curricula.

Early COVID-19 work provides an example of how a
poorly conceived sampling strategy can lead to poor infer-
ence in descriptive epidemiology. Early serological surveys
enrolled a sample of volunteers interested in knowing their
SARS-CoV-2 antibody status (12). These surveys likely
oversampled people who had experienced COVID-19-like
symptoms during the Spring of 2020, and the resulting
prevalence estimates were likely much higher than would
have been obtained from a random population sample. Here,
measurement error (as the tests used were not perfect at
detecting COVID-19 antibodies and, due to low prevalence
of COVID-19, false positives probably overwhelmed true
positives) also likely biased results. However, in contrast to
causal analyses, confounding bias is not an issue (indeed,
confounding bias is not defined for this question).

Descriptive questions ask about the distribution of some
outcome in a single target population under exposure con-
ditions that the population actually received (i.e., only the
factual exposures, not counterfactual exposures). Yet asking
a descriptive question does not preclude thinking about the
exposure conditions and historical context that produced
the disease distribution and allowing them to guide the
study design. For COVID-19, descriptive questions should
be informed by theories including those related to infec-
tious disease transmission dynamics (and transmission of
respiratory infection dynamics specifically), social theory
on fundamental causes of disease distribution, life-course
theory, and ecosocial theory to name a few (13). We might
ask what proportion of the population has been infected with
COVID (in terms of sociodemographic factors and space
and time). To answer this question, we need to define our
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target population of interest. This may be the population of
the United States (or some other country) or a state within,
or it could be a community, population, or location in which
transmission is expected due to close contact (e.g., schools,
restaurants, or churches). We then need to sample appro-
priately from that population such that our estimates of
risk are representative of the population. We need valid
measurement techniques (tests for COVID with high sen-
sitivity and specificity) to generate valid estimates of the
population prevalence or incidence of disease. And finally,
we need to decide according to what characteristics, if any,
we present the data. Ideally this should be done prior to data
collection to ensure valid data collection measures are used,
and, in some cases, sampling techniques need to be mod-
ified for populations with small numbers (e.g., oversam-
pling methods). For example, if we understand that systemic
racism is a fundamental determinant of health, we might
prioritize questions that describe the distribution of COVID-
19 according to race. If we understand how different “essen-
tial” professions are unequally valued by society, we might
prioritize describing the distribution of COVID-19 accord-
ing to occupation, given that workers in many occupations
deemed essential were required to work in close contact
with other people, thus increasing their risk for infection, but
offered unequal protections. For example, while the dangers
of personal protective equipment shortages for medical pro-
fessionals were widely publicized, there was not a similar
national effort to provide high-quality masks to janitorial
staff in health-care settings or workers in grocery stores.

Bias and error in descriptive epidemiology

We would like to see more emphasis (in research and
teaching) on bias and error in the context of descriptive
epidemiology. As with causal epidemiology, descriptive epi-
demiology needs to contend with random error, preferably
summarized using confidence intervals around key param-
eters, whether they be rates and proportions or descriptive
associational measures.

And as with causal epidemiology, descriptive epidemiol-
ogy also needs to contend with bias and systematic error.
Some biases that influence descriptive epidemiology are not
the same as, or behave differently from, biases in causal
investigations. The most prominent would be confounding.
Unlike in causal epidemiology, where analytical adjustment
to control for confounding is essential, in descriptive epi-
demiology, there are times when analytical adjustment is
helpful but others where it is not (7). In our experience,
students frequently fail to tailor their study design to their
question and overadjust or mention “unmeasured confound-
ing” as a limitation in their descriptive studies.

Selection bias should also be considered and mitigated
in descriptive epidemiology. As discussed above, there may
be some selection mechanisms that do not cause bias in
the estimation of causal parameters (another example is
selecting all cases and a sampling of the study base in case-
control studies), that would preclude estimation of descrip-
tive parameters like risks or rates.

Another source of bias in descriptive epidemiology is
measurement error. Using well-validated tools and measure-

ment techniques that have high sensitivity and specificity to
measure important study variables (in particular the outcome
and any stratifying variables) is essential for generating valid
results that can lead to strong inferences and to positive pub-
lic health action. Techniques like quantitative bias analysis
can be applied to descriptive epidemiology to account for
poor measurement, although the approaches have received
less attention in this space. Descriptive epidemiology is also
affected by nonrandomly missing data on the outcome or key
covariates used to stratify risk.

A note on theory in descriptive epidemiology

Descriptive epidemiology is a vital component of public
health and crucial to ensuring that health and wellness are
attainable by all. History and epidemiologic theory (which,
in our experience, are also given limited space in epidemiol-
ogy curricula), such as critical race public health praxis (14),
tell us that the current distributions of health and illness are
the result of decades or centuries of injustices and inequities.
The current SARS-CoV-2 pandemic is exacerbating most, if
not all, of the inequities that we have seen in the past, in the
United States and around the world (15). Poorly executed
descriptive epidemiology—for example, based on uncritical
or unexamined choices about what data to collect, how to
classify populations, or what (if any) variables to control
for in analyses—has the potential to reinforce narratives and
power structures that led to inequities in the first place. In
contrast, well-executed, theoretically grounded descriptive
epidemiology can provide us with tools and evidence to
actively dismantle these structures, provided we are inten-
tional in defining our questions and designing our studies.

Stratification and adjustment in descriptive
epidemiology: understanding who, where, and when

When the goal of a study is descriptive, the first question
to ask is “What is the goal of this description, and does
it require (stratification on or) adjustment for additional
variables? (7)” Descriptive analyses often involve stratifying
results by pertinent population descriptors to assess het-
erogeneity across and within groups, to target resources or
identify groups at high risk of disease. Stratification can help
us identify differences between groups or areas and as such
is a critical tool for descriptive epidemiology. As described
above, our choices about which variables to consider as
strata should be driven by theory and context. As with the
investigation of effect heterogeneity, blindly stratifying by
all available covariates runs the risk of returning spurious
associations (16, 17).

There are important reasons descriptive statistics are
sometimes more useful after adjustment for some variables
(e.g., age) that are known to affect the outcome and whose
distribution differs across populations (18). Such adjustment
may help us hypothesize about reasons for variability within
or across populations to better identify disparities in disease
distribution that might otherwise be masked. For example,
if we sought to describe differences in COVID mortality
between doctors and nurses, we might adjust for differences
in age distributions (19) to focus on occupational hazards
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rather than known age-related hazards. In other instances,
however, age adjustment can prevent appropriate targeting
or resources (20). This is because adjusting away a major
difference between 2 populations, one of which is, on
average older than the other, may make it seem that rates
of diseases are the same, and therefore require equivalent
resources, when in fact there is more disease in the older
population.

As another example, early descriptions of COVID mor-
tality by race and ethnicity (inappropriately) adjusted for
geography, obscuring disparities due to systemic racism
(21, 22). In some cases, adjusting for place adjusts away
the policies that drove people to live where they do (e.g.,
redlining) and that influenced other health conditions in
residents of those places (e.g., availability of healthy foods
and concentration of air pollution). Therefore, inappropriate
adjustment makes it harder to see the magnitude of dispari-
ties. We note here that in a causal context, place could be a
confounder in some circumstances or a mediator in others.
In descriptive epidemiology, this distinction may be less
relevant to whether to adjust; the question of interest should
guide this decision. Overall, understanding how adjustment
changes the results and, critically, the question, would help
guide the decision of whether to adjust in the descriptive
question at hand, and no adjustment should be implemented
without a clear rationale for why adjustment is needed and
a thorough understanding of the implications for interpreta-
tion of the results with adjustment. A robust understanding
of the utility of adjustment will require that we stop equating
“adjustment” with “confounder control” (which implies a
causal question) (18).

The line between descriptive and causal epidemiology

Observing differences in disease distribution across pop-
ulations often inspires causal hypotheses. This can make
it difficult to identify where descriptive epidemiology ends
and causal epidemiology begins. Indeed, there is a contin-
uum from descriptive to causal epidemiology and no clear
line exists between them. But, in our view, too often this
leads to prioritizing causal epidemiology over descriptive
epidemiology in our training programs. Even the Centers for
Disease Control and Prevention’s own text quickly pivots
from “[descriptive epidemiology conveys] the extent and
pattern of the public health problem being investigated” to
“this information in turn provides important clues to the
causes of the disease” (23, p. 1–31) as if descriptive epidemi-
ology is merely a waystation on the path to causal inference.
Descriptive epidemiology can be hypothesis generating but
has utility on its own.

Part of the confusion between causal and descriptive
epidemiology may result from a failure to clearly delineate
different types of questions and from teaching analytical
methods separately from specific questions being asked of
the data. The literature describing different analytical goals
and how those goals are linked to analytical strategies is thin,
albeit growing (24–28). Most textbooks that discuss adjust-
ment (whether standardization, stratification, or regression)
do so in the context of confounder control, without acknowl-
edging there are other possible goals of statistical adjustment

(e.g., the “partial adjustment” approach described above)
(18). Leading with 1) types of questions, then 2) how to
ask a good question within that type, and 3) identifying the
appropriate methods for the question is key to getting better
information to inform public health action (29).

Failing to have a clear analytical plan for descriptive epi-
demiology can lead to poor execution and interpretation (30–
32) that lands somewhere between descriptive and causal
approaches. Such studies are often framed as “risk-factor”
analysis (33), which, given there is no clear definition of a
“risk factor,” creates more confusion. For example, media
coverage of a preprint investigating “risk factors” for
COVID-19–related death (34–36) inappropriately interpreted
a conditional association between smoking and COVID-
19 mortality as “protective” although it was adjusted for
causal intermediates and potential colliders (37, 38). “What
are rates of COVID-19 among smokers?” could be clearly
framed as a descriptive question (and no adjustment would
be warranted) or reframed as a causal question (“What is
the effect of smoking on COVID-19 risk?”; appropriate con-
founder control would be required). This anecdote highlights
the need to 1) be clear in what our goals are in epidemiologic
research (description vs. causation, or perhaps prediction),
2) be cautious and deliberate in how we conduct and interpret
descriptive studies (e.g., avoid multivariable models as a
default analytical strategy), 3) be clear in how we communi-
cate descriptive epidemiology results, and 4) not shy away
from descriptive epidemiology when it can provide useful
insights.

CONCLUSION

We as a field need to devote more attention to the teaching
and development of methodological guidance on the cre-
ation and dissemination of good descriptive epidemiology.
Having a course that is focused solely on descriptive epi-
demiology would be one way to convey its importance. An
alternative would be to weave descriptive epidemiology into
all courses but ensure it is given appropriate prominence.
We would like to see epidemiology journals encouraging
publication of methodology and applied papers on descrip-
tive epidemiology, and our training, evaluation, funding,
and promotion committees recognizing the value of such
contributions to our discipline. Finally, we would like to fos-
ter academic–public health practice partnerships so that the
innovations in descriptive epidemiology born out of neces-
sity in the face of real-world surveillance data and pressing
public health problems can be embraced and addressed by
multidisciplinary teams.
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