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Abstract

Objective

Multiple linear regression (MLR) and machine learning techniques in pharmacogenetic
algorithm-based warfarin dosing have been reported. However, performances of these
algorithms in racially diverse group have never been objectively evaluated and compared.
In this literature-based study, we compared the performances of eight machine learning
techniques with those of MLR in a large, racially-diverse cohort.

Methods

MLR, artificial neural network (ANN), regression tree (RT), multivariate adaptive regression
splines (MARS), boosted regression tree (BRT), support vector regression (SVR), random
forest regression (RFR), lasso regression (LAR) and Bayesian additive regression trees
(BART) were applied in warfarin dose algorithms in a cohort from the International Warfarin
Pharmacogenetics Consortium database. Covariates obtained by stepwise regression from
80% of randomly selected patients were used to develop algorithms. To compare the perfor-
mances of these algorithms, the mean percentage of patients whose predicted dose fell
within 20% of the actual dose (mean percentage within 20%) and the mean absolute error
(MAE) were calculated in the remaining 20% of patients. The performances of these tech-
nigues in different races, as well as the dose ranges of therapeutic warfarin were compared.
Robust results were obtained after 100 rounds of resampling.

Results

BART, MARS and SVR were statistically indistinguishable and significantly out performed
all the other approaches in the whole cohort (MAE: 8.84-8.96 mg/week, mean percentage
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the Doctoral Program of Higher Education within 20%: 45.88%—46.35%). In the White population, MARS and BART showed higher
(20120162120078) mean percentage within 20% and lower mean MAE than those of MLR (all p values < 0.05).
Competing Interests: The authors have declared In the Asian population, SVR, BART, MARS and LAR performed the same as MLR. MLR and

that no competing interests exist. LAR optimally performed among the Black population. When patients were grouped in terms

of warfarin dose range, all machine learning techniques except ANN and LAR showed signifi-
cantly higher mean percentage within 20%, and lower MAE (all p values < 0.05) than MLR in
the low- and high- dose ranges.

Conclusion

Overall, machine learning-based techniques, BART, MARS and SVR performed superior
than MLR in warfarin pharmacogenetic dosing. Differences of algorithms’ performances
exist among the races. Moreover, machine learning-based algorithms tended to perform
better in the low- and high- dose ranges than MLR.

Introduction

Warfarin is a widely used oral anticoagulant agent with a narrow therapeutic window and
extremely wide inter-individual variability in dose requirement [1]. The consequences of inad-
equate dosing include over-anticoagulation or hemorrhage, as well as recurrence of the throm-
botic event for which the drug was indicated and developed. Much effort has been devoted to
improve warfarin dose recommendations and reduce the unpredictability of warfarin response
[2], such attempts include adjustment of warfarin dose based on the measurements of the inter-
national normalized ratio and development of new ways to determine the appropriate warfarin
dose. Non-genetic and genetic factors significantly contribute to inter-individual variability in
warfarin dose requirement. Non-genetic factors, such as age, height, weight, race and the use of
drugs interacting with warfarin, have been reported to affect the variability of responses to war-
farin [3-6]. Furthermore, genetic factors are considered determinants of warfarin dose require-
ment. Particularly, polymorphisms in cytochrome P450 2C9 (CYP2C9) and vitamin K epoxide
reductase complex 1 (VKORCI) genes have generally contributed to 6-18% and 15-30% of
warfarin dose variability, respectively [7-12]. CYP2C9 polymorphisms alter the pharmacoki-
netics of warfarin, whereas VKORCI polymorphisms affect its pharmacodynamics.

Previous studies have developed predictive pharmacogenetic dosing algorithms for warfarin,
and the results showed that the algorithms predicted 37-55% of the patient’s warfarin stable dose
(WSD) [3, 5, 6,9, 12-20]. Most of the dosing algorithms mentioned above are based on multiple
linear regression (MLR) methods, which are commonly employed to obtain dosing data [3].
Moreover, these pharmacogenetic algorithms are derived from different racial groups, with ther-
apeutic WSD acting as dependent variable, and several genetic and non-genetic factors as inde-
pendent variables. However, MLR demonstrates some well-known limitations that may affect the
prediction accuracy. More importantly, the relationship between the dependent and independent
variables is complex and non-linear. For example, previous investigations proved that the inter-
action between CYP2C9 and VKORCI genotypes is related to the outcomes of anticoagulant
drugs, such as in the maintenance dose for phenprocoumon [21] and warfarin [22], hence, MLR
may not be most feasible method to accurately predict the outcomes of these drugs [23].

Other machine learning techniques have been tested to predict the optimal warfarin mainte-
nance dose because of their advantages, including lack of parametric assumptions, high power
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and flexibility. Three machine learning approaches, namely, random forest regression (RFR),
boosted regression tree (BRT) and support vector regression (SVR), were employed to predict
warfarin maintenance dose in a cohort of African Americans; many genotypic variables were
incorporated and the R® between the predicted and actual square root of warfarin dose in this
model showed an average 66.4% for RFR, 57.8% for SVR, and 56.9% for BRT, compared with
27% reported by the International Warfarin Pharmacogenetics Consortium (IWPC) [24] for
African Americans [25]. Artificial neural network (ANN) has also been applied and appears to
be a promising tool in warfarin maintenance dose prediction with an average absolute error of
5.7 mg/week [26].

To date, identifying which algorithm performs better (either MLR or machine learning tech-
niques based algorithms) is difficult. On the one hand, several predictors are currently used in
published warfarin pharmacogenetic algorithms. On the other hand, these algorithms are
derived from studies involving cohorts with different racial backgrounds. Little information is
available on the comparative performance of machine learning and MLR-based warfarin phar-
macogenetic algorithms, and only few of these algorithms have been compared for predictive
accuracy in racially homogeneous and small populations [25, 27, 28]. The present study aimed
to perform a systematic review of the current literature to compare the performance of warfarin
machine learning pharmacogenetic techniques with that of MLR and evaluate these algorithms
in terms of race and therapeutic warfarin dose range.

Materials and Methods
Literature Search and Algorithm Selection

To identify publications on machine learning warfarin pharmacogenetic dosing algorithm, we
conducted a web-based literature search in PubMed using various combinations of the follow-
ing keywords: ‘warfarin’, ‘machine learning’, ‘pharmacogenetics’, ‘CYP2C9’, ‘VKORCI’ and
‘data mining’. Our literature search was limited to journal articles published before May 31,
2014. From among the publications on WSD prediction, Six reported machine learning tech-
niques were selected, namely ANN [26], regression tree (RT) [29], multivariate adaptive regres-
sion splines (MARS) [3], BRT, SVR and RFR [25]. In addition to the six machine learning
based techniques mentioned above, two classical machine learning techniques, namely, lasso
regression (LAR) and Bayesian additive regression trees (BART) and the most widely used
MLR were included in our study for comparison.

The International Warfarin Pharmacogenetic Consortium Cohort

IWPC open access data downloaded from the PharmGKB website (http://www.pharmgkb.org/
downloads/) were used to develop and compare the algorithms, data from the website included
6256 patients treated with warfarin. Patients were recruited by 22 research groups from nine
countries in four continents. Genetic and non-genetic information, including patient clinical
information, concomitant medications, therapeutic doses, and their CYP2C9 and VKORCI
rs9923231 (-1639G/A) genotypes were recorded and supplied [3].

Prior to analysis, we excluded the following patients: 1) those lacking of non-genetic infor-
mation (height, weight and age), which is necessary to calculate warfarin stable dose; 2)
patients lacking genotype information about their CYP2C9 or VKORCI 159923231 genotypes;
and 3) those who have not yet achieved warfarin stable dosage. Finally, a total of 4798 patients
were selected for subsequent analysis. They were divided into four cohorts, White, Asian,
Black, and missing or mixed race, with a population of 2718, 1156, 665 and 259, respectively.
Considering the small sample size of missing or mixed race, comparative analysis by race was
conducted among the three other cohorts only.
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Comparison of Performances of the Algorithms

Performances of the algorithms were compared using two evolution indexes, namely, mean
absolute error and the percentage of patients whose predicted warfarin dose was within 20% of
the actual dose in the validating cohort. The mean absolute error (MAE) is the average of the
absolute value of predicted dose minus the actual dose. We selected the percentage of patients
within 20% of the actual dose (percentage within 20%) because a change in warfarin dose
greater than 20% may be considered clinically significant, and this definition has been widely
accepted and applied [4]. The MAE and percentage within 20% of the algorithms were also
compared in terms of race and warfarin dose range. Warfarin dose range was divided into
three categories based on the 25% and 75% quantiles of WSD by races: low dose (<14 mg/
week), intermediate dose (14-26.25 mg/week), and high dose (>26.25 mg/week) in the Asian
population; low dose (<22 mg/week), intermediate dose (22-42.49 mg/week), and high dose
(>42.49 mg/week) in the White cohort; low dose (<30 mg/week), intermediate dose (30—

52.5 mg/week), and high dose (>52.5 mg/week) in the Black cohort; and low dose (<22.5
mg/week), intermediate dose (22.5-40 mg/week), and high dose (>40 mg/week) in the missing
or mixed race.

Statistical Analyses

Descriptive statistics was used to determine frequency distributions, percentage distributions,
means and standard deviations. Chi-square test was used to assess deviations of allele frequen-
cies from Hardy-Weinberg equilibrium.

All the algorithms were implemented using R statistical software. To develop warfarin
dose algorithms in the training cohort, stepwise regression was used to select the covariates
related to WSD, as the dependent variable in the prediction models. In the entire cohort,
covariates including race, VKORCI and CYP2C9 genotypes, age in years, weight in kg, height
in cm, smoking history, amiodarone use, and use of enzyme inducer were used as indepen-
dent variables; in the Asian cohort, the covariates included VKORCI and CYP2C9 genotypes,
age in years, weight in kg, amiodarone use, and smoking history; and in the White and Black
cohorts, the predictors were VKORCI and CYP2C9 genotypes, age in years, weight in kg,
amiodarone use, smoking history, and enzyme inducer use. Given that the WSD data were
not normally distributed, the square root of transformed weekly WSD was set as dependent
variable in all the prediction models. We used the rpart package for RT, RSNNS package
for ANN, gbm package for BRT, randomForest package for RFR, earth package for MARS,
e1071 package for SVR, bartMachine package for BART and glmnet package for LAR. Default
parameters were used.

To obtain robust results, resampling was performed. In the entire cohort, we randomly
selected 80% (3838 patients) among the eligible patients, as the “derivation cohort” to develop
all dose-prediction algorithms. The remaining 20% of the patients (960 patients) constituted
the “validation cohort,” which was used to test the final selected algorithms. The MAE and
mean percentage within 20% in the whole population, as well as in terms of warfarin dose
range were obtained after 100 rounds of resampling. Furthermore, 95% confidence interval
(CI) of MAE was calculated. Similar resampling processes were conducted with regard to race.
To test the differences of the mean percentage within 20% among these algorithms, two inde-
pendent sample t-tests were performed.

To determine a correlation between the average MAE and mean percentage within 20%,
Spearman’s correlation test was performed. All the above analyses were conducted with R
(Version 3.1.0).
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Results
Basic Characteristics of the Study Cohorts

A total of 4798 patients were included in our study. Among the 6256 patients in the IWPC
database, 1458 patients were excluded because of missing genetic information (CYP2C9 or
VKORC1 genotype) or non-genetic information (e.g. height, weight, or age), which are both
necessary to calculate the warfarin stable dose.

The characteristics of the 4798 patients are listed in Table 1. Among the patients, 83.64%
were aged 50 years or older. The mean and standard deviation of WSD were 32.33 and
17.42 mg/week, respectively. Amiodarone was administered in 220 patients, whereas enzyme

Table 1. Basic characteristics of International Warfarin Pharmacogenetics Consortium patients
included in this study.

Variable IWPC data
(n = 4798)
Warfarin dose—(mg/week);mean(SD) 32.33 (17.42)
Height—(cm); mean(SD) 168.42 (10.85)
Weight—(kg); mean(SD) 79.54 (22.53)
Population by race—(%)
Asian 1156 (24.09)
White 2718 (56.65)
Black 665 (13.86)
Missing or mixed race 259 (5.40)

Genotype (%)
VKORC1 rs9923231

A/A 1287 (26.82)
A/G 1479 (30.83)
G/G 1446 (30.14)
Unknown 586 (12.21)
CYP2C9
*1/*1 3549 (73.97)
*1/*2 646 (13.46)
*1/*3 394 (8.21)
*1/*5 6 (0.13)
*1/*6 3 (0.06)
*D[%D 50 (1.04)
*2/%3 57 (1.19)
*3/%3 12 (0.25)
Unknown 81(1.69)
Population by age (%)
<50 785 (16.36)
>50 4013 (83.64)
Number of females (%) 2027 (42.26)
Medications (%)
Enzyme inducer* 51 (1.06)
Amiodarone 220 (4.59)
Smoker 440 (9.17)

*Enzyme inducer defined as carbamazepine, phenytoin, rifampin or rifampicin

doi:10.1371/journal.pone.0135784.1001
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inducers, such as carbamazepine, phenytoin, rifampin or rifampicin were administered in 51
patients. About 73.97% of the total population was homozygous for the CYP2C9*1 allele,
whereas 4.17% comprised non-carriers of this wild-type allele. The frequencies of VKORCI-
1639 genotypes A/A, A/G and G/G were 26.82%, 30.83% and 30.14%, respectively. The allelic
frequencies of both genotypes when participants were grouped in terms of race were shown in
Hardy-Weinberg equilibrium.

Overall Comparison of Predictive Algorithms

In the whole validation cohort, most of the algorithms yielded similar MAE (8. 84-9.82
mg/week) and mean percentage within 20% (41.27-46.35%) (Table 2). Some machine learn-
ing-based algorithms, including SVR, MARS and BART resulted in lower MAE and higher
mean percentage within 20% (MAE ranged from 8.84 mg/week to 8.96 mg/week, mean per-
centage within 20% ranged from 45.88% to 46.35%) than those of all the other algorithms;
t-test results showed that all p values were <0.05 (Table A in S1 File). Among the algorithms,
MARS demonstrated optimal performance. By contrast, ANN performed the least feasible
(average MAE was 9.82; mean percentage within 20% was 41.27%). The average MAE was
inversely correlated with the percentage within 20% (Spearman’s correlation coefficient = -1,
p value < 0.01).

Predictive Algorithm Comparison by Race

Comparison of the algorithms’ performances in terms of race is presented in Table 2. Overall,
the difference in the mean percentage within 20% of the algorithms across the three cohorts
was much smaller than that in the average MAE. All the algorithms yielded similar mean per-
centage within 20% across racial groups. Furthermore, either the machine learning or MLR
based algorithms showed the lowest MAE in the Asian population (ranging from 6.16 to 6.62)
and the highest MAE in the Black population (ranging from 12.17 to 13.84). In the White pop-
ulation, BART, SVR, BRT, MARS and RFR, showed higher mean percentage within 20% and
lower MAE than those of MLR (all p values <0.05, Table B in S1 File). In the Asian population,
no significant difference existed in the MAE and mean percentage within 20% among SVR,
BART, BAR, MARS and MLR, these five techniques also performed better than the other

Table 2. Mean absolute error and percentage within 20% of actual dose in validation cohorts. Data are expressed as mean (95% CI) or percentage.
MAE: mean absolute error; MLR: multiple linear regression; SVR: support vector regression; ANN: artificial neural network; RT: regression tree; RFR: random
forest regression; BRT: boosted regression tree; MARS: multivariate adaptive regression splines; LAR: lasso regression; BART: Bayesian additive regres-
sion trees. To build warfarin dose algorithms in the whole training cohort, the covariates were race, genotypes of VKORC17 and CYP2C9, age in years, weight
in kg, heightin cm, smoking history, amiodarone use, and enzyme inducer use; in the Asian cohort, the covariates were genotypes of VKORC17 and CYP2C9,
age in years, weight in kg, amiodarone use, and smoking history; in the White and Black cohorts, the covariates were genotypes of VKORC1 and CYP2C9,
age in years, weight in kg, amiodarone use, smoking history, and enzyme inducer use.

Algorithms

SVR
ANN
RT
MLR
RFR
BRT
MARS
LAR
BART

doi:10.1371/journal.pone.0135784.1002

All(n = 960)

MAE

8.96 (8.33-9.60)
9.82 (9.16-10.49)
9.57 (8.91-10.24)
9.28 (8.63-9.92)
9.05 (8.42-9.69)
8.95 (8.33-9.58)
8.84 (8.22-9.46)
9.28 (8.64-9.93)
8.87 (8.25-9.50)

Within 20%

45.88
41.27
43.04
43.97
45.34
45.57
46.35
43.95
46.03

Asian(n = 231) White(n = 544) Black(n = 133)

MAE Within 20% MAE Within 20% MAE Within 20%
6.15 (5.39-6.90) 46.43 9.59 (8.65-10.53) 44.99 12.41 (10.44-14.39) 42.20
6.54 (5.77-7.31) 42.87 10.60 (9.62-11.57) 40.27 13.26 (11.20-15.32) 40.11
6.55 (5.77-7.33) 4237 10.59 (9.61-11.58) 40.69 13.84 (11.72-15.96) 37.46
6.17 (5.42-6.93) 46.16 10.00 (9.05-10.94) 4277 12.17 (10.23-14.10) 4324
6.26 (5.50-7.02) 45.16 9.70 (8.76-10.64) 44.00 12.69 (10.67—14.71) 4156
6.26 (5.50-7.02) 4529 9.58 (8.65-10.51) 44.60 12.55 (10.58-14.52) 4216
6.10 (5.36-6.84) 46.56 9.36 (8.45-10.27) 46.22 12.33 (10.40-14.27) 4215
6.18 (5.42-6.93) 46.10 10.00 (9.05-10.95) 42.67 12.17 (10.23-14.10) 43.30
6.07 (5.32-6.81) 46.73 9.45 (8.53-10.37) 46.06 12.32 (10.40-14.24) 41.76
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algorithms (Table C in S1 File). By contrast, in the Black population, MLR and LAR performed
better than any other machine learning based algorithms (all p values <0.05; Table D in S1
File). More importantly, the good predictive ability of MARS and BART were stable across the
racial groups. MARS and BART showed the lowest MAE and the highest mean percentage
within 20% in the White and Asian populations.

Comparison of Predictive Algorithms within Warfarin Dose Range

Opverall, the algorithms provided more accurate prediction in the intermediate- dose range
than in the low- or high-dose ranges (Table 3). In the intermediate-dose range, all the algo-
rithms showed mean percentages within 20% in at least 55% of the patients, but a maximum of
only 23.79% and 38.94% in the low- and high-dose ranges, respectively.

The performances of certain machine learning-based algorithms were better than that of
MLR with regard to warfarin stable dose range (Table 3). LAR performed the same as MLR in
the intermediate-dose range (Table 3, Table E in S1 File). In extremely low or high warfarin
dose range, six machine learning algorithms, SVR, RT, RFR, BRT, MARS and BART performed
better than MLR, with significantly lower MAE and higher mean percentage within 20% (all
p values <0.05, Tables F and G in S1 File). Compared with MLR, the mean percentage within
20% of these six machine-learning based algorithms increased by 1.52% to 6.62% and 2.63% to
6.37% in the low- and high-dose ranges, respectively (Table 3).

Discussion

Overall, our study mainly found similar performances of the nine algorithms. However, SVR,
MARS and BART provided superior accuracy over MLR in predicting warfarin stable dosage
in the whole cohort. In the White population, MARS and BART performed superior. SVR,
MARS, MLR, BART and LAR performed statistically indistinguishable and better than any
other algorithms in the Asian population, whereas MLR and LAR performed superior in the
Black population. In subgroup dose range analysis, six machine learning techniques, SVR, RT,

Table 3. Mean absolute error and mean percentage within 20% of actual dose by the therapeutic warfarin dose range in the validation cohort. Data
are expressed as mean (95% CI) or percentage.MAE: mean absolute error; MLR: multiple linear regression; SVR: support vector regression; ANN: artificial
neural network; RT: regression tree; RFR: random forest regression; BRT: boosted regression tree; MARS: multivariate adaptive regression splines; LAR:
lasso regression; BART: Bayesian additive regression trees. The warfarin dose range was divided into three categories based on the 25% and 75% quantiles
of WSD in terms of race: in the Asian population: low dose (< 14 mg/week), intermediate dose (14-26.25 mg/week), and high dose (> 26.25 mg/week); in the
White cohort: low dose (<22 mg/week), intermediate dose (22—-42.49 mg/week), and high dose (>42.49 mg/week); in the Black cohort: low dose (<30 mg/
week), intermediate dose (30-52.5 mg/week), and high dose (>52.5 mg/week); and in the missing or mixed race: low dose (<22.5 mg/week), intermediate
dose (22.5-40 mg/week), and high-dose (>40 mg/week).

Algorithms Low-dose Intermediate-dose High-dose
MAE Within 20% MAE Within 20% MAE Within 20%

SVR 8.68 (7.82-9.54) 23.79 5.83 (5.39-6.27) 61.55 15.63 (13.63-17.63) 37.29
ANN 9.40 (8.53-10.26) 22.35 6.63 (6.13-7.12) 55.66 16.76 (14.77-18.75) 31.97
RT 9.75 (8.83-10.68) 18.69 6.24 (5.73-6.74) 59.53 16.17 (14.11-18.22) 35.20
MLR 9.60 (8.75-10.45) 17.17 5.63 (5.19-6.08) 63.46 16.36 (14.36-18.37) 32.57
RFR 9.27 (8.42-10.12) 20.02 5.71 (5.27-6.14) 62.85 15.65 (13.63—17.66) 36.44
BRT 9.20 (8.36-10.03) 18.88 5.53 (5.10-5.96) 64.16 15.66 (13.70-17.62) 35.92
MARS 9.03 (8.17-9.89) 21.40 5.59 (5.17-6.01) 63.12 15.27 (13.32-17.22) 38.54
LARS 9.62 (8.78-10.47) 16.97 5.61 (5.17-6.05) 63.65 16.40 (14.39-18.40) 32.33
BART 8.92 (8.06-9.78) 22.48 5.72 (5.28-6.16) 61.72 15.24 (13.28-17.20) 38.94

doi:10.1371/journal.pone.0135784.1003
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RFR, BRT, MARS and BART performed significantly better than MLR in high- and low- dose
ranges.

Performances of the published machine learning-based warfarin pharmacogenetic dosing
algorithms were similar in the mixed race and large cohort, compared with that of MLR. SVR,
MARS and BART performed better than MLR. However, MLR performed better than ANN,
which is inconsistent with the results of previous research. Performances of ANN- and MLR-
based on warfarin pharmacogenetic dosing algorithms were compared in previous investiga-
tions, and the results showed that ANN performed better than MLR in their cohort [27]. Spe-
cifically, the MAEs, after randomly splitting the data as 50% derivation and 50% validation
cohort followed by a bootstrap of 200 iterations, were 5.92 and 6.23 mg/week for ANN and
MLR respectively. The difference may be ascribed to the following: (i) We used different sam-
ples with various characteristics; (ii) We used different software to conduct ANN, although our
study was based on R, and C# was used in the previous investigation; (iii) Parameters set for
ANN may be different in the two investigations. Compared with the previous investigation,
our comprehensive study included five more machine learning algorithms implemented in a
larger, racially diverse population, thereby allowing us to draw a general conclusion.

The current preliminary study compared the performances of machine learning techniques
with MLR-based warfarin dose algorithms with regard to race. Interestingly, in the White pop-
ulation, some machine learning techniques performed better than MLR; in the Asian popula-
tion, BART, SVR, MARS, LAR and MLR performed similarly. By contrast, in the Black
population, MLR and LAR showed optimal performance. These findings may be attributed to
the difference in genetic and non-genetic characteristics of the racial groups, not to mention
differences in sample size. The size of White, Asian and Black populations were 2718, 1156 and
665, respectively. Considering that machine learning techniques concern the construction and
study of systems that can be learned from training data, a general model about this space will
produce sufficiently accurate predictions in new cases [18]. Thus, more information supplied
by the training data will improve accuracy. In addition, machine learning techniques are
designed for large data; thus, these methods rely greatly on sample sizes compared with MLR
[17,18].

Our results indicated that the mean percentages within 20% of all the studied algorithms do
not differ in terms of race, whereas the average MAEs do. The greatest difference in the average
MAE was 7.29 mg/week, which was observed between the Black and Asian populations. The
greatest difference in the mean percentage within 20% was also observed between these two
populations at about 4.97% only. These results may suggest that the Black cohorts demon-
strated the highest variability in warfarin dose requirements among three racial groups. The
mean (standard deviation) of warfarin stable dosage in Blacks was 42.85 (18.71) mg/week, ver-
sus 34.39 (17.58) mg/week in Whites and 21.49 (10.00) mg/week in Asians.

Subgroup analysis on warfarin stable dose range reflected the advantages of machine learn-
ing techniques in extreme dosage range predictions, although the warfarin dose category for a
specific patient was unknown before clinical practice. Our findings indicated that the nine algo-
rithms exhibited a lower MAE and a higher mean percentage within 20% in the intermediate-
dose range than those in the high- and low- dose ranges. However, notably, the intermediate-
dose group was least likely to benefit from pharmacogenetics. Therefore, better prediction did
not present real clinical benefit to the group. In the low- and high-dose ranges, six of the eight
machine learning techniques (SVR, RT, RFR, BRT, MARS and BART) performed better than
MLR. These findings may be ascribed to the capacity of machine learning techniques to assess
the characteristics of patients under extreme dosage range. However, MLR is designed to assess
patients on an intermediate warfarin dose, which is the case of most patients included in this
study.
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The explanation behind the relatively unusual but efficient overall performance of the
machine learning techniques in extremely low and high dosage subgroups should be explored.
Notably, the underlying relationship between the dependent variable (optimal stable dose of
warfarin) and independent variables (genetic and non-genetic covariates) is complex, and
gene-gene and gene-environment interactions may exist [21, 30]; moreover, no reliable a pri-
ori statistical model is available. Machine learning techniques can deal with inferential prob-
lems, such as collinear interactions among variables, outliers, and hidden variables owing to
their ability to self-adjust their structure as they encounter errors, irrespective of their underly-
ing degree nonlinearity, machine learning can handle numerous variables simultaneously, lead-
ing to structurally robust results, regardless if the background of statistical process is not well
understood [31-33].

Few limitations are noted in our study. First, this retrospective study used the pre-existing
IWPC database. The cohorts comprised a mixed population which coming from different
countries, regions and clinical research sites, which may have led to classification bias by intro-
ducing a huge variability in genotypes. Second, given that the sample sizes of Black and Asian
are much smaller than that of White, a potential effect may arise in the comparison based on
race. Thus, our results should be validated and replicated in future research with a larger sam-
ple size. Third, we were not able to evaluate the performances of all prediction algorithms
exclusively. Alternatively, we conducted our research by using the methods in the publications
included in this study. Therefore, more comprehensive studies on the evaluation of the nine
techniques presented, along with many other techniques, should be conducted in the near
future before general conclusions can be drawn about the superiority of a particular approach.

Conclusion

In this systematic comparison, the published machine learning and MLR based warfarin phar-
macogenetic algorithms generally performed similarly. Some machine learning-based algo-
rithms performed significantly better than MLR in the White population, but not in the Asian
and Black populations; Machine learning techniques also performed better in the low- and
high-dose ranges, but not in the intermediate-dose range, as indicated by the low MAE and
high percentage within 20% values.
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(PDF)

Author Contributions

Conceived and designed the experiments: RL. Performed the experiments: RL. Analyzed the
data: RL. Contributed reagents/materials/analysis tools: RL. Wrote the paper: RL. Revised the
whole paper: XL WZ. Contribute the study design and final approval of the version to be pub-
lished: HHZ.

References

1. Wells PS HA, Crowther NR, Hirsh J. Interactions of warfarin with drugs and food. Ann Intern Med. 1994;
121:676-83. PMID: 7944078

PLOS ONE | DOI:10.1371/journal.pone.0135784  August 25,2015 9/11


http://www.plosone.org/article/fetchSingleRepresentation.action?uri=info:doi/10.1371/journal.pone.0135784.s001
http://www.ncbi.nlm.nih.gov/pubmed/7944078

@’PLOS ‘ ONE

Comparision of Warfarin Pharmacogenetic Dosing Algorithms

10.

11.

12

13.

14.

15.

16.

17.

18.

19.

Budnitz DS, Shehab N, Kegler SR, Richards CL. Medication Use Leading to Emergency Department
Visits for Adverse Drug Events in Older Adults. Annals of internal medicine. 2007; 147(11):755-65. doi:
10.7326/0003-4819-147-11-200712040-00006 PMID: 18056659

Klein TE, Altman RB, Eriksson N, Gage BF, Kimmel SE, Lee MT, et al. Estimation of the warfarin dose
with clinical and pharmacogenetic data. The New England journal of medicine. 2009; 360(8):753-64.
doi: 10.1056/NEJM0a0809329 PMID: 19228618

van Schie RM, Wessels JA, le Cessie S, de Boer A, Schalekamp T, van der Meer FJ, et al. Loading and
maintenance dose algorithms for phenprocoumon and acenocoumarol using patient characteristics
and pharmacogenetic data. European heart journal. 2011; 32(15):1909-17. doi: 10.1093/eurheartj/
ehr116. PMID: 21636598.

Gage BF, Eby C, Johnson JA, Deych E, Rieder MJ, Ridker PM, et al. Use of pharmacogenetic and clini-
cal factors to predict the therapeutic dose of warfarin. Clin Pharmacol Ther. 2008; 84(3):326—31. doi:
10.1038/clpt.2008.10 PMID: 18305455

Anderson JL, Horne BD, Stevens SM, Grove AS, Barton S, Nicholas ZP, et al. Randomized Trial of
Genotype-Guided Versus Standard Warfarin Dosing in Patients Initiating Oral Anticoagulation. Circula-
tion. 2007; 116(22):2563-70. doi: 10.1161/circulationaha.107.737312 PMID: 17989110

Wadelius M, Chen L, Eriksson N, Bumpstead S, Ghori J, Wadelius C, et al. Association of warfarin
dose with genes involved in its action and metabolism. Hum Genet. 2007; 121(1):23-34. doi: 10.1007/
s00439-006-0260-8 PMID: 17048007

Rieder MJ, Reiner AP, Gage BF, Nickerson DA, Eby CS, McLeod HL, et al. Effect of VKORC1 Haplo-
types on Transcriptional Regulation and Warfarin Dose. New England Journal of Medicine. 2005; 352
(22):2285-93. doi: 10.1056/NEJM0a044503 PMID: 15930419.

Wadelius M, Chen LY, Lindh JD, Eriksson N, Ghori MJ, Bumpstead S, et al. The largest prospective
warfarin-treated cohort supports genetic forecasting. Blood. 2009; 113(4):784—-92. doi: 10.1182/blood-
2008-04-149070 PMID: 18574025; PubMed Central PMCID: PMC2630264.

Kamali F, Khan Tl, King BP, Frearson R, Kesteven P, Wood P, et al. Contribution of age, body size,
and CYP2C9 genotype to anticoagulant response to warfarin. Clin Pharmacol Ther. 2004; 75(3):204—
12. doi: 10.1016/j.clpt.2003.10.001 PMID: 15001972.

Biss TT, Avery PJ, Brandao LR, Chalmers EA, Williams MD, Grainger JD, et al. VKORC1 and CYP2C9
genotype and patient characteristics explain a large proportion of the variability in warfarin dose require-
ment among children. Blood. 2012; 119(3):868—73. doi: 10.1182/blood-2011-08-372722 PMID:
22010099.

Tham L-S, Goh B-C, Nafziger A, Guo J-Y, Wang L-Z, Soong R, et al. A warfarin-dosing model in Asians
that uses single-nucleotide polymorphisms in vitamin K epoxide reductase complex and cytochrome
P450 2C9Jast]. Clin Pharmacol Ther. 2006; 80(4):346-55. PMID: 17015052

Tan SL, Li Z, Song GB, Liu LM, Zhang W, Peng J, et al. Development and comparison of a new person-
alized warfarin stable dose prediction algorithm in Chinese patients undergoing heart valve replace-
ment. Die Pharmazie—An International Journal of Pharmaceutical Sciences. 2012; 67(11):930-7. doi:
10.1691/ph.2012.2633

Zhu'Y, Shennan M, Reynolds KK, Johnson NA, Herrnberger MR, Valdes R, et al. Estimation of Warfarin
Maintenance Dose Based on VKORC1 (-1639 G>A) and CYP2C9 Genotypes. Clinical Chemistry.
2007; 53(7):1199-205. doi: 10.1373/clinchem.2006.078139 PMID: 17510308

Cho HJ, On YK, Bang OY, Kim JW, Huh W, Ko JW, et al. Development and comparison of a warfarin-
dosing algorithm for Korean patients with atrial fibrillation. Clinical therapeutics. 2011; 33(10):1371-80.
doi: 10.1016/j.clinthera.2011.09.004 PMID: 21981797.

Kim HS, Lee SS, Oh M, Jang YJ, Kim EY, Han |Y, et al. Effect of CYP2C9 and VKORC1 genotypes on
early-phase and steady-state warfarin dosing in Korean patients with mechanical heart valve replace-
ment. Pharmacogenetics and genomics. 2009; 19(2):103—-12. Epub 2008/12/17. doi: 10.1097/FPC.
0b013e32831a9ae3 PMID: 19077919.

Miao L, Yang J, Huang C, Shen Z. Contribution of age, body weight, and CYP2C9 and VKORC1 geno-
type to the anticoagulant response to warfarin: proposal for a new dosing regimen in Chinese patients.
European journal of clinical pharmacology. 2007; 63(12):1135—41. doi: 10.1007/s00228-007-0381-6
PMID: 17899045.

Huang SW, Chen HS, Wang XQ, Huang L, Xu DL, Hu XJ, et al. Validation of VKORC1 and CYP2C9
genotypes on interindividual warfarin maintenance dose: a prospective study in Chinese patients. Phar-
macogenetics and genomics. 2009; 19(3):226-34. doi: 10.1097/FPC.0b013e328326e0c7 PMID:
19177029.

Wen MS, Lee M, Chen JJ, Chuang HP, Lu LS, Chen CH, et al. Prospective study of warfarin dosage
requirements based on CYP2C9 and VKORC1 genotypes. Clin Pharmacol Ther. 2008; 84(1):83-9.
doi: 10.1038/sj.clpt.6100453 PMID: 18183038.

PLOS ONE | DOI:10.1371/journal.pone.0135784  August 25,2015 10/11


http://dx.doi.org/10.7326/0003-4819-147-11-200712040-00006
http://www.ncbi.nlm.nih.gov/pubmed/18056659
http://dx.doi.org/10.1056/NEJMoa0809329
http://www.ncbi.nlm.nih.gov/pubmed/19228618
http://dx.doi.org/10.1093/eurheartj/ehr116.
http://dx.doi.org/10.1093/eurheartj/ehr116.
http://www.ncbi.nlm.nih.gov/pubmed/21636598
http://dx.doi.org/10.1038/clpt.2008.10
http://www.ncbi.nlm.nih.gov/pubmed/18305455
http://dx.doi.org/10.1161/circulationaha.107.737312
http://www.ncbi.nlm.nih.gov/pubmed/17989110
http://dx.doi.org/10.1007/s00439-006-0260-8
http://dx.doi.org/10.1007/s00439-006-0260-8
http://www.ncbi.nlm.nih.gov/pubmed/17048007
http://dx.doi.org/10.1056/NEJMoa044503
http://www.ncbi.nlm.nih.gov/pubmed/15930419
http://dx.doi.org/10.1182/blood-2008-04-149070
http://dx.doi.org/10.1182/blood-2008-04-149070
http://www.ncbi.nlm.nih.gov/pubmed/18574025
http://dx.doi.org/10.1016/j.clpt.2003.10.001
http://www.ncbi.nlm.nih.gov/pubmed/15001972
http://dx.doi.org/10.1182/blood-2011-08-372722
http://www.ncbi.nlm.nih.gov/pubmed/22010099
http://www.ncbi.nlm.nih.gov/pubmed/17015052
http://dx.doi.org/10.1691/ph.2012.2633
http://dx.doi.org/10.1373/clinchem.2006.078139
http://www.ncbi.nlm.nih.gov/pubmed/17510308
http://dx.doi.org/10.1016/j.clinthera.2011.09.004
http://www.ncbi.nlm.nih.gov/pubmed/21981797
http://dx.doi.org/10.1097/FPC.0b013e32831a9ae3
http://dx.doi.org/10.1097/FPC.0b013e32831a9ae3
http://www.ncbi.nlm.nih.gov/pubmed/19077919
http://dx.doi.org/10.1007/s00228-007-0381-6
http://www.ncbi.nlm.nih.gov/pubmed/17899045
http://dx.doi.org/10.1097/FPC.0b013e328326e0c7
http://www.ncbi.nlm.nih.gov/pubmed/19177029
http://dx.doi.org/10.1038/sj.clpt.6100453
http://www.ncbi.nlm.nih.gov/pubmed/18183038

@’PLOS ‘ ONE

Comparision of Warfarin Pharmacogenetic Dosing Algorithms

20.

21,

22,

23.

24.

25.

26.

27.

28.

29.

30.

31.
32.
33.

You JH, Wong RS, Waye MM, Mu Y, Lim CK, Choi KC, et al. Warfarin dosing algorithm using clinical,
demographic and pharmacogenetic data from Chinese patients. Journal of thrombosis and thromboly-
sis. 2011; 31(1):113-8. doi: 10.1007/s11239-010-0497-x PMID: 20585834.

Schalekamp T, Brasse BP, Roijers JF, van Meegen E, van der Meer FJ, van Wijk EM, et al. VKORCH1
and CYP2C9 genotypes and phenprocoumon anticoagulation status: interaction between both geno-
types affects dose requirement. Clin Pharmacol Ther. 2007; 81(2):185-93. doi: 10.1038/sj.clpt.
6100036 PMID: 17192772,

Li X, LiuR, YanH, Tang J, Yin JY, Mao XY, et al. Effect of CYP2C9-VKORCH1 interaction on warfarin
stable dosage and its predictive algorithm. J Clin Pharmacol. 2014; 4(10):392.

Ugrinowitsch C FG, Ricard MD. Limitations of ordinary least squares models in analyzing repeated
measures data. Med Sci Sports Exerc. 2004; 36(12):2144—-8. PMID: 15570152

Limdi NA, Wadelius M, Cavallari L, Eriksson N, Crawford DC, Lee M-TM, et al. Warfarin pharmacoge-
netics: a single VKORC1 polymorphism is predictive of dose across 3 racial groups2010 2010-05-06
00:00:00. 3827-34 p. doi: 10.1182/blood-2009-12-255992 PMID: 20203262

Cosgun E, Limdi NA, Duarte CW. High-dimensional pharmacogenetic prediction of a continuous trait
using machine learning techniques with application to warfarin dose prediction in African Americans.
Bioinformatics. 2011; 27(10):1384-9. doi: 10.1093/bioinformatics/btr159 PMID: 21450715

Grossi E, Podda GM, Pugliano M, Gabba S, Verri A, Carpani G, et al. Prediction of optimal warfarin
maintenance dose using advanced artificial neural networks. Pharmacogenomics. 2013; 15(1):29-37.
doi: 10.2217/pgs.13.212

HAle, GE S,RHH, MM A, NK Z, IH E. Improved accuracy of anticoagulant dose prediction using a
pharmacogenetic and artificial neural network-based method. Eur J Clin Pharmacol. 2014; 70(3):265—
73. doi: 10.1007/s00228-013-1617-2 PMID: 24297344

Li X, Liu R, Luo ZY, Yan H, Huang WH, Yin JY, et al. Comparison of the predictive abilities of pharmaco-
genetics-based warfarin dosing algorithms using seven mathematical models in Chinese patients.
Pharmacogenomics. 2015; 16(6):583—90. Epub 2015/04/16. doi: 10.2217/pgs.15.26 PMID: 25872772.

Liu KE, Lo CL, Hu YH. Improvement of Adequate Use of Warfarin for the Elderly Using Decision Tree-
based Approaches. Methods of Information in Medicine. 2014; 53(1):47-53. doi: 10.3414/me13-01-
0027 PMID: 24136011

Hunter DJ. Gene-environment interactions in human diseases. Nat Rev Genet. 2005; 6(4):287—-98.
PMID: 15803198

Mehryar Mohri AR, and Ameet Talwalkar. Foundations of Machine Learning2012.
MacKay DJC. Information Theory, Inference, and Learning Algorithms2003.
Alpaydin E. Introduction to Machine Learning (Adaptive Computation and Machine Learning)2004.

PLOS ONE | DOI:10.1371/journal.pone.0135784  August 25,2015 11/11


http://dx.doi.org/10.1007/s11239-010-0497-x
http://www.ncbi.nlm.nih.gov/pubmed/20585834
http://dx.doi.org/10.1038/sj.clpt.6100036
http://dx.doi.org/10.1038/sj.clpt.6100036
http://www.ncbi.nlm.nih.gov/pubmed/17192772
http://www.ncbi.nlm.nih.gov/pubmed/15570152
http://dx.doi.org/10.1182/blood-2009-12-255992
http://www.ncbi.nlm.nih.gov/pubmed/20203262
http://dx.doi.org/10.1093/bioinformatics/btr159
http://www.ncbi.nlm.nih.gov/pubmed/21450715
http://dx.doi.org/10.2217/pgs.13.212
http://dx.doi.org/10.1007/s00228-013-1617-2
http://www.ncbi.nlm.nih.gov/pubmed/24297344
http://dx.doi.org/10.2217/pgs.15.26
http://www.ncbi.nlm.nih.gov/pubmed/25872772
http://dx.doi.org/10.3414/me13-01-0027
http://dx.doi.org/10.3414/me13-01-0027
http://www.ncbi.nlm.nih.gov/pubmed/24136011
http://www.ncbi.nlm.nih.gov/pubmed/15803198

