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Abstract
On-treatment EPID images are contaminated with patient-generated scattered
photons. If this component can be accurately estimated, its effect can be
removed, and therefore a corresponding in vivo patient dose estimate will be
more accurate. Our group previously developed a "tri-hybrid" (TH) algorithm to
provide fast but accurate estimates of patient-generated photon scatter. The
algorithm uses an analytical method to solve for singly-scattered photon fluence,
a modified Monte Carlo hybrid method to solve for multiply-scattered photon flu-
ence, and a pencil beam scatter kernel method to solve for electron interaction
generated scattered photon fluence. However, for efficient clinical implementa-
tion,spatial and energy sampling must be optimized for speed while maintaining
overall accuracy.
In this work, the most significant sampling issues were examined, including spa-
tial sampling settings for the patient voxel size, the number of Monte Carlo his-
tories used in the modified hybrid MC method, scatter order sampling for the
hybrid method, and also a range of energy spectrum sampling (i.e., energy bin
sizes).
The total predicted patient-scattered photon fluence entering the EPID was
compared with full MC simulation (EGSnrc) for validation.Three phantoms were
tested with 6 and 18 MV beam energies,field sizes of 4 × 4,10 × 10,and 20 × 20
cm2, and source-to-imager distance of 140 cm to develop a set of optimal sam-
pling settings.
With the recommended sampling, accuracy and precision of the total-scattered
energy fluence of the TH patient scatter prediction method are within 0.9% and
1.2%, respectively, for all test cases compared with full MC simulation results.
For the mean energy spectrum across the imaging plane, comparison of TH
with full MC simulation showed 95% overlap.
This study has optimized sampling settings so that they have minimal impact
on patient scatter prediction accuracy while maintaining maximum execution
speed, a critical step for future clinical implementation.
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F IGURE 1 (a) The workflow of the TH method (i.e., the combination of an analytical approach (ANA), hybrid (HB), and PBSK methods) to
estimate the total patient-generated scatter into the imaging plane. (b) The resultant normalized energy fluence (NEF) compared with the full
Monte Carlo simulation fluence result (i.e., using the ’dosxyznrc_K’ validation tool) with one billion photon histories

1 INTRODUCTION

In previous work, we pointed to the necessity for a fast
yet accurate method for scatter estimation in electronic
portal imaging device (EPID) images acquisitions for
portal in vivo dosimetry. Patient scatter entering the por-
tal image remains a challenge for accurate reconstruc-
tion of the 3D dose delivered to the patient. If the patient
scatter cannot be accurately accounted for, the in vivo
dose calculation will not be accurately calculated.1–4

Thus, an accurate technique to estimate patient scat-
ter entering the EPID, which can be executed in a clin-
ically acceptable timeframe, continues to be of strong
interest.

Previously,5 we reported the development of a
tri-hybrid (TH) method that estimates the patient-
generated photon scatter energy fluence image based
on three categories of scatter (i.e., singly scattered,
multiply scattered, and electron-interaction-generated
photons). The combination of three distinct predictive
methods (i.e., analytical calculation, Monte Carlo sim-
ulation, and superposition/convolution of pencil beam
scatter kernel [PBSK]) customized to each category of
scatter where they are most suited, ensures a highly
accurate solution overall.

An analytical approach (ANA) is used to estimate
the singly scattered component to the imaging plane,
based on the first principles of Compton scatter kine-
matics. For multiply scattered photons, a hybrid method

(HB) utilizes only a few histories of MC simulation to
extract the phase space information of photons prior
to individual scattering events, and then follows with
an analytical calculation on the (weighted) outgoing
scatter fluence projected to the entire imaging plane.
The secondary photons resulting from bremsstrahlung
and also from positron annihilation are categorized as
"electron interaction generated" (EIG) scatter, and this
scattered photon component is predicted using a convo-
lution/superposition approach employing PBSKs which
are superposed on the incident fluence distribution.

Comparison against full Monte Carlo simulation
results using various test configurations (i.e., differ-
ent phantoms, incident beam energies, and field sizes)
showed average (i.e., accuracy) and standard deviation
(i.e., precision) of percent differences of patient scatter
estimates at the EPID imaging plane to be within 0.5%
and 1%, respectively, using high spatial and energy res-
olution sampling. Executing on a single central process-
ing unit (CPU), run times for accurate results with high
resolution sampling will take more than 5 h for an 18 MV,
10 × 10 cm2 field, although this will vary depending on
the size of the scattering volume (i.e., phantom/patient
size, field size).

The nature of the solution allows implementing
graphics processing unit (GPU) parallelism, which
would accelerate the computing process; however, sam-
pling (e.g., of the phantom, of the multiply scattered
centers (MSCs), and of the beam energy spectrum) is
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still a critical issue that requires thorough investigation
to optimize the trade-off between the desired accuracy
and the required computing time, as the ultimate goal is
for real-time calculation speeds. Thus, in this work, we
explore the tradeoff between the sampling settings and
the achieved accuracy to find optimal operating settings
for future clinical implementation, with results demon-
strated on geometric phantom and clinical examples.

2 METHODS AND MATERIALS

Figure 1 shows a schematic of the workflow for 1. the
TH method and 2. full Monte Carlo simulation to esti-
mate patient generated scattered normalized energy
fluence (NEF), which is defined as the energy fluence
entering the imager normalized to the incident energy
fluence entering the patient. There are three compo-
nents involved in the TH approach: an analytical (ANA)
method for singly scattered energy fluence, a hybrid
(HB) method for multiply scattered energy fluence,and a
convolution/superposition of PBSK method for electron-
interaction-generated photon energy fluence. All three
methods are forms of numerical integration and were
developed based on sampling of a voxelized phan-
tom/patient and pixelized imaging plane in Cartesian
coordinates, while the beam energy spectrum was also
sampled as discrete energy bins. The predicted fluence
is normalized to (i.e., relative to) the incident fluence
entering the phantom/patient, here termed the NEF.

ANA method — Voxels inside the irradiated volume
were sampled as Compton scatter interaction sites.
Scattered X-rays from each site are assumed to travel
along straight lines to each pixel within the scoring plane
at the EPID. Based on an exact ray-tracing algorithm6

and the 3D phantom/patient density map, the direc-
tion, physical distance, and radiological path length of
each ray-line can be determined with taking phan-
tom/patient inhomogeneity into account. The probabil-
ity of interaction is found using the Klein–Nishina differ-
ential cross section, while the energy of the scattered
photon is established using Compton kinematics. The
incident photon beam energy spectrum is divided into
discrete energy bins, and the entire fluence calculation
is repeated for each bin. Integrating the calculation over
all energy bins and over all irradiated phantom/patient
voxels provides the total singly scattered photon fluence
entering the imaging plane.

HB method — To estimate the higher order patient
scatter fluence (i.e., two or more scattering events), a
hybrid method is applied which combines two differ-
ent techniques (i.e., Monte Carlo simulation followed
by analytical calculation). In the Monte Carlo stage, a
modified DOSXYZnrc user code (i.e., for the EGSnrc
Monte Carlo simulation package) is used to track the
interaction history of multiply scattered X-rays. Using a
Monte Carlo simulation with only a few histories (thou-

sands instead of billions), the location of each interac-
tion site at different scatter order is tracked, as well as
the direction and energy of the photon prior to reach-
ing each interaction site. All this information is input to
the second stage — an analytical calculation. Each MC
interaction site is assumed to produce scatter fluence
that enters each pixel in the imaging plane, with the
energy fluence at each pixel calculated using the corre-
sponding cross section probability for the discrete direc-
tion exiting the second (or higher) order scatter interac-
tion site, and accounting for the attenuation through the
patient/phantom from the interaction site to each pixel
of the detector

PBSK method — A convolution/superposition
approach was employed using PBSKs superposed
on the incident fluence to calculate the bremsstrahlung
and positron annihilation (positrons produced due to
pair production) component. The kernel library is pre-
generated using Monte Carlo simulation techniques for
a variety of patient water-equivalent thicknesses and air
gaps (i.e., distance between the patient exit surface and
the imager surface). The appropriate PBSK to apply for
each sampled ray-line is chosen from the precalculated
library by using bilinear interpolation based on the radi-
ological pathlength and air gap. Discretely summing this
product over all incident raylines yields the distribution
of the patient-generated EIG scatter fluence entering
the imager.

Within the TH method, there are several crucial sam-
pling settings that trade off calculation time against
accuracy in the predicted fluence, and these are espe-
cially important for the relatively more time-consuming
ANA and HB methods (vs. the PBSK method). Note that
the EIG NEF settings are not studied in the current work.
Instead, we employ the previous optimized recommen-
dation of 0.5 cm2 sampling resolution for the convolu-
tion/superposition PBSK method for all tests.7

2.1 Significance of sampling issues
(phantom and energy spectrum) on singly
scattered

Since the scatter distribution is broad and smoothly
varying over the scoring plane, some researchers
suggest using a coarse phantom sampling resolution.
For example for cone beam computed tomography,
an isotropic 8 mm voxel was utilized to accurately
estimate 120 KV X-ray scatter contamination with a
large incident field size of 261 × 196 mm.2,8 Similarly,
the Acuros CTS algorithm is able to provide accurate
scatter estimation for a 125 kVp energy spectrum with
isotropic 1.25 cm3 voxels.9 However, those works did
not focus on optimized sampling, and in general little
previous work has been done to examine the impact
of sampling the energy spectra in particular. For our
TH method, we investigate voxel sampling issues for
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F IGURE 2 The tests were performed with (a) divergent beam geometry. Three phantoms, (b) water, (c) pelvis, and (d) thorax were used to
investigate the effect of various sampling issues in the implementation of the tri-hybrid method

several phantom/patient geometries and also sampling
of two clinically realistic polyenergetic beam spectra.
Specifically, phantom/patient isotropic voxel resolution
is varied as 0.2, 0.25, 0.5, 1, 2, and 4 cm, while the
polyenergetic spectra sampling is varied over energy
bin sizes of 0.25 MeV,0.5 MeV,and 1MeV (while not sig-
nificantly changing the mean energy of the spectrum).
The accuracy of the resulting calculations of fluence is
compared to corresponding full Monte Carlo simulation
results in terms of percentage differences as explained
in section 2.3 below.

2.2 Significance of Monte Carlo history
and scattered order sampling for multiply
scattered component

The hybrid method, which uses only a few histories of
Monte Carlo simulation and is sequentially followed by
an analytical calculation, has several sampling issues
specific to this method.

Utilizing more Monte Carlo histories will result in more
scattering centers being sampled, which is expected to
increase the HB method accuracy at the cost of a longer
calculation time. This effect is studied by varying the
number of simulation histories for the HB method (i.e.,

2 K, 4 K, 6 K, 8 K, 10 K, 20 K, 40 K, 60 K, 80 K, and 100
K) and then examining the resulting accuracy for various
test configurations (i.e., phantom/patient, field size, and
beam energy) by comparing to full Monte Carlo simula-
tion results in terms of percentage differences in scatter
fluence at the imaging plane as explained in section 2.3
below.

For a typical 6MV therapeutic beam, the maximum
number of Compton scattering events (or order) in one
photon history can approach 30 (although the average
is 2–3), before exiting a 20-cm thick patient. This is
highly dependent on the size of the phantom and the
incident beam energy. The hybrid method can be sped
up if one truncates at a fixed maximum order of scat-
ter, at the cost of decreased accuracy. The effect of
truncating at a range of different scatter orders (i.e.,
n ∈ [2, 15], [2, 20], [2,∞)) is examined by comparing
to full Monte Carlo simulation in terms of percentage
differences in scatter fluence at the imaging plane as
explained in section 2.3 below.

2.3 Validation testing

The simulation setup of the imaging system is illustrated
in Figure 2a under divergent beam geometry (ideal point
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source using 90 cm source–surface distance, SSD, and
a 140 cm source–detector distance [SDD]).

When measuring transmission EPID images exper-
imentally, it is impossible to distinguish the various
components of phantom/patient generated X-ray scat-
ter fluence, that is, the detector only measures the total
signal of primary plus all scattered photons. Therefore,
in order to validate our scatter prediction model,we have
to compare it against full Monte Carlo simulation. Previ-
ously, we developed and tested an EGSnrc-based vali-
dation tool for photon scatter (named "Dosxyznrc_K"),10

which uses full Monte Carlo simulation techniques and
can separately track a variety of types of scattered
photons. We use this tool here as the "gold standard"
for the accuracy assessment of the TH model scatter
fluence predictions.

For this work, three different phantoms are used (illus-
trated in Figure 2) including two homogeneous water
phantom with different thickness (40 × 40 × 20 cm3

and 40 × 40 × 40 cm3, ρ = 1.0 g/cm3), a pelvis com-
puted tomography (CT) phantom (composed of air ρ ≈

0.0012 g/cm3, soft tissue ρ ≈1 g/cm3, and bone ρ ≈

1.85 g/cm3), and a thorax CT phantom (composed of
air ρ ≈ 0.0012 g/cm3, lung ρ ≈ 0.26 g/cm3, soft tis-
sue ρ ≈ 1 g/cm3, and bone ρ ≈ 1.85 g/cm3), for test-
ing with increased heterogeneity approaching realistic
patient situations. The phantoms are irradiated with two
polyenergetic beams (i.e., 6 MV and 18 MV)11 and with
three different field sizes (i.e., 4 × 4 cm2, 10 × 10 cm2,
and 20 × 20 cm2). The EPID imaging plane was defined
with dimensions of 40 × 40 cm2 and a 1 cm2 pixel size,
located 30 cm underneath of the phantom’s exit surface
(i.e., air gap of 30 cm). The sampling resolution of the
imaging plane is fixed at 1 cm2 for all studies performed
here. This was selected based on the approach taken
in prior work,12,13 where frequency analysis of patient-
scattered fluence entering an imager was performed in
order to set imaging plane sampling resolution at 5 cm
and 2 cm, respectively, for KV applications.This analysis
of MV scatter in test situations in the current study (not
shown here) indicates that a 1 cm2 sampling resolution
will be a conservative setting. Furthermore, a 30-cm air
gap was chosen for use here for all test cases since this
is typically the closest the EPID imager is to the patient
during routine clinical use. Therefore, the investigations
performed here represent a conservative estimate of
sampling requirements (i.e., if the imager is further away,
sampling resolutions will be relaxed compared to those
required at 30-cm air gap, thus ensuring accuracy will
not decrease).

Full MC simulations and the TH calculations (i.e.,com-
bined ANA, HB, and PBSK methods as programmed in
MATLAB) were executed on a laptop with an Intel Core
(i7)-6600U 2.60 GHz processor and 8 GB of RAM (i.e.,
single core,not parallelized).The EGSnrc MC simulation
parameters used in this work are the same as previous
publication.5

The validation is performed by quantitatively com-
paring singly-scattered NEF and multiply-scattered
NEF calculated over the entire imaging plane to their
corresponding values obtained from full Monte Carlo
simulation. A percentage difference image (PDI) is
calculated between the full Monte Carlo and the pre-
dictions for each component, and a histogram of the
PDI is calculated. The mean and standard deviation
(STD) of the PDI is treated as an indicator of accuracy
and precision, respectively, for singly-scattered NEF,
multiply-scattered NEF, and total scattered NEF.

The relative root mean square error (rRMSE) of total-
scatter NEF is calculated as another measure of the per-
formance of the TH method:

rRMSE =

⎛⎜⎜⎜⎝
1
N

N∑
i=1

(xTH
i − xMC

i )
2

(
xiMC

)2

⎞⎟⎟⎟⎠

1
2

(1)

where N is the number of pixels in the imaging plane,
and xTH

i and xMC
i are the estimate values of the NEF

signal from TH method and MC simulation in the imaging
plane correspondingly.

Based on calculated rRMSE and the CPU time of cal-
culation (tCPU) in unit of seconds, the efficiency can be
estimated using the following expression,14 which helps
identify the optimal sampling settings of the TH method
for total-scattered NEF:

𝜀 =
1

tCPU ⋅ rRMSE2
(2)

It is well-known that the indirect a-Si EPID detector
designs (used with almost all modern linacs) have a
unique energy response that is different from that of
water,15,16 and which is important to consider for accu-
rate conversion of fluence entering the EPID to sig-
nal/dose generated in the EPID. Therefore, the mean
energy distributions across the entire imaging scoring
plane are compared between the TH method using the
optimal settings and full Monte Carlo simulation.

The required accuracy of any scatter fluence pre-
diction algorithm will be determined by the application
it is being used for. In the current work, we choose an
objective of ±2% accuracy in total scatter fluence at the
imaging plane. While the imaging plane contribution of
the three scatter components considered here varies
based on the phantom geometry, field size, and beam
energy, we can make some reasonable assumptions
to help set accuracy objectives for each scatter com-
ponent. Since it is known that singly scattered photon
fluence will dominate, we expect to have more relaxed
accuracy requirements for the multiply scattered photon
component and the EIG photon component, relative
to the singly scattered component. To estimate these
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F IGURE 3 Comparison of the an analytical approach (ANA) method to full MC simulation for the singly scattered component. The accuracy
(i.e., dots) and precision (i.e., error bars) for 6 and 18 MV polyenergetic beams (top row and bottom row, respectively) with different energy bin
sampling (indicated by symbols) irradiating the water phantom with field sizes of 4 × 4, 10 × 10, and 20 × 20 cm2 (left, middle, and right columns,
respectively)

accuracy requirements, we assume a ratio of 70%
singly scattered fluence,20% multiply scattered fluence,
and 10% EIG fluence. This is considered conservative
since typically singly scattered fluence is >70% for
therapeutic beams. Assuming the individual component
error contributions are independent, we can add them
in quadrature and require that the total cannot exceed
the target of 2%. Thus, we have an estimate of the error
in the calculation of the total scatter fluence as:

𝜎total =

√
(𝜎ss)2

+ (𝜎ms)2
+
(
𝜎eig

)2
(3)

A simple approach to achieve a 2% maximum uncer-
tainty target is to limit each component of scatter to
contribute 1% or less of the total scatter error, or
𝜎total =

√
1 + 12 + 12 ≅ 1.7% . Thus, the estimate for an

acceptable error on the individual scatter components is√
1

0.72 = 1.4% for the singly scattered component (𝜎ss),√
1

0.22 = 5% for the multiply scattered component (𝜎ms),

and
√

1

0.12 = 10% for the EIG component (𝜎EIG). These

set the accuracy targets needed in order to select the
optimal sampling settings.

3 RESULTS

3.1 ANA method - singly scattered NEF

Comparing the ANA method to full MC simulation for
the singly scattered component, Figures 3–5 illustrate
the changes in accuracy and precision of the ANA
method for different field sizes with different spatial
voxel size sampling and different energy bin sampling,
for the phantoms examined here (i.e., water, CT pelvis,
and CT thorax phantoms, respectively). In Figures 3–5,
it is evident that the change in energy bin resolution
from 0.25 to 1 MeV (per bin) has much less of an
effect on the scatter fluence accuracy compared with
the changes in the phantom voxel sampling resolution.
In fact, errors larger than 2% (of total patient scatter flu-
ence) were observed only when the sampling of either
energy spectrum increased beyond 1MeV.Therefore,the
optimal energy spectrum sampling is considered to be
1 MeV per bin. As expected, as either the voxel sam-
pling size or the energy bin sampling size increases,
the predicted fluence accuracy decreases for all testing
configurations.

For either the 6 MV or 18 MV beam energies with
the small field size of 4 × 4 cm2 using a fine resolution
(i.e., 0.2 and 0.25 cm3) maintain accuracy within 0.8%.
When voxel sampling resolution increased to 0.5 cm3,
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F IGURE 4 Comparison of the an analytical approach (ANA) method to full MC simulation for the singly scattered component. The accuracy
(i.e., dots) and precision (i.e., error bars) for 6 and 18 MV polyenergetic beams (top row and bottom row, respectively) with different energy bin
sampling (indicated by symbols) irradiating the CT pelvis phantom with field sizes of 4 × 4, 10 × 10, and 20 × 20 cm2 (left, middle, and right
columns, respectively)

F IGURE 5 Comparison of the an analytical approach (ANA) method to full MC simulation for the singly scattered component. The accuracy
(i.e., dots) and precision (i.e., error bars) for 6 and 18 MV polyenergetic beams (top row and bottom row, respectively) with different energy bin
sampling (indicated by symbols) irradiating the CT thorax phantom with field sizes of 4 × 4, 10 × 10, and 20 × 20 cm2 (left, middle, and right
columns, respectively)
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F IGURE 6 Distribution of multiply scattered centers with a range of MC simulation histories (i.e., 2 K, 6 K, 10 K, 20 K, 60 K, and 100 K
histories) inside the CT pelvis phantom when it is irradiated by 6MV polyenergetic beam with field sizes of 4 × 4 cm2

the accuracy decreases but is still within 1%. Increasing
to 1 cm3 resolution, the accuracy is strongly impacted
(maximum of 18%) for all the tested phantoms.

For either the 6 MV or 18 MV beam with the field
size of 10 × 10 cm2 accuracy better than 1% is main-
tained with voxel resolution at 1 cm3, but decreases sig-
nificantly (maximum of 16%) when voxel sampling is
increased to 2 cm3 for all the tested phantoms.

With the large field size of 20 × 20 cm2, accuracy
better than 1% is maintained even at voxel sampling of
2 cm3 but drops significantly (up to maximum of 12%)
when increasing voxel size to 4 cm3.

Larger voxel sampling size will also lead to increas-
ing partial volume effects at the edge of the beam (i.e.,
regions of steep dose gradient). In the extreme case of
an idealized binary fluence incident beam, some vox-
els at the beam edge would not be considered if their
voxel center happened to lie just outside the divergent
beam. This issue is minimized by using a finer resolu-
tion of phantom voxel sampling. However, using a fine
resolution increases the calculation time geometrically.
For example, for an 18 MV beam with energy bin sam-
pling of 1 Mev and the 4 × 4 cm2 field, changing the
voxel size from 0.5 cm3 to 0.2 cm3 leads to a calculation
time increase by a factor of ∼181.

Similar trends to Figures 3–5 are also observed for
the 40-cm thick water phantom irradiated by three
different field sizes with various energy and spatial
sampling, which illustrates the selection of sampling
resolution to improve accuracy and precision of ANA

method is mainly dependent on the field size rather
than the size of phantom.

For the ANA method using a 1 MeV energy bin res-
olution, a voxel sampling resolution of 0.5, 1, and 2
cm3 is able to maintain desired accuracy for 4 × 4,
10 × 10, and 20 × 20 cm2 field sizes, respectively. How-
ever, when dealing with the most heterogeneous phan-
tom (i.e., thorax phantom) at a field size of 20 × 20 cm2,
the 1 cm voxel sampling resolution was needed to main-
tain desired accuracy. Therefore, it is recommended to
use 0.5 cm3 voxel resolution at field sizes below 10 × 10
cm2 and 1.0 cm3 voxel resolution at field sizes equal to
or larger than 10 × 10 cm2.

3.2 HB method - multiply scattered NEF

Figure 6 illustrates the distribution of MSCs for the 4 × 4
cm2 fields, using the 6 MV beam on the CT pelvis phan-
tom with an increasing number of tracked histories. The
broad, distributed nature of these center locations is
demonstrated when varying the number of MC simu-
lation histories of the hybrid method (MCHHB) between
2 K to 100 K.

Figure 7 shows the accuracy of the HB method versus
full MC simulation when varying the number of MCHHB
between 2 K to 100 K, for all combinations of beam
energy and field size irradiating the CT pelvis phan-
tom.As the number of tracked histories is increased, the
accuracy converges, as expected. At 100 K of tracked
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F IGURE 7 Comparing hybrid (HB) method against full MC simulation for multiply scattered component. The accuracy (i.e., symbol) and
precision (i.e., error bar) are indicators of performance for different numbers of Monte Carlo histories used for the HB method, for 6 and 18 MV
beams, irradiating the CT thorax phantom with field sizes of 4 × 4 (squares), 10 × 10 (circles), and 20 × 20 cm2(triangles)

histories, accuracies for all tested situations are within
1%. The selection of 20 K tracked histories ensures the
accuracy of the HB method to be within the target accu-
racy of 5% for this scatter component (over all test con-
figurations examined here).

The number of MCHHB generated within the phan-
toms (i.e., water, pelvis, and thorax) for all tested combi-
nations of beam energies and field sizes ranged from
around 1500 to nearly 200 000. As incident energy
increases, the number of scattering sites is generally
reduced for the water and pelvis phantoms due to the
longer mean free path of the high energy photons, but
are more similar for the thorax phantom between 6 and
18 MV beam energies since a large portion of lung tis-
sue inside the thorax phantom will lead to longer mean
free paths for all energies. The average calculation time
per scatter center is about 0.0015 s for the analytical
stage.

Regarding the multiple-scatter order sampling, the
histograms in Figure 8 illustrate the counts of MSCs ver-
sus the scatter order.The counts decrease exponentially
with the increase of the scatter order.For the 20-cm thick
water phantom test, the scatter order varies between 19
and 34 depending on the incident energy and the field
size. However, if the MSCs used are limited to between
scatter order 2 and 15, then the overall time of HB cal-
culation drops only very modestly (about 3 s, or roughly

5% of the HB time), while the accuracy and precision
is reduced by about 2%. This is due to the rapid falloff
of higher order scatter interactions. Therefore, we con-
clude that the truncating the sampling of scatter sites is
not critical to improve efficiency of the HB method and
recommend leaving it unchanged.

3.3 TH method - total scattered NEF

By using the TH method (i.e., combining ANA, HB, and
PBSK methods), the singly, multiply, EIG scattered NEF
was calculated, respectively. Summing these together
yields the total patient-scattered NEF. Implementing the
sampling settings determined in sections 3.1 and 2, the
impact on the accuracy of the total scattered NEF is
assessed.

Tables 1–4 detail the comparison of patient-scatter
calculated with full MC simulation and TH method
using incident beam energies of 6 and 18 MV for the
water (at thickness of 20 and 40 cm), pelvis, and thorax
phantoms at different field sizes, and different settings
of MCHHB. The calculation times are in the range of
∼15 s to ∼5 min. All accuracies lie within the target
accuracy of ±2%, and precision estimates are also
under 2%. The rRMSE decreases from 0.42% to 0.06%
when increasing the number of MCHHB from 2 K to
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F IGURE 8 The histogram of the multiply scattered centers ("counts") per order of multiple scatter for (a) 6 MV and (b) 18 MV incident
beams and field size 20 × 20 cm2 irradiated on the pelvis phantom

100 K. By using 100K MCHHB, the precision improves
by about 50% compared to using 2 K MCHHB, but the
computing time increases by up to 9.5 times.

Figure 9 illustrates the calculation efficiencies of the
TH method when the water (at thickness of 20 and
40 cm), pelvis, thorax phantoms are irradiated by the 6

and 18 MV polyenergetic treatment beams with differ-
ent field sizes (4 × 4 cm2, 10 × 10 cm2, and 20 × 20
cm2), versus the histories used in the HB MC simula-
tion, using the recommended spatial and energy sam-
plings for singly scattered.The patterns showed the 20 K
MCHHB yields the optimal efficiency for most test cases
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F IGURE 9 Calculation efficiency of the tri-hybrid (TH) method when the (a) water, (b) pelvis, (c) thorax, and (d) 40-cm thick water phantoms
are irradiated by 6 and 18 MV treatment beams with different field sizes (4 × 4 cm2, 10 × 10 cm2, and 20 × 20 cm2) versus the number of
histories used in the hybrid (HB) MC simulation, using the recommended sampling settings for the singly scattered calculation

while 10 K MCHHB occasionally showed a bit higher effi-
ciency.Therefore, the optimal number of MCHHB to esti-
mate total-scattered NEF is recommended as 20 K.

These recommended settings are applied to two clin-
ically realistic examples. Figure 10 shows the cross-
plane and in-plane profile comparisons for the total scat-
ter, and each sub-component of scatter for each tested
field size, for an 18 MV treatment beam incident on the
pelvis phantom. Figure 11 shows the comparison of the
total and individual scattered NEF components for the
thorax phantom using a 6 MV beam and 10 × 10 cm2

field size.
In terms of the mean energy of scattered fluence inci-

dent on the scoring plane, the overlapping histograms
shown in Figure 12 illustrate the comparison of the
mean energy distributions across the scoring plan pix-
els between the TH and full MC method, for the 6 MV
beam irradiating the water phantom with three different
field sizes. Using the recommended settings for the TH
method ensures differences in the mean energies are
less than 5% compared to full MC simulation. As field
size increases, the differences in the mean energy dis-
tributions decrease. The overlapped areas of the mean
energy spectra histograms are at least 95% of mean
energy distribution from Monte Carlo simulation.

4 DISCUSSION

For the MV energy range, the singly scattered fluence is
the dominant component of total scattered NEF, espe-
cially for smaller fields and higher beam energy. The
accuracy of estimating the singly scattered component
is mainly dependent on the voxel sampling resolution.
At the imaging plane, the multiply scattered component
is of less magnitude than singly scattered and is also
a broader distribution, for all field sizes. It was found
that limiting the scatter order sampling was not a sig-
nificant factor in reducing calculation time. As expected,
a larger number of MCHHB yield a more accurate and
precise estimation of multiply scattered fluence and
reduce its rRMSE contribution to the total-scattered NEF.
As the incident beam energy is increased, the contribu-
tion of the EIG fluence component increases, and the
shape of the EIG fluence varies noticeably with field
size (e.g., Figure 10), since this component is very for-
ward directed. The mean energy spectra predicted by
TH overlapped within 5% area of the full MC simulation
energy spectra.Based on the maximum slope of the a-Si
detector energy response curve above 0.5 MeV,17 a 5%
error in the TH predicted energy spectra would result in a
maximum ∼0.6% error in a subsequent dose calculation
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F IGURE 10 The comparison of corsspalne (left) and in-plane (right) profiles between the tri-hybrid (TH) method and full Monte Carlo
simulation, with 18 MV photon beam irradiating the pelvis phantom with field sizes of (a) 4 × 4 cm2, (b) 10 × 10 cm2, and (c) 20 × 20 cm2 using
the optimal sampling settings of the TH method

using the predicted energy fluence image.While this is a
very rough estimate, it indicates that the level of agree-
ment observed in the TH predicted energy spectra here
is more than adequate for the purposes of accurate con-
version of incident energy fluence to dose in the EPID.

Based on the estimated required patient-generated
scatter fluence accuracy, the recommended sampling
settings are summarized in Table 5. By using these
sampling settings, the accuracy (and precision) in the
total-scattered NEF of the TH patient scatter prediction
method across all tests is within 0.8% (and 1.2%) of full
Monte Carlo simulation for all test cases, which is within
our target accuracies.

In terms of total calculation time of the TH method,
we examine the 18 MV therapeutic beam with field size
of 4 × 4 cm2 irradiated on the pelvis phantom as an
example.Using the recommended sampling settings,the
TH method calculation time can be analyzed by scat-
ter component/algorithm.The ANA method uses a voxel
sampling resolution of 0.5 cm3 (generates ∼3K scatter
source centers) and 18 energy bins to compute singly
scattered NEF, taking about 77 s. The HB method calcu-
lated the multiply scattered contribution using approxi-
mately 26 K multiply scattered interaction centers,which
is generated by MC simulation using 20 K histories. The
MC simulation part takes about 0.8 s and then about
36 s to accomplish the remaining analytical calcula-
tion step. For the EIG component, the PBSK method

completes the calculation within 0.6 s. Therefore, for
this example, the full TH method takes ∼113 s, with-
out using parallel computing. In contrast, TH method
with high spatial, energy resolution and 100 K MCHHB
takes more than 5 h to complete, while the full Monte
Carlo simulation using one billion histories, including
scoring fluence entering the detector, takes about 32 h.
Therefore, a significant improvement in execution time
(nearly two orders of magnitude) has been gained by
optimizing the sampling of the TH method over the
non-optimized TH approach, while maintaining levels
of accuracy similar to full Monte Carlo simulation. The
optimized TH method is about three orders of magni-
tude faster than full Monte Carlo, and therefore this is
a critical development for future clinical implementation
where near real-time execution speed is the ultimate
goal.

While with optimized sampling, the TH method takes
a relatively short time compared to the full Monte Carlo
simulation, there is still another technique to speed up
the calculation. Since the majority of calculation time is
spent estimating the singly and multiply scattered com-
ponents based on the large number of scatter centers,
and the phase-space information of all the interaction
centers is known, such a calculation can be potentially
completed by parallel computing using, for example,
GPU (graphics processing units) parallelism. The GPU
parallelism with a single NVIDIA 9800 GX2 was applied
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F IGURE 11 The comparison of total and individual scattered normalized energy fluence (NEF) component between the full MC simulation
against the TH method, for a 6MV photon beam with a field size of 4 × 4 cm2 irradiating the pelvis phantom with the recommended sampling
settings

F IGURE 12 Comparing mean energy distribution from the tri-hybrid (TH) method using recommended settings (0.5, 1, and 1 cm3 voxel size
sampling with respect to the field sizes of 4 × 4, 10 × 10, and 20 × 20 cm2 and 20K MCHHB) against full MC simulation for the total
patient-generated scatter component for the water phantom irradiated by 6 MV beam

for fast analytical calculation for a singly scattered
fluence map in low energy KV imaging, and it accom-
plished a 323 voxel calculation in 4.3 s.18 The GPU
in that earlier work had only 128 cores. In the current
market, GPUs with over 4000 cores are available at low
cost, and therefore we expect reprogramming the TH
method to take advantage of GPU processing will signif-
icantly accelerate the calculation (to about 1 s with 4000
cores).

5 CONCLUSION

In this paper, we investigate the sampling issues of a
recently developed TH method to estimate the total
patient-generated scattered photon energy fluence
entering an imaging detector as a part of our EPID
in vivo dosimetry research program. Using the rec-
ommended sampling resolutions, the TH method with
optimal sampling setting takes significantly shorter
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TABLE 5 Recommended sampling parameter for tri-hybrid (TH)
method

ANA
method

Voxel size
0.5 cm (field size < 10 cm2) /
1 cm (field size > 10 cm2)

Energy bin size 1 MeV

HB method MCHHB ∼ 20 thousand of histories

Range of scatter
orders

Not apply truncation of the
scatter orders

PBSK
method

Sampling
resolution for
the convolu-
tion/superposition

0.5 cm2

Abbreviations: ANA, an analytical approach; HB, hybrid; MCHHB, MC simulation
histories of the hybrid method; PBSK, pencil beam scatter kernel.

calculation time compared to the high-resolution sam-
pling setting and full Monte Carlo simulation, while
showing quantitative agreement with full Monte Carlo
simulation results within the target accuracy of 2%
for energy fluence and 5% for mean energy spectra.
Optimized sampling as implemented here on a single
CPU is faster than full Monte Carlo simulation by a
factor of roughly 1000. In the future, we are interested in
integrating the TH method into our clinical in vivo EPID
dosimetry program by using the sampling resolutions
recommended with implementation of GPU platform.
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