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PURPOSE. The goal of this study was to examine the behavioral effects and to suggest
possible underlying mechanisms of binocularity on audiovisual temporal perception in
normally-sighted individuals.

METHODS. Participants performed two audiovisual simultaneity judgment tasks—one
using simple flashes and beeps and the other using audiovisual speech stimuli—with
the left eye, right eye, and both eyes. Two measures, the point of subjective simultane-
ity (PSS) and the temporal binding window (TBW), an index for audiovisual temporal
acuity, were derived for each viewing condition, stimulus type, and participant. The data
were then modeled using causal inference, allowing us to determine whether binocu-
larity affected low-level unisensory mechanisms (i.e., sensory noise level) or high-level
multisensory mechanisms (i.e., prior probability of interring a common cause, pC=1).

RESULTS. Whereas for the PSS there was no significant effect of viewing condition, for the
TBW, a significant interaction between stimulus type and viewing condition was found.
Post hoc analyses revealed a significantly narrower TBW during binocular than monoc-
ular viewing (average of left and right eyes) for the flash-beep condition but no differ-
ence between the viewing conditions for the speech stimuli. Modeling results showed no
significant difference in pC=1 but a significant reduction in sensory noise during binocular
performance on flash-beep trials.

CONCLUSIONS. Binocular viewing was found to enhance audiovisual temporal acuity as
indexed by the TBW for simple low-level audiovisual stimuli. Furthermore, model-
ing results suggest that this effect may stem from enhanced sensory representations
evidenced as a reduction in sensory noise affecting the measurement of physical asyn-
chrony during audiovisual temporal perception.

Keywords: binocular summation, temporal perception, multisensory, audiovisual, simul-
taneity judgment

A fundamental component of human vision is the
combination of the signals received separately from

the two eyes into a single image.1,2 Besides stereopsis
and a widened field of view, using two eyes compared
to one often yields improved performance on a number
of measures, a phenomenon termed binocular summa-
tion; see detailed reviews by Blake and Fox.1,2 These
summation effects are seen on tasks using both threshold
(i.e., contrast detection)3–6 and suprathreshold stimuli (i.e.,
contrast discrimination,5,7 Vernier acuity,8 visual acuity,9,10

reaction times,11–13 etc.). Collectively, these psychophysical
studies have revealed that using two eyes compared with one
eye can result in performance improvements ranging from
30% to 70%. In addition, evidence from electrophysiological
studies in humans has shown that binocular viewing elicits

evoked potentials of approximately 25% greater amplitude
when compared with monocular viewing.14,15

Although most work is consistent with the general find-
ing of binocular summation, the magnitude of summation
differs across studies and can even include instances where
binocular viewing results in poorer performance or lower
evoked potential amplitudes compared with that of one
eye.14,16,17 Factors such as task and stimulus characteris-
tics, individual differences, as well as differences in monoc-
ular performance, can influence the magnitude of binocu-
lar summation.3,18–20 For example, Frisén and Lindblom18

discovered that binocular summation was relatively high
(resulting in performance gains of about 40%) for tasks with
low stimulus complexity (i.e., differential light sensitivity
of target luminance) and nonexistent for tasks with high
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stimulus complexity (i.e., pattern recognition of digits
against a random checkboard background). Among clin-
ical populations, such as patients with amblyopia, a
neurodevelopmental disorder of the visual system associated
with disrupted binocular vision,21–23 studies have reported
reduced magnitude of binocular summation compared to
age-matched controls.24–26

Although binocular summation has been well studied
for a variety of visual tasks, the study of the effects of
binocularity on tasks that involve the interaction of visual
and non-visual stimuli (i.e., multisensory tasks) has received
much less attention. Although humans are highly visual, a
large number of real-world events are multisensory, giving
rise to information that concurrently stimulates multiple
senses. In fact, there is mounting evidence that supports
the view that multisensory processing (i.e., the interaction
and integration of information from multiple senses) may
be a ubiquitous operation in the brain occurring at vari-
ous levels of sensory processing hierarchies, including areas
once considered classical unisensory processing hubs.27,28

The integration of multisensory information has both neural
and perceptual consequences.29,30 At the neural level, stud-
ies have reported increased spiking activity of neurons in
response to stimulus combinations (with responses that
can exceed the simple summation of unisensory spiking
responses), whereas at the perceptual level,29,30 multisen-
sory integration has been shown to increase performance
in detection, discrimination, localization, and reaction time
tasks.31–35

One of the key facets of this multisensory integration
is the determination regarding which signals arose from
the same source. Important information about which stim-
uli should be integrated or bound is found in some of the
low-level features of the multisensory pairing, such as their
spatial and temporal coincidence.30,36 For example, in the
temporal realm, sensory signals generated by the same event
are likely to arrive at the sensory organs in close temporal
proximity, and, hence, this proximity represents a powerful
statistical cue with regard to the likelihood that the signals
originated from the same event.

Psychophysically, a number of studies have focused
on understanding how the brain deals with multisensory
temporal factors using simultaneity judgment (SJ) tasks.37

In a typical SJ task, participants are presented with paired
multisensory stimuli (such as a visual flash and an audi-
tory beep) with varying stimulus-onset asynchronies (SOAs)
and are asked to determine whether the stimulus pair was
“synchronous” or “asynchronous.” In other multisensory
temporal tasks, subjects are asked to make temporal order
judgements regarding which stimulus of the multisensory
pairing appeared first.38 Participants’ reports of synchrony
across the various SOAs can be used to create response
distributions and allow the derivation of two important
measures of multisensory temporal function—namely the
point of subjective simultaneity (PSS) and the temporal bind-
ing window (TBW). The PSS is defined as the SOA at which
perceived simultaneity is maximal. Interestingly, the PSS is
not always at objective simultaneity (i.e., zero) but is usually
found on the visual-leading side of the response distribu-
tions; see more discussion, Murray and Wallace.36 In addi-
tion, as opposed to being a fixed construct, the PSS tends
to vary depending on a variety of factors. These factors can
be stimulus related (such as stimulus duration and inten-
sity),39–41 task related (such as judging the onset vs the offset
in an SJ task),42 or attention related (such as being asked to

attend to one modality).43–45 On the other hand, the TBW is
the range of stimulus onset asynchronies within which two
stimuli are likely to be perceptually bound or integrated,46

thus serving as a proxy measure for multisensory tempo-
ral acuity. Like the PSS, the TBW is modulated by stimulus-
related factors such as effectiveness or reliability47 and stim-
ulus complexity (e.g., flash-beep versus speech).48

Although the PSS and the TBW have served as key
constructs for understanding audiovisual temporal percep-
tion, the fact that they are descriptive measures derived
by fitting Gaussian models limits the ability to make direct
connections to neural mechanisms underlying audiovisual
temporal perception.49 Consequently, Magnotti et al.49 devel-
oped a variant of the causal inference model (see refer-
ence 50) in an effort to provide greater mechanistic insights
into how an observer makes synchrony judgments using
the temporal relationship between the multisensory cues.
This model breaks the processes involved in audiovisual
simultaneity perception into low-level unisensory processes
involving the encoding and processing of the individual cues
and higher-level multisensory processes involving the bind-
ing or integration of these multiple sensory stimuli.49 In
the implementation of the model, the reliability of unisen-
sory encoding is indexed by σ , which represents the level
of sensory noise in the measurement of the physical asyn-
chrony (i.e., the relative onsets of the visual and auditory
signals). In this framework, when the reliability of the visual
(or auditory) information decreases, the value of the sensory
noise parameter increases, leading to measurements that are
less precise. For example, Magnotti et al.49 demonstrated
that blurring the visual speech in an audiovisual simultane-
ity judgment task decreased reliability of the visual infor-
mation and thus increased the level of sensory noise asso-
ciated with the estimation of physical asynchrony. On the
other hand, the high-level multisensory mechanisms are
indexed by pC=1, the observer’s prior probability of infer-
ring a common cause. Thus, as pC=1 increases, there is an
increase in the tendency to bind the audiovisual signals.

Clinically, patients with conditions such as autism,
schizophrenia, and amblyopia exhibit widened TBW
compared to age-matched controls, suggesting that impaired
multisensory temporal function may have cascading effects
into domains of clinical interest.46,51,52 Although these
patients show a similar phenotype (i.e., widened TBW),
using the causal inference model, Noel et al.51 demonstrated
that the widened TBW in patients with autism may result
from atypical priors (i.e., increased pC=1), whereas that of
patients with schizophrenia may stem from a combination
of atypical priors and weakened sensory representations
(i.e., increased σ ). In the case of amblyopia, there still
remains questions about whether the widened TBW is due
to impaired binocular vision (i.e., deficits in formation of
sensory representations) or impaired multisensory interac-
tions (i.e., deficits in priors), which could occur as a result
of abnormal visual experience during development.53,54

The purpose of this study was to understand the effect of
binocularity on audiovisual temporal perception in normally
sighted individuals. Specifically, our objective was to deter-
mine whether binocular viewing could affect audiovisual
temporal perception as indexed via the PSS and TBW. More-
over, we were interested in determining whether differ-
ences in monocular versus binocular viewing were depen-
dent on the nature of the stimuli used in the task, and
thus used both simple low-level stimuli (i.e., flashes and
beeps) and complex higher-level stimuli (i.e., speech). Last,
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we used the causal inference model to determine whether
binocular viewing affected low-level unisensory mecha-
nisms (i.e., level of sensory noise) or high-level multisensory
mechanisms (i.e., prior probability of interring a common
cause, pC=1) during audiovisual temporal perception. On
the basis of evidence from prior studies, we established
several hypotheses. First, we hypothesized that binocular
viewing would shift the PSS toward the auditory leading side
(signifying more visual-biased responses) and reduce the
size of the TBW (signifying improved audiovisual temporal
acuity). This hypothesis was based on the well-established
fact that binocular viewing enhances perceived stimulus
intensity7,16,55 and the fact that increasing intensity of the
visual stimulus in an SJ task shifts the PSS toward the visual
leading side and reduces the TBW. Second, we hypothe-
sized that the effects of binocular viewing on these measures
would be greater for the simple flash-beep stimuli when
compared with the speech stimuli based on prior evidence
that binocular summation tend to decrease with increas-
ing stimulus complexity. Last, given the fact that binocu-
lar viewing enhances stimulus reliability, we hypothesized
that binocular viewing would reduce sensory noise but not
participant’s prior probability of inferring a common cause.
Importantly, the findings of this study would contribute to
the understanding of the effects of binocular vision and, to
some degree, visual processes on multisensory perception.

METHODS

Participants

Nineteen participants (male 5, age [mean ± SD] 19.8 ±
1.7 years) performed audiovisual SJ tasks with the flash-
beep stimuli and with the speech stimuli and were compen-
sated with either gift cards or course credits. All participants
presented normal or corrected-to-normal vision, normal
binocular vision, and normal hearing. Normal vision was
defined as both eyes having a visual acuity better than 20/30
whereas binocular vision was defined as stereo acuity better
than 60 arc-seconds. Visual acuity and stereoacuity measure-
ments were made using a Snellen chart at 6m and a Randot
stereo chart, respectively. Each participant gave informed
consent before being allowed to participate. All recruitment
and experimental procedures were approved by the Vander-
bilt University Institutional Review Board and were carried
out in accordance with the Declaration of Helsinki. Four
participants were excluded from further analysis because of
high proportions of synchrony reports for high SOA values
in one or more experiments.

Stimulus and Apparatus

All experimental procedures for both the flash-beep and
speech SJ tasks took place inside a dimly lit WhisperRoom
(SE 2000 Series). The visual stimuli for both stimulus types
were displayed on a gamma-corrected monitor (21-inch Asus
LCD) with 120-Hz refresh rate while the auditory stimuli
were presented binaurally through headphones (Sennheiser
HD559). For the flash-beep task, the visual stimulus was a
white annular ring with an outer and inner diameter of 6°
and 3°, respectively. The ring was displayed at the center of
fixation and at 50 cd/m2 luminance on a screen with lumi-
nance of 10 cd/m2. The auditory stimulus was an 1800Hz
brief tone presented at ∼70dB.While the visual stimulus was
presented for 17ms, the auditory stimulus was presented for

10ms and was linearly ramped up and down each for 2 ms.
Both the visual and auditory stimuli for the flash-beep task
were generated and presented using MATLAB (Math Works
Inc., Natick, MA, USA) software with the Psychophysics Tool-
box Version.56,57 On the other hand, the stimuli for the
audiovisual speech task consisted of a video of a female
talker uttering the phoneme /ba/, including all prearticu-
latory movements, with a pixel resolution of 1920 × 1080
and a duration of ∼2300 ms.58 The auditory component of
the video was presented at ∼70 dB. All speech stimuli for SJ
tasks were presented using E-Prime version 2.0.8. A Minolta
Chroma Meter CS-100 and a sound level meter were used to
verify the luminance and sound intensity levels, respectively.
The durations of all visual and auditory stimuli, as well as
the SOAs, were confirmed using a Hameg 507 oscilloscope
(Hameg Instruments, Mainhausen, Germany) with a photo-
voltaic cell and microphone.

Procedure

Each participant completed two sessions of the flash-beep
(FB) task and two sessions of the speech (SP) task, arranged
in an FB-SP-FB-SP or SP-FB-SP-FB order. This order was
randomized and counterbalanced across participants. In
each sub-session, participants performed the task with either
the left eye, the right eye, or both eyes in separate, random-
ized blocks. During monocular viewing, the untested eye
was covered with an opaque patch and after each monocu-
lar viewing block, participants took a five-minute break to
reduce the effects of deprivation on subsequent sessions. For
both tasks, participants judged whether the visual stimulus
(which was flash ring for the FB task and lip movements
for the speech task) and the auditory stimulus (which was
brief tone for the FB task and “/ba/" sound for the speech
task) occurred at the same time or at different times. From
trial to trial, the onsets of the visual and auditory stimuli
were separated by a set of predefined SOAs (FB task: ±400,
±300, ±200, ±150, ±100, ±50 and 0; SP task: ±500, ±400,
±300, ±250, ±200, ±150, ±100, and 0) where negative and
positive SOA values corresponded to auditory-preceding-
vision and vision-preceding-auditory SOAs respectively. For
each block, each SOA was presented 10 times in random-
ized fashion totaling 260 trials for each viewing condition
for the FB task and 300 trials for each viewing condition
for the SP task. Each trial began with a brief fixation period
which lasted between 700 and 1000ms (Fig. 1). During this
period, participants viewed a centrally displayed plus sign
on the screen. After the fixation period, the audiovisual stim-
ulus was presented and participants were then asked to
provide their responses by pressing “1” on the keyboard if
the pair of audiovisual stimuli was synchronous or by press-
ing “2,” if the pair was asynchronous. Before participants
began the main experiment, each was given brief initial
practice sessions using the highest SOAs for each task to
ensure task familiarization and comprehension. Participants
were not provided with feedback on the correctness of their
responses during the main experiment.

Derivation of Behavioral Measures

For each participant, we pooled responses from blocks
for each viewing condition and stimulus type and then
computed proportions of synchrony reports as a function
of SOA using the pooled data. To determine the PSS and
TBW values for each viewing condition and stimulus type,
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FIGURE 1. Schematic of the procedure for the (A) flash-beep SJ
task and (B) speech SJ task. Participants judged the simultaneity
of a visual stimulus (flash of light [A] and lip movements [B]) and
an auditory stimulus (auditory beep [A] and phoneme /ba/ [B])
presented with varying stimulus onset asynchronies. On each trial,
there was a brief fixation period (700–1000 ms), followed by the
stimulus presentation. Participants were then asked to respond by
pressing the keyboard after which the next trial began automatically.

we fitted a single-term Gaussian distribution model with the
amplitude, mean and standard deviation as free parame-
ters. Although the mean and standard deviation parameters
ranged from negative infinity to positive infinity, the range
of possible values for the amplitude parameter was bound
between 0 and 1. The averaged r2 values for flash-beep task
(0.92 ± 0.05) and the speech task (0.91 ± 0.06) showed
reasonable fits to the data. We derived the PSS and the TBW
as the mean and standard deviation of the best fitting Gaus-
sian model, respectively.

Fitting the Causal Inference Model

The causal inference model provides a mechanistic under-
standing of how an observer makes synchrony judgments
between two stimuli from different sensory modalities
during the performance of an SJ task.49 We point to Magnotti
et al.49 for a more detailed derivation of this model. More-
over, although the model was originally derived using
speech stimuli, in principle the model should work for other
stimuli such as flash-beep used in SJ tasks.

According to the causal inference model, the brain first
infers the underlying causal structure of cues from multi-
ple sensory modalities before combining them (Fig. 2). This
underlying causal structure can be one of two possibilities,
which are (1) the events having a common cause (C = 1)
or (2) the two events having different causes (C = 2). Natu-
rally, events emanating from a common source such as audi-
tory and visual speech results in a narrow distribution of
physical asynchronies with a mean that is characteristic of
the relationship between the two cues. For instance, the
asynchrony distribution of audiovisual speech has a posi-
tive mean owing to the small delay between the visual and
the auditory onsets. This delay stems from the fact that pre-
articulatory facial movements occur before the engagement

of the vocal cords during speech. In the case of nonspeech
stimuli, the auditory and visual stimuli most likely have simi-
lar onsets and thus may result in an asynchrony distribution
with a mean of zero. When the two events have different
causes, the distribution of physical asynchronies is broad
and has a mean of zero because of the lack of relation-
ship between the cues. Furthermore, the model posits that
the observer’s measured asynchrony is subject to sensory
noise and, hence, follows a broader distribution than phys-
ical asynchrony. When these component distributions are
overlaid, a window of measured asynchronies for which the
probability of inferring a common cause outweighs the prob-
ability of inferring different causes emerges. This window
termed the Bayes-optimal synchrony window is indepen-
dent of the physical asynchrony between the cues observed
and, hence, represents a decisional structure used by the
observer in making synchrony judgments. In its implementa-
tion, the causal inference model uses six parameters, which
can be grouped into two subject parameters and four stimu-
lus parameters. The first subject parameter is σ , which repre-
sents sensory noise that corrupts the measurement of the
physical asynchrony, and thus, as σ increases, there is a
decrease in the precision of measuring physical asynchrony.
The second subject parameter is pC=1, which represents the
prior probability of a common cause. When pC=1 is high,
there is an increased tendency to report synchrony. The stim-
ulus parameters include the mean and standard deviation of
the C = 1 (μC=1, σ C=1) and C=2 (μC=2, σ C=2) distributions.

To fit the model to our data, we used routines from
source codes available freely on this website: http://
openwetware.org/wiki/Beauchamp:CIMS. Following proce-
dures in Magnotti et al.,49 we fitted the model to the data
for each viewing condition (left, right and both eyes), stimu-
lus condition (i.e., flash-beep and speech) and subject. Each
model had five free parameters that were the σ , pC=1 and
three stimulus-based parameters (σ C=1, μC=2, σ C=2); μC=1 was
set to zero. The ranges for the possible parameter values
were set as follows: pC=1 [0.01, 0.99], σ C=1 [0, 150], μC=2
[-200, 200], and σ C=2 [100, 300]. For each subject, viewing
condition and stimulus condition, we determined the param-
eter values for 200 models using different initial positions
of the starting parameter values and maximizing the bino-
mial log-likelihood function on the observed data. Of the
200 models, the best fitting model was determined by first
excluding models that had parameters values within 5% of
the predefined parameter limits and second, choosing the
model with the highest r2 value. In a scenario where two
or more models had the same r2 value, the final model was
determined by averaging across these models.

RESULTS

Behavioral Results

We recorded synchrony judgments on two SJ tasks, one
using a flash-beep stimuli and the other using speech stim-
uli, from 19 subjects, of which four were excluded from
further analysis (see Methods section). Figure 3 shows the
mean proportions of synchrony reports plotted as a func-
tion of SOA for the binocular condition (blue) and the aver-
aged monocular conditions (orange) for (A) the flash-beep
stimulus and (B) the speech stimulus. Audiovisual temporal
perception was indexed for the two stimulus types via two
perceptual measures—the PSS and the TBW.

http://openwetware.org/wiki/Beauchamp:CIMS
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FIGURE 2. Causal inference model for audiovisual SJ tasks. Before multiple cues are combined, the brain determines whether they originate
from a common source (C = 1) or different sources (C = 2). Auditory and visual stimuli that share a common source have a narrow
distribution of physical asynchronies (middle, blue) and a mean that suggest a relationship between the cues (e.g., positive mean for speech
or zero mean for flash-beep). When the paired stimuli have different sources, the distribution is broad, and the mean is zero due (middle,
red). According to the model, each participant possesses a prior tendency to bind multiple sensory information across time (pC=1, top) and
samples information from the sensory world with a certain level of noisiness (sensory noise, bottom). Combining these components creates
of window of measured asynchronies where the probability of inferring a common cause is more likely than that of separate causes (middle
right). This window termed the Bayes’ optimal window is asynchrony serves a decision structure for judging the simultaneity of these events.
Figure modified from Noel, Stevenson, and Wallace.51

To determine the effect of binocularity on audiovisual
temporal perception, we conducted 2 × 2 repeated measures
ANOVA with Greenhouse-Geisser correction on each of the
performance measures (i.e., PSS and TBW) with viewing
condition (i.e., binocular vs. monocular) and stimulus type
(i.e., flash-beep and speech) as the within-subject factors
using the JASP software version 0.11.1.59 Here, monocu-
lar performance was defined as the averaged performances
of the left and right eye conditions. We were able to pool
the results for the right and left eyes since there was no
statistically significant difference between them for both the
PSS and TBW for both stimulus types (i.e., flash-beep and
speech); all P > 0.3. Results were represented in mean ± SE,
and all statistical analyses were two-tailed with an alpha (α)
of 0.05.

Binocular Viewing has no Effect on PSS for SJ
Tasks Using Either Flash-Beep or Speech Stim-
uli. For the PSS, a two-way repeated measures ANOVA
revealed a significant main effect of stimulus type (F(1,14)
= 58.9, P = 2.2 × 10−6, η2

p = 0.81; Fig. 4). The PSS aver-
aged across all viewing conditions was significantly shifted
toward more positive values for the speech stimulus (85.87
± 12ms) compared to the flash-beep stimulus (−0.51 ±
10 ms). Surprisingly, our analysis showed no significant

effect of viewing condition (F(1,14) = 0.17, P = 0.689, η2
p =

0.012) and no significant interaction between viewing condi-
tion and stimulus type (F(1,14) = 0.101, p = 0.755, η2

p =
0.007), indicating no effect of binocular viewing on the PSS
for either stimulus type.

Binocular Viewing Enhances Audiovisual
Temporal Acuity for SJ Tasks Using Flash-Beep
Stimuli But Not Speech Stimuli. Consistent with
our hypothesis, a two-way repeated measures ANOVA
conducted on the TBW revealed a significant effect of
stimulus type (F(1,14) = 6.34, P = 0.025, η2

p = 0.312), a
significant effect of viewing condition (F(1,14) = 7.35, P =
0.017, η2

p = 0.344) and a significant interaction between
stimulus type and viewing condition (F(1,14) = 4.73, P =
0.047, η2

p = 0.253; Fig. 5). Furthermore, to investigate the
dependence of this TBW difference on stimulus type, we
conducted a post-hoc simple effects analysis with Bonfer-
roni correction on the ANOVA results. Our analysis revealed
that for the flash-beep stimulus, the TBW for binocular
viewing (218.6 ± 17 ms) was significantly narrower than
that for monocular viewing (243.1 ± 17 ms; t(14) = −3.91,
P = 0.002, d = −1.01, adjusted α = 0.025). In contrast, for
the speech stimulus, there was no significant difference
between the TBW for binocular viewing (266.3 ± 19 ms)
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FIGURE 3. Mean proportions of synchrony reports. Proportion of
synchrony reports averaged across participants is plotted as a func-
tion of SOA (in ms) for (A) the flash-beep stimulus condition and
(B) for the speech stimulus condition. Results for the binocular and
the monocular conditions are represented in blue and orange colors,
respectively. Filled circles represent mean values across participants;
error bars represent standard error of the mean; and solid lines
represent best fitting Gaussian distribution to the averaged data
across participants.

and that for monocular viewing (269.4 ± 22 ms; t(14) =
−0.396, p = 0.698, d = −0.102, adjusted α = 0.025).

Causal Inference Model Results

To provide more mechanistic insights into our find-
ings, we used the causal inference model developed by
Magnotti et al.49 As described earlier, this model provides
a first-principles analysis of how the temporal relationship
between cues can be leveraged to determine whether these
cues originate from a common source (C = 1) or different
sources (C = 2) (Fig. 2). The model uses six parameters,
which include four stimulus-based parameters (μC=1, σ C=1,
μC=2, σ C=2) and two subject-based parameters. The subject-
based parameters consist of a sensory noise parameter, σ ,
which is a proxy for reliability of unisensory encoding or
the level of noisiness in the formation of sensory represen-
tations, and pC=1, which represents the prior probability of
inferring a common cause or the tendency to bind the multi-
sensory cues.

We determined parameter values for the best-fitting
models for each viewing condition, stimulus condition and
subject. To determine the effect of binocularity on these
parameters, we conducted 2 × 2 repeated measures ANOVA
with Greenhouse-Geisser correction on each of the parame-
ter values with viewing condition (i.e., binocular vs. monoc-

ular) and stimulus type (i.e., flash-beep and speech) as the
within-subject factors. Again, monocular performance was
defined as the averaged performances of the left and right
eye conditions, results were represented in mean ± SE, and
all statistical analyses were two-tailed with an α of 0.05.

Binocular Viewing Does Not Affect Stimulus-
Based Parameters Derived From the Causal Infer-
ence Model. Because the same set of stimuli was
presented across the viewing conditions, we expected no
difference in the stimulus-based parameters across the view-
ing conditions but differences between the stimulus condi-
tions. Indeed, for each of the three stimulus-based parame-
ters (μC=2, σ C=1, σ C=2), there was a significant main effect of
stimulus (μC=2: F(1,14) = 4.72, P = 0.048, η2

p = 0.252; σ C=1:
F(1,14) = 50.03, P = 5.56 × 10−6, η2

p = 0.781; σ C=2: F(1,14)
= 5.06, P = 0.041, η2

p = 0.266). However, neither viewing
condition (μC=2: p = 0.653; σ C=1: P = 0.325; σ C=2: P = 0.607)
nor an interaction between the stimulus and viewing condi-
tions (μC=2: p = 0.077; σ C=1: P = 0.963; σ C=2: P = 0.958) had
an effect on any of the stimulus-based parameters (Fig. 6).

Binocular Enhancement in Audiovisual Tempo-
ral Acuity Could be Explained by a Reduction in
Sensory Noise Affecting the Measurement of Physi-
cal Asynchrony. On the basis of prior literature, binocular
integration is predominantly a low-level visual phenomenon
and thus is more likely to affect the encoding process of the
visual sensory information. Consequently, we hypothesized
that binocular viewing would most likely affect the sensory
noise parameter and not the participant’s prior probability
of inferring a common cause. In line with our hypothesis,
first, we observed no effect of stimulus condition (F(1,14) =
1.69, P = 0.214, η2

p = 0.108), viewing condition (F(1,14) =
0.55, P = 0.470, η2

p = 0.038) and stimulus-viewing interac-
tion (F(1,14) = 1.33, P = 0.268, η2

p = 0.087) on the partic-
ipant’s prior probability of inferring a common cause, pC=1
(Fig. 7). Conversely, sensory noise (σ ) was affected by both
stimulus condition (F(1,14) = 5.68, P = 0.032, η2

p = 0.288)
and viewing condition (F(1,14) = 17.39, P = 9.43 × 10−4,
η2

p = 0.554) but not their interaction (F(1,14) = 0.65, P =
0.433, η2

p = 0.045). Moreover, in accordance with our behav-
ioral findings, we expected the difference in sensory noise
across the viewing conditions to occur for the flash-beep
stimulus condition but not for the speech stimulus condi-
tion. Therefore we conducted paired t-tests with Bonferroni
correction between the binocular and monocular sensory
noise values for the flash-beep condition and speech condi-
tion separately. Although there was a statistically significant
reduction in sensory noise during binocular viewing for the
flash-beep condition (t(14) = −4.0, P = 0.001, d = −1.032,
Bonferroni-adjusted α = 0.025), the binocular difference in
sensory noise for the speech condition was not statistically
significant (t(14) = −1.78, P = 0.097, d = −0.46, Bonferroni-
adjusted α = 0.025). These findings indicate that the effect
of binocular viewing on audiovisual temporal perception
observed for the flash-beep stimuli may stem from enhanced
low-level unisensory mechanisms in the form of a reduction
in sensory noise affecting the measurement of physical asyn-
chrony during audiovisual temporal perception.

DISCUSSION

This study provides the first clear evidence of binocular
summation in audiovisual temporal perception in normally
sighted individuals. The key finding was that audiovisual
temporal acuity, as indexed by the TBW,was improved under
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FIGURE 4. Effects of viewing condition and stimulus type on point of subjective simultaneity (PSS). (A) Scatterplot showing binocular (y-axis)
and monocular (x-axis) PSS values of participants for the flash-beep condition (green) and the speech condition (magenta). Dashed line
represents line of equality between binocular and monocular PSS values. (B) Mean PSS results plotted for stimulus and viewing conditions
(binocular [blue] and mean monocular [orange]). The error bars represent ± SEM.

FIGURE 5. Effects of viewing condition and stimulus type on the size of the temporal binding window (TBW). (A) Scatterplot showing
binocular (y-axis) and monocular (x-axis) TBW size values of participants for the flash-beep condition (green) and the speech condition
(magenta). Dashed line represents the line of equality between binocular and monocular TBW size values. (B) Mean TBW results plotted
for stimulus and viewing conditions (binocular [blue] and mean monocular [orange]). The error bars represent ±SEM.

binocular viewing conditions. Consistent with prior studies,
this benefit was only seen when low-level audiovisual stim-
uli were used and was absent with the use of audiovisual
speech stimuli. Causal inference modeling suggests that the
binocular benefit was a result of a reduction in sensory noise
affecting the measurement of physical asynchrony during
audiovisual temporal perception.

Although our study investigated binocular summation
using a multisensory (i.e., audiovisual) task, our finding that
binocular viewing enhances audiovisual temporal acuity is
in line with studies that have reported binocular summation
in several suprathreshold visual tasks such as contrast and
orientation discrimination tasks, visual and Vernier acuity
tasks and reaction times tasks.3–13 Previous physiologically
plausible models explaining these findings of binocular
summation in visual tasks (especially using contrast and
luminance detection and discrimination tasks) posited that
the inputs from the corresponding retinal points in the two
eyes are linearly transduced before they undergo binocu-
lar summation and finally, suppressive ocular interactions,
mostly in the primary visual cortex.6 However, recent work

challenges this framework and demonstrates that models
that include suppressive ocular interactions before summa-
tion may provide better fits and explanation to these findings
of binocular summation.4,7

In the case of audiovisual temporal perception, studies
have benefitted from Bayesian modelling approaches includ-
ing the causal inference model applied in this study.32,49,50

Generally, these models comprise parameters that index
processes occurring at the unisensory level and those that
involve the binding and or the integration of multisensory
cues. Considering the fact that binocular integration is a
low-level visual phenomenon occurring predominantly in
the primary visual cortex,1 we believe that the role binoc-
ular integration plays in audiovisual simultaneity perception
can be explained by considering the summation of the lumi-
nance energies of the suprathreshold visual stimuli received
from the two eyes prior to multisensory integration. Follow-
ing the evidence that binocular viewing enhances perceived
stimulus intensity, our finding of binocular summation of
audiovisual temporal acuity (i.e. reduction in the TBW)
for the flash-beep task fits studies that have demonstrated
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FIGURE 6. The effects of viewing condition and stimulus type on stimulus-based parameters of the causal inference model. (A, C, E)
Scatterplots showing binocular (y-axis) and monocular (x-axis) values for the μC=2 (A), σC=1 (C), and σC=2 (E) parameters for each participant.
Data points for the flash-beep condition and the speech condition are shown in green and magenta, respectively. Dashed line represents line
of equality between binocular and monocular parameter values. (B, D, F) Mean values of the μC=2 (B), σC=1 (D), and σC=2 (F) parameters
are plotted for stimulus and viewing conditions (binocular [blue] and mean monocular [orange]). The error bars represent ± SEM.

that increasing the effectiveness of the stimuli in an SJ
task improves audiovisual temporal acuity.47,49 For instance,
Fister et al.47 investigated the effect of increasing stimu-
lus intensity on the probability of making synchrony judg-
ments for visual-leading SOAs in an SJ task. They discovered
that as SOA increased, the probability of making synchrony
judgments fell more rapidly for the highly effective stim-
uli than for the lowly effective stimuli. This finding implied
that increasing the effectiveness of the stimuli decreased the

tolerance for audiovisual asynchrony, which manifests as a
narrowing of the TBW.

Using the causal inference model, our study showed
that the binocular enhancement in the TBW observed for
the flash-beep could be explained by a reduction in the
level of sensory noise affecting the observer’s judgment
of asynchrony. Indeed, this finding agrees with the study
by Magnotti et al.49 that demonstrated that manipulating
stimulus reliability affects the noisiness in the formation of
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FIGURE 7. The effects of viewing condition and stimulus type on the prior (pC=1) and the sensory noise (σ ) parameters of the causal
inference model. (A, C) Scatterplots showing binocular (y-axis) and monocular (x-axis) values for the pC=1 (A) and σ (C) parameters for
each participant. Data points for the flash-beep condition and the speech condition are shown in green and magenta, respectively. Dashed
line represents line of equality between binocular and monocular parameter values. (B,D) Mean values of the pC=1 (B) and σ (D) parameters
are plotted for the stimulus and the viewing conditions (binocular [blue] and mean monocular [orange]). The error bars represent ± SEM.

sensory representations, parameterized in the causal infer-
ence model as sensory noise, σ . Specifically, Magnotti et
al.49 showed that when the reliability of the visual stimulus
during the performance of an SJ task was decreased through
blurring, there was an increase in the level of sensory noise
(σ ) affecting the judgment. Fitting Gaussian models to the
data showed that the non-blurry stimulus condition (i.e.,
more reliable) had a narrower TBW, in concordance with our
results where the binocular viewing condition decreased the
TBW for the flash-beep stimuli. Besides SJ tasks, Beierholm
et al.60 applied the causal inference model to an audiovi-
sual spatial localization task and showed that high-contrast
stimuli decreased the standard deviation of visual likelihood
parameter signifying decreased noisiness in visual sensory
representations. Although the two models (i.e. Magnotti et
al.49 and Beierholm et al.60) were developed for different
problems (i.e., audiovisual speech perception and audio-
visual spatial localization respectively), Magnotti et al.49

highlighted that both problems are mathematically similar
and that the models share the same theoretical framework.
Hence, it is plausible to conclude that the sensory noise
parameter in the model of Magnotti et al.49 and the standard
deviation of visual likelihood in the model of Beierholm et
al.60 serve a similar function because both relate to the nois-
iness in sensory representations.

Although the causal inference model is able to differenti-
ate between the contributions of low-level unisensory mech-
anisms (i.e., level of sensory noise) and high-level multisen-
sory mechanisms (i.e., prior probability of inferring common
cause) to changes in audiovisual temporal perception, when
it comes to the unisensory mechanisms, it does not provide
any insight into the type of sensory noise (i.e., whether inter-
nal or external) driving these changes. Moreover, the causal
inference model does not make explicit assumptions about
the sources of the sensory noise. However, considering the
nature of the audiovisual temporal paradigm, it is plausible
to hypothesize that the estimation of the physical synchrony
using the visual and auditory cues may be based on the
reliability of the binocular and the binaural outputs. Conse-
quently, this may suggest that the source of the sensory noise
in the model is found after binocular and binaural integra-
tion. Blake and colleagues1,2 discussed the plausibility of a
model with late stage noise. Nevertheless, we believe that
these details about the types and sources of noise should
be incorporated into future developments of this model to
facilitate the understanding of the different sensory noise
mechanisms affecting audiovisual temporal perception.

Although binocular viewing reduced the TBW for the
flash-beep stimuli, it did not affect the TBW for the speech
task. Based on prior studies, there are several possible
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explanations. First, prior work has shown that binocular
summation is more likely to occur for tasks or stimuli with
low complexity (i.e., differential light sensitivity of target
luminance) as opposed to those with high complexity (i.e.,
pattern recognition of digits against a random checkboard
background). Indeed, Frisén and Lindblom18 posited that the
more complex the stimuli, the higher the level of cortical
processing required and the smaller the magnitude of binoc-
ular summation. Second, the lack of binocular summation
for the speech stimuli could be explained by studies that
have shown that stimuli with higher energy (i.e. luminance
or contrast) yield less binocular summation. For example,
Home9 showed that for a pattern recognition task, binocular
summation was high for low target contrasts and absent at
higher contrasts. Additionally, the dependence of binocular
summation on stimulus contrast has been demonstrated for
discrimination tasks of contrast,5,7 orientation,61 and Vernier
acuity.8 Thus the lack of binocular summation for the speech
stimulus may stem from high stimulus complexity and/or
high stimulus reliability. If the latter is true, then it can be
hypothesized that the TBW of the speech stimulus may bene-
fit from binocular enhancement if the reliability of the stim-
ulus is reduced through blurring or addition of noise.

Considering the evidence that binocular viewing can
increase the neural response and perceived intensity of
viewed visual targets, our finding of no effect of viewing
condition on the PSS contradicts studies that have shown
that increasing stimulus effectiveness affects the PSS.41,62 For
example, Boenke, Deliano and Ohl41 revealed that increas-
ing the intensity of the visual stimulus in a temporal order
judgement task (a variant of SJ task) significantly shifted the
PSS toward the auditory leading side, in other words, maxi-
mum perceived simultaneity was achieved with a stimulus
pair of larger auditory-lead under increased visual inten-
sity. However, to explain the seeming discrepancy here,
it is essential that we consider how amenable the PSS is
to changes in stimulus intensity assuming all other factors
remain constant. For instance, in the study by Boenke et al.,41

increasing the intensity of the visual stimulus by approx-
imately fivefold shifted the PSS by 27 ms to the left (i.e.,
toward the auditory leading side). On the basis of this anal-
ysis, one would expect that for binocular viewing, which
enhances perceived brightness by approximately 40%, there
would be a shift in the PSS of only 2 ms assuming a linear
relationship between PSS and stimulus intensity. In fact,
the lack of PSS shift under binocular viewing is consis-
tent with studies that have assessed the impact on audiovi-
sual temporal perception by visual phenomena that modu-
late perceived stimulus effectiveness. For example, Opoku-
Baah and Wallace63 showed that a brief period of monoc-
ular deprivation, a phenomenon known to boost perceived
contrast in the deprived eye, did not significantly affect the
PSS, although changes in the TBW were observed.

Importantly, we believe our findings have clinical implica-
tions for understanding the underlying mechanisms of the
multisensory perceptual deficits observed in patients with
impaired binocular vision such as in amblyopia. Several
studies have shown that patients with amblyopia suffer
several visual deficits including reduced visual acuity,
reduced stereopsis21,64,65 and even deficits in higher-level
perceptual functions such as global shape detection,66

motion processing,67 and real-world scene perception.68

Recently, amblyopia has been linked with deficits in
audiovisual integration.52,69,70 For instance, Narinesingh et
al.69 showed that adult patients with amblyopia exhibited

reduced susceptibility to the McGurk effect compared to
age-matched controls. With regard to audiovisual temporal
perception, Richards et al.52 demonstrated that amblyopes
compared to age-matched controls exhibited significantly
widened TBW but no difference in the PSS when tested on
an SJ task with the flash-beep stimuli. Using a subset of six
amblyopes, they also showed that the size of the TBW was
not different across viewing conditions, which were binocu-
lar, better eye and amblyopic eye conditions.52 Interestingly,
although the widened TBW observed in amblyopes indicates
impaired multisensory temporal integration, the absence
of an effect of viewing condition on the TBW measured
in amblyopes and the finding of binocular enhancement
in audiovisual simultaneity perception in normally-sighted
individuals provided by this study suggest a possible role
of impaired binocular vision in the observed multisensory
deficits in amblyopia. These suggestions warrant further
studies geared at understanding the relative contributions of
impaired binocular vision and impaired multisensory inte-
gration to the observed deficits in multisensory temporal
function. It will also be interesting to investigate how the
relative contributions of these mechanisms differ based on
factors such as amblyopia severity and etiology. Further-
more, we believe that the causal inference model as applied
in our study will be a useful tool in providing an interest-
ing picture of whether the deficits in audiovisual tempo-
ral perception observed in amblyopia stem from impaired
binocular vision (formation of sensory representations) and
or impaired multisensory processing (prior probability of
inferring a common cause, also known as the binding
tendency). Such a finding will help inform whether multi-
sensory perceptual training paradigms should be developed
to target these mechanisms separately in the management
of amblyopia. Together, these studies will enrich our under-
standing of the overall sensory and perceptual deficits in
amblyopia and their underlying mechanisms and enable
the development of behavioral therapies that address these
mechanisms.
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