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Abstract
Transitions from one level of care to another are complex processes that pose medical and organizational risks and depend 
on care integration between different providers. This qualitative study investigated user experiences with an existing digital 
system for care integration between hospitals and nursing homes, and the potential of artificial intelligence to contribute to 
its optimization. The findings reveal challenges regarding (a) untimely information, (b) irrelevant information, (c) confusing 
information, (d) missing information, (e) information overload, and (f) information multiplicity. Artificial intelligence could 
address these by (i) identifying and verifying low-quality information, (ii) targeting information for different user groups, (iii) 
visually summarizing relevant information, and (iv) jointly presenting multiple versions. The implications of these findings extend 
beyond the context of care integration, presenting empirical evidence for the importance of qualitative health research in, 
and a model for, determining the scope and design of future artificial intelligence solutions to optimize (health)care processes.
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Original Research

What do we already know about this topic?
Transitions from one level of care to another are complex processes that pose medical and organizational risks and depend 
on care integration between different providers.

How does your research contribute to the field?
This qualitative study investigated user experiences with an existing digital system for care integration between hospitals 
and nursing homes, and the potential of artificial intelligence to contribute to its optimization.

What are your research’s implications toward theory, practice, or policy?
This research presents empirical evidence for the importance of qualitative health research in, and a model for, determining 
the scope and design of future artificial intelligence solutions to optimize (health)care processes.
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Introduction

Care for the aging population presents one of the major 
societal challenges of the 21st century.1 In particular, elderly 
citizens residing in nursing homes are prone to frequent 
hospitalizations, changing their care contexts from nursing 
homes to hospitals and back in a cycle of readmissions and 
discharges.2 While hospitalization is typically urgent and 
unplanned, the discharge from hospital to nursing homes 
represents a complex process, requiring careful planning in 
order to achieve successful care integration.

In their qualitative metastudy, Allen et al3 identify dis-
charge and transitional care as social processes based on 

interrogative strategies, which they pose as a foundation for 
optimizing user experiences in interventions and models for 
such processes. Canary and Wilkins4 uncovered practical 
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issues and negative emotional experiences encountered in 
the discharge process, advocating improvements in commu-
nication as a primary strategy of improving it. However, 
already Colón-Emeric et al5 identified the complexity of 
medical and nursing staff communication within the context 
of nursing homes. Adding the interorganizational setting 
between hospitals and nursing homes can be assumed to fur-
ther complexify the communication.

Naylor et al6 studied how interventions can improve tran-
sitional care, finding the use of health IT to be a promising 
vector of ensuring care integration. And indeed, care integra-
tion is increasingly supported by digital health information 
exchange systems, with countries such as Canada, Denmark, 
Israel, and Sweden taking the lead.7 In theory, digital care 
integration systems should be able to provide all the neces-
sary information to the care professionals in nursing homes 
to ensure an optimal transition of care. However, it is well-
known that policy and what actually happens are often at a 
clash in care contexts such as nursing homes,8 particularly 
given the high workload of the care professionals involved.

This article investigates user experiences with an existing 
digital system for care integration between hospitals and 
nursing homes in Denmark with the aim of understanding the 
potential of artificial intelligence (AI) to contribute to its opti-
mization. The qualitative study reported upon was conducted 
under the umbrella of a collaborative research project regard-
ing the user-driven co-development of this care integration 
system in an interdisciplinary setting between (qualitative) 
health researchers, AI researchers, and software engineers.

This article unfolds as follows. First, it briefly reflects on 
the use of AI for optimizing healthcare processes. Then, it 
describes the context of the study and the methods used for 
collecting and analyzing data. Then, the findings are pre-
sented, revealing 6 challenges of the existing system and 
suggesting 4 AI solutions that could address these. The arti-
cle goes on to discuss how this empirical evidence highlights 
the importance of qualitative health research in determining 
the scope and design of future AI solutions. Finally, these 
insights are distilled into a model for the user-driven co-
development of AI for the optimization of (health)care 
processes.

AI for Optimizing Healthcare Processes

AI has a large potential to improve healthcare through 
improved diagnosis and treatment, improved patient engage-
ment and adherence, and improved administrative pro-
cesses.9 AI has entered a productive state in diagnostics, 
routinely outperforming human specialists in tasks such as 
identifying breast cancer10 and holds great promise in effect-
ing lifestyle changes through health coaching.11

In the face of increasing workloads and stagnating 
resources, burnout presents a major threat to care profession-
als’ health and patients’ quality of care.12 Clearly, the use of AI 
has great potential in optimizing care processes to address this 

problem, for example, by automating routine parts of adminis-
trative processes and by validating information quality.9

Applying AI methods to the optimization of care pro-
cesses is typically more challenging than improving diagnos-
tics, though. In diagnostics, there is typically a clearly 
delineated problem (eg, predict breast cancer) on a clearly 
delineated data set (eg, x-ray images). In contrast, care pro-
cesses typically involve a number of human actors and the 
tasks amenable to be optimized by AI and the data available 
to that end are typically complex and less clearly delineated. 
Here, AI has the potential to disrupt care processes, both 
positively by supporting care professionals’ work but also 
negatively through the “4d-risks” depersonalization, dis-
crimination, dehumanization, and disciplination.13

Davenport and Kalakota9 (p. 97) pose that “the greatest 
challenge to AI in these healthcare domains is not whether 
the technologies will be capable enough to be useful, but 
rather ensuring their adoption in daily clinical practice.” So, 
arguably, for AI to unleash its potential also for optimizing 
care processes, a deep understanding of the practices of the 
actors and the processes they are involved in is needed. AI 
experts need to closely collaborate with qualitative health 
researchers to determine the scope and design of AI solutions 
that could positively disrupt the care processes instead of 
presenting another item on care professionals’ workload 
balance.

Context

The context of this study was the public healthcare system in 
Denmark. In this context, hospitals are operated by the 5 
Danish regions while nursing homes are operated by the 98 
Danish municipalities. The municipality where a citizen 
resides before hospitalization is responsible for transitional 
care after discharge from the hospital. Denmark exhibits high 
levels of data governance, as well as technical and operational 
readiness, and has developed one of the most advanced 
national health information exchange systems.14 The transi-
tion of care from the hospital to the municipal setting is sup-
ported by this system, which functions as a digital care 
integration system by allowing hospital staff to provide infor-
mation to be used by municipal staff in post-discharge care.

The information is sent in the form of 2 types of semi-
structured digital reports. The nursing care plan contains 
information about observed, expected, and potential changes 
in the citizen’s physical and mental function and care needs. 
One or several nursing care plans are sent from the hospital 
to the municipality where the citizen had been registered 
ahead of the discharge in order to function as a planning tool 
for municipal care. The hospital discharge summary describes 
the hospitalization from admission to discharge, including 
current function and health status, future treatment, and care 
needs. The hospital discharge summary is sent from the hos-
pital to the municipality at the time of discharge of the 
citizen.
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Both nursing care plans and hospital discharge summaries 
are created by hospital nursing staff and fulfill different, 
though related purposes for the 3 types of municipal users 
relevant in the context of care transition from hospitals to 
nursing homes: nurses affiliated with the municipal care 
needs assessment, nurses affiliated with nursing homes, and 
social care assistants affiliated with nursing homes. Nurses 
working as municipal assessors are expected to translate 
nursing care plans into action plans for the changed care 
needs of citizens returning to their homes or nursing homes. 
Nurses affiliated with nursing homes are expected to monitor 
the citizens’ health status and control their medication. The 
social care assistants perform the bulk of daily health and 
social care for the citizens.

Methods

The author had extensive experience with qualitative health 
research, mostly in the form of ethnographic studies with the 
aim of uncovering patient perspectives and had previously 
worked in close collaboration with general practitioners and 
care professionals, also in the context of nursing homes. The 
focus in these lines of research was not on the experiences of 
(health)care professionals but typically on those of patients. 
Accordingly, the researcher approached the study neither as 
a naive outsider nor as an informed insider but as an insider-
outsider occupying the space in between.15

A combination of individual in-depth interviews and the-
matic focus groups was used to investigate the experiences 
of nurses and social care assistants as participants of the dis-
charge process and as users of the care integration system. 
The conversational in-depth interviews allowed for deep 
reflections on the subject of the study while the focus groups 
helped participants to articulate their experiences through 
a facilitated dialog with colleagues that they were well-
acquainted with. These conversational methods were com-
plemented by the author immersing themselves in the field in 
order to observe how the care professionals interacted with 
both the existing digital care integration system and an early 
prototype of the AI solution. Here, the researcher filled an 
observer-as-participant role,16 with care professionals aware 
of but mostly ignoring the presence of the researcher.

Participants

The project and the associated care professionals constituted 
an intrinsic serviceable sampling frame. The participants of 
the study, nurses and social care assistants, were sampled 
purposively through typical instance sampling17 while ensur-
ing roughly equal distribution of professions. Professionals 
without sufficient recent experience of using the existing 
digital care integration system were excluded.

The recruited sample consisted of 11 nurses and 16 social 
care assistants, aged between 28 and 57. The gender distribu-
tion was skewed at 25 females and 2 males, which closely 

reflects the gender distributions in nursing (3.5%) and social 
care (7%) professions in the Danish context.

Data Collection

The data were collected during the runtime of the collabora-
tive project in 2018 and 2019 in 3 stages. In the first stage, 
data on experiences with the discharge process and the use of 
the existing digital care integration system were collected. In 
the second stage, the idea of an AI-enhanced care integration 
system was presented and user expectations to such a system 
were the primal focus points. In the third and last stage, user 
feedback, reflections, and experiences with an early proto-
type of the AI solution were collected. The later stages were 
designed after careful pre-analysis of the completed stages, 
allowing early insights to inform the further data collection 
process.

The researcher conducted the interviews and moderated 
the focus groups, all of which were audio recorded and tran-
scribed. Fieldnotes with reflections were written immedi-
ately afterwards as well as during the observations of user 
interactions. The shortest interview was just under 60 min 
while the longest focus group was longer than 180 min. The 
fieldnotes on the observations were rather extensive, includ-
ing details such as the areas of the screen that the care profes-
sionals focused on.

Ethics and Data Management

The collection and processing of the data were reported to 
the Danish Data Protection Agency as part of the collabora-
tive research project. Ethical clearing by the Danish National 
Committee on Health Research Ethics is not required for this 
type of study. Participants were well-informed about the pur-
pose of the study and consented and volunteered to partici-
pate in writing. Care processes and nursing homes represent 
a sensitive research context.18 Thus, ensuring participant 
anonymity was a priority. To avoid reidentification of partici-
pants by their employers, Saunders et al’s19 best practice rec-
ommendations regarding participant anonymity were 
adapted by only referring to professional roles, by merging 
related accounts, and by splitting unrelated accounts.

Data Analysis

The open coding20 of the data resulted in an extensive set of 
codes that were consecutively grouped into higher-order 
codes,21 giving rise to themes of “challenges” with sub-
themes “information quality” and “information amount” as 
well as “solutions” with sub-themes “organizational” and 
“AI.” The categories of codes comprising these themes 
resulted in the identification of the 6 challenges and the 4 
suggested AI solutions outlined in the following section.

Several strategies to ensure internal validity and trustwor-
thiness were employed,22 including the determination of 
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sample size through data saturation23 and methods and data 
triangulation,24 among others making use of fieldnotes from 
observations in the interpretation of interview and focus 
group transcriptions. Furthermore, the three-stage research 
design allowed to validate insights from the pre-analysis of 
previous stages during following interviews and focus 
groups.

Findings

To begin with, the analysis revealed that users of the existing 
care integration system indeed experience challenges with it. 
The main problem seemed to be that users experienced read-
ing the nursing care plans (abbreviated as NCPs in the 
remainder of this section) and hospital discharge summaries 
(abbreviated as HDSs) as time-consuming:

Social care assistant: I find it hard to read all the information 
the hospital sends. We have many residents here that come back 
from the hospital. I simply don’t have enough time to sit down 
and read up in detail on each of them!

This experience is shared by both nurses and social care 
assistants, who are experiencing increasing workloads and, 
in particular, increasing requirements regarding documenta-
tion of their work processes:

Nurse: Now, we are using a lot more time to find out where do 
we need to write what, where do we find the relevant information, 
who do we need to communicate to? It is quite challenging  
for us.

Furthermore, different users were found to use the informa-
tion provided by the care integration system differently. 
Nurses working as municipal assessors were indeed focusing 
primarily on NCPs while those affiliated with nursing homes 
were reading both types of reports, spending a large amount 
of time doing so. Social care assistants used NCPs to prepare 
for the arrival of discharged citizens:

Social care assistant: The NCP also helps us to find out what 
information we are missing and ask the hospital staff to elaborate 
on certain points.

Table 1. Summary of Challenges and AI Solutions Identified, with Connections Indicated.

Challenges 
identified

Information quality Information amount
(a) Untimely 

information
(b) Irrelevant 

information
(c) Confusing 

information
(d) Missing 

information
(e) Information 

overload
(f) Information 

multiplicity
Information is 

outdated or not 
yet relevant

Information is not 
relevant at all or 
only to a group 
of users

Information 
misplaced or 
insufficiently 
structured

Relevant 
information has 
not been provided

There is more 
information 
than users can 
process

There are 
multiple 
versions of the 
information

Potential AI 
solutions

(i) Identify and 
verify low-quality 
information

(ii) Targeted information for different 
user groups

(iii) Visually 
summarize 
relevant 
information

(iv) Jointly present multiple 
versions

Identify outdated, 
irrelevant, 
confusing or 
missing information 
using AI, visualize 
it to users, and 
recommend 
information 
creators to 
amend, move, or 
verify low-quality 
information

Identify the varying informational 
needs of different user groups and 
intelligently adapt the ordering, 
selection, and presentation of the 
information to the identified varied 
needs

Select a certain 
number of most 
relevant topics, 
fully-automatically 
identify those parts 
of the information 
that contribute 
most to these 
topics, and visualize 
them to the users

Compute the differences between 
multiple concomitant versions, 
evaluate them in relation to 
significance, and present them in 
reverse-chronological order to 
the users

Required 
data

Unlabeled NCPs 
and HDSs, 
preferably with 
only high-quality 
reports having 
been selected by 
care professionals

NCPs and HDSs where each 
section is labeled with its 
relevance, manually labeled by care 
professionals

Excerpts from 
NCPs and HDSs 
relevant to the 
topics selected 
and manually 
labeled by care 
professionals

 
Semantic text similarity scores for 

pairs of texts, reusing existing 
clinical data sets extracted from 
electronic health records
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The social care assistants valued also the HDSs in the cre-
ation of action plans for individual citizens:

Social care assistant: In the HDS, there is a section called 
“future agreements”, which is not part of the NCPs. This is very 
practical to have and avoids duplicating work.

The participants largely agreed on 2 points: reading thor-
oughly through all NCPs and HDSs is challenging and time-
consuming but necessary as it provides valuable information 
essential for them to perform their job functions as part of the 
care processes for the elderly citizens.

The following subsections outline the 6 themes regarding 
the challenges participants experienced with the existing 
care integration system as well as how the introduction of 
artificial intelligence might address these challenges and 
which data would be required to that end (see Table 1 for a 
summary). First, the 6 challenges of the existing care integra-
tion system as experienced by users are presented grouped 
into 2 categories regarding the quality of the information and 
its amount. Then, possible AI solutions and how they have 
the potential to address these challenges are introduced.

Challenges Regarding the Quality of the 
Information

The quality of the information is an important contributor to 
the value of the care integration system. The other way around, 
low-quality information leads to suboptimal care processes 
through ill-informed action plans as well as extra time con-
sumption due to increased needs for communication with hos-
pital staff outside of the care integration system. The analysis 
identified many concerns regarding quality, which have been 
grouped into the 3 themes presented in this subsection.

(a) Untimely information. Outdated information is a typical 
case of low-quality information that imposes additional 
workload on care professionals:

Nurse: Once, an old remark had been copied into the HDS. It 
said that the citizen was unable to receive nourishment orally. 
The social care assistants came to me and were worried how 
they should handle that? We had to create an emergency plan. 
But then I saw a new correspondence with an update on the 
functionality of the elderly citizen, stating that the problem had 
been resolved.

While this situation was resolved rather quickly thanks to 
information external to the care integration system, in some 
cases the outdated information disturbs care professionals’ 
work until after the citizen has been discharged. A citizen was 
flagged as currently undergoing severe hallucinations in the 
HDS, where apparently information from a previous NCP had 
been copied into the category of “psychosocial conditions.” 
This outdated information caused extra preparations for the 
citizen’s arrival, which turned out to be entirely unnecessary:

Social care assistant: I was prepared to receive a citizen who 
sees flying elephants, green pigs, and dead people. Then, he 
arrived and presented himself calmly and absolutely sane.

Due to confidentiality concerns, no cases with directly  
detrimental effects on the care outcomes were related. 
Nevertheless, even in these 2 more harmless cases, outdated 
information resulted in care processes for other citizens 
being degraded as working time was spent on unnecessary 
emergency plans and preparations instead of actual care.

While outdated information was the main concern regarding 
timeliness, premature information also presented a challenge:

Social care assistant 1: You can see that this HDS was sent on 
the 14th and the elderly citizen was discharged on the 16th.

Social care assistant 2: It is a bit too early because a lot of 
things can change in two days.

Information that arrives before time has low relevance and is, 
consequently, obstructing rather than assisting care processes.

(b) Irrelevant information. Unlike outdated information, irrele-
vant information poses no direct harm to the care process. But 
like premature information, it obstructs care processes as it 
consumes time and hinders access to relevant information:

Nurse: I don’t care how many children the elderly citizen has at 
home. I want to know when the hospital has taken a blood 
sample, what the current dose of the medication is, when to take 
another blood sample. It takes a very long time to figure this out.

Finding the relevant information in an extensive report is a 
time-consuming process, as much of the provided informa-
tion is deemed irrelevant.

In addition to irrelevant contents of the sections of the 
reports, some sections are considered irrelevant in their entirety:

Social care assistant: The field “sexual activity” often is filled 
by stating that it is not relevant. Why is it included if it rarely is 
relevant, and I anyway don’t have to do anything with its 
contents?

Irrelevant information also induces processes of reflection, 
as they often pose more questions than they provide answers:

Social care assistant: Here from the report: “Before 
hospitalization, the patient experienced that his home was 
invaded.” Ok, but what should I do with this information? Does 
it somehow affect the current state of the citizen?

This type of irrelevant information is more confusing than 
supporting care professionals’ preparations for the discharge 
of the elderly citizen.

(c) Confusing information. The existing care integration system 
does not have the possibility to analyze the contents of the 
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sections and ensure their consistency. Thus, different sections 
of a report can and do contain contradictory information:

Nurse: The citizen needs help with medication? Ok. It says so 
here, but further up it said they didn’t.

In this case, the nurse had to clarify the situation by contacting 
the hospital staff outside of the care integration system, delay-
ing the processing of the NCP and using valuable time. Another 
source of confusion stems from misplaced bits of information 
that end up in sections where they do not belong while they are 
missing in those, where they do. During observation of a social 
care assistant reading through an HDS, the social care assistant 
suddenly seemed a bit tense. Asked about what was going on, 
she explained that information was misplaced:

Social care assistant: Here under “Living situation” it says: 
“Patient eats well in company of others.” This says nothing 
about who he lives with. That’s not how this section is supposed 
to be filled. That information belongs under “Nutrition” or 
maybe “Psychosocial conditions”.

The fieldnotes specify that she feels that the careless filling 
of the reports is “disrespectful” and “devaluates her work.” 
Her emotional response seems to be based on experiencing 
confusing information as increasing the already high work-
load of care professionals:

Social care assistant: The information is quite mixed up. We’re 
not able to easily find what we need, what is relevant for us, we 
have to filter through a lot.

Filtering through the rather long reports presents a challenge, 
as it means that other tasks will have less time allocated to 
them. This leaves many of the participants with a feeling of 
performing their job inadequately.

Challenges Regarding the Amount of Information

The right amount of information requires a precarious bal-
ance between the need for succinctly summarized presenta-
tions of the most important aspects and the need to include 
all potentially relevant information. The analysis identified 
many concerns regarding quality, which have been grouped 
into the 3 themes presented in this subsection.

(d) Missing information. Incomplete information can obstruct 
care processes through the same mechanism of posing more 
questions than providing answers described above for (b) 
irrelevant information:

Social care assistant: This section says that the need for assistive 
devices has to be evaluated. Who has to evaluate this? Me?

Here, the information is missing regarding who the recipient of 
this request is. The field notes specify that the “social care 

assistant looks puzzled; she feels ill-equipped to evaluate this.” 
In further discussion, it became apparent that the social care 
assistant would feel irresponsible if she just ignored this request.

The matter is further aggravated when important informa-
tion is obviously missing, as was observed in a nurse’s inter-
action with an HDS in the care integration system:

Nurse: Eating, drinking – ok, he got a stoma. But what about 
urination? That information is missing.

Here, the presence of newly established stoma indicated in 
the HDS necessitates information about urination that was 
blatantly absent.

(e) Information overload. Both the NCP and the HDS contain 
many sections to fill, with the HDS allowing even more 
information to be included:

Nurse: The NCP contains a lot of data, but it only provides a 
here-and-now picture. The HDS is a little more complex than the 
NCP. It contains additional sections such as “diagnosis” and 
“future agreements”. You can go into more depth regarding the 
description of how the patient is.

The extensive information contained in NCPs and HDSs sat-
isfies the users need to understand the citizen’s state and care 
needs after the hospital discharge. But the sheer amount of 
information is overloading the care professionals, both with 
regard to time consumption and ensuring that relevant infor-
mation is not overlooked:

Social care assistant: First, I look at the discharge date to 
figure out how much time we have to make the arrangements for 
receiving the soon-to-be discharged citizen. Further down it gets 
messier, look how much text there is! And look, there are three 
NCPs regarding this hospitalization!

Not only is the amount of information contained in a single 
report overwhelming, but there are typically also multiple 
such reports, multiplying the amount of information that has 
to be processed by care professionals.

(f ) Information multiplicity. The existence of several versions 
of closely related information such as several NCPs and an 
HDS for the same hospitalization often give rise to informa-
tion multiplicity, where the same bits of information occur in 
several versions. To create a new version of an NCP or an 
HDS, hospital staff often start from copying the entire con-
tents from a previous NCP, often without verifying whether 
all duplicated information is still relevant. This challenge is 
related by 2 nurses functioning as municipal assessors when 
discussing multiple NCPs:

Nurse 1: What is the new information? That’s hard to figure out 
and identify. The hospital staff don’t have time to delete the old 
information from the NCP.
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Nurse 2: Yes, it’s easy to miss something important.

The information duplicated from previous versions makes it 
hard to compare the contents of the 2 versions and determine 
what has changed from 1 version to another, requiring a full 
manual comparison of 2 versions.

The same problem is related by a nurse affiliated with a 
nursing home regarding HDSs:

Nurse: I can only see the differences between the NCP and the 
HDS when I remember that a certain piece of information wasn’t 
there the day before. Otherwise, I have to read it as a whole 
every time.

Obviously, the care professionals’ ability to memorize the 
NCPs for multiple patients is limited. The practice of generat-
ing new NCPs and HDSs from previous NCPs is, thus, creat-
ing a significant amount of potentially avoidable workload.

Potential AI Solutions

Based on the challenges identified from user experiences 
with the existing care integration system and user expecta-
tions to an ideal system, a number of potential AI solutions 
were devised and qualified with the help of feedback from AI 
experts that were part of the collaborative project. Depending 
on feasibility and available project resources, these solutions 
were partly implemented in an early-stage prototype of an 
AI-improved care integration system. User feedback on the 
prototype was analyzed to further qualify and revise the AI 
solutions, arriving at the 4 presented in this subsection.

(i) Identify and verify low-quality information. A first type of 
AI model could be trained with existing NCPs and HDSs 
in order to learn which information is expected to be placed 
in which section. The trained model could be used to pre-
dict the most likely section for some bit of information 
together with a confidence score. If the predicted most 
likely section is different from the section the information 
was filled in, the system could indicate this to users. More 
fruitful, the system could give real-time feedback during 
the creation of the report, suggesting that the content be 
moved to another section. If the confidence score for the 
information in a given section is low, this could indicate 
that the information is incomplete, and the system could 
suggest amending the information. This model would, 
thus, contribute to identifying and correcting misplaced 
and missing information.

A second type of model could be trained in order to learn 
which bits of information are expected to be in a report given 
the type of the report (NCP or HDS) and the other bits of 
information occurring in the report. By learning the co-
occurrence relation between bits of information, the system 
would contribute to identifying untimely, irrelevant, and 
missing information: if a bit of information is present but 

unexpected, this could indicate irrelevant or untimely infor-
mation, and if a bit of information is expected but absent, this 
could indicate missing information. Like with the first model, 
the results could be indicated to users or, preferably, lead to 
suggestions for the creators to improve the report.

In both cases, the main benefit would be to providing hos-
pital staff with real-time feedback during the creation of 
NCPs and HDSs. As this was out of scope for the collabora-
tive project framing this study, this solution was not included 
in the early-stage prototype. Instead, the focus was on inte-
gration with the Danish joint medicine card, a database hold-
ing past and current medication information from hospitals 
and general practitioners:

Social care assistant: Sometimes I think it would be nice to 
know what medicine has been administered. For example, what 
type of painkillers were given? If the citizen had a lot of pain, did 
the hospital staff reduce the dose quickly? Maybe there is some 
medication that they got but which stopped before the report was 
filled.

Verifying and amending the information about medication 
needs in the reports would improve the information quality 
for the users without the need to change the creation 
process.

(ii) Targeted information for different user groups. A system that 
targets information to different user groups (eg, municipal 
assessors, nursing home nurses, and social care assistants) 
would contribute to increasing information relevance and 
alleviate information overload. Such targeting requires an 
assessment of the varying informational needs of different 
user groups and could be used to adapt the ordering, selec-
tion, and presentation of the information accordingly.

A simple solution not relying on AI could be to use a dif-
ferent but fixed order, selection, and presentation of the sec-
tions for the 2 user groups. Such a static solution is unlikely 
to meet the informational needs of the care professionals, 
though, as these needs are dynamic and not necessarily 
directly linked to particular sections:

Social care assistant: For me, most important is knowing what 
they have been hospitalized for. How was their status before? 
What is their status now? Why are they here at the nursing 
home? What is the purpose of staying here? How long are they 
staying here? Is there anything we need to pay particular 
attention to? Any specific medical issues?

Ideally, an AI-solution would have to dynamically order, 
select, and present information from the reports, taking their 
content into account. To train such an AI model, labeled data 
would have to be collected from many interactions with con-
crete NCPs and HDSs, where the care professionals would 
have to indicate how relevant particular sections were for a 
given report by assigning labels (eg, 0 for irrelevant, 1 for 
nice-to-know, 2 for need-to-know) to all its sections. Such a 
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labeling function in the system could also be used to person-
alize the AI solution at the individual or institutional level.

(iii) Visually summarize relevant information. The insights from 
the qualitative study indicate that there are certain areas that 
are of particular interest to care professionals, including 
medication needs, nutrition and hydration, bowel and blad-
der management, and functional mobility. These areas could 
be represented as immediately recognizable pictograms and 
color-coded according to the degree to which citizens need 
care in these areas according to the information in the report.

An AI-model could be trained to perform this color coding 
based on scores and descriptions from the reports. The first AI 
model from (i) could be adapted to identify all the bits of infor-
mation that are relevant to each of the areas. The care profession-
als as users would then assist in the generation of labels for these 
sets of information by providing their assessment on a three-
color scale (green for no-assistance-needed, yellow for some-
assistance-needed, and red for full-assistance-needed) after the 
patient has successfully been (re)integrated in the nursing home. 
An AI model trained on such a labeled data set could be chained 
with the adapted AI model from (i) with the purpose of identify-
ing relevant information from the reports and color-code the 
areas of interest accordingly in the visualization of the report.

The choice of a red-yellow-green tri-coloration was received 
favorably by the users interacting with the early-stage proto-
type. The main reasons are users’ familiarity with such scales 
and their ability to attract attention to the items marked in red:

Social care assistant: Yes, when something is marked red, I will 
click on it. When it says that there is something important 
regarding bowel and bladder management – is it because he is 
unable to urinate without assistance? Or does he have a catheter 
or stoma? It would be nice you could click on it and get to know 
what is going on.

The users expressed a desire for getting to know the reasons 
for the color-coded score. This desire could be satisfied by 
using techniques from the rapidly developing field of explain-
able AI.25 The early-stage prototype would need to be devel-
oped further to use an explainable AI model to color-code the 
areas of interest and comprehensibly visualize its explanation 
to the users.

Notably, the tri-coloration was not found to prevent the 
participants from reading yellow and green information. In 
the observations, they rather used it as a help to prioritize 
their attention and the order of their reading:

Nurse: The colours provide a quick overview. My focus quickly 
falls onto the items relevant for us nurses. Of course, I anyway 
skim through the other parts.

As a note of caution, it remains unclear whether this is due 
to the participants being observed and, consequently, whether 
users in everyday contexts would still opt to read through 
entire reports.

(iv) Jointly present multiple versions. The redundancy caused 
by information multiplicity between several versions of 
NCPs and an HDS for a single hospitalization is the founda-
tion of a large amount of potentially avoidable workload for 
care professionals. To realize this potential, the improved 
care integration system needs to compute the differences 
between multiple concomitant versions of reports and pres-
ent them understandably to the users.

The most recent information is usually perceived as the 
most relevant:

Nurse: My request would be that it is always the latest.

To this end, the early-stage prototype used reverse-chrono-
logical order for displaying multiple versions as 1 version 
with differences. This was generally received favorably by 
the participants.

The prototype worked fine without relying on AI as long 
as unchanged information was copied straight from previous 
versions. When the same information was supplied in differ-
ent formulations, the system naturally failed to recognize 
this, presenting the same information as different. The field 
notes summarize that “users have to read the same informa-
tion twice, believe there is a significant difference, puzzled 
because they cannot find the difference.”

The early-stage prototype could thus be improved by an 
AI solution that does not compute differences syntactically 
as changed characters in a text but considers the semantic 
similarity between the information contained in these texts.

As an example, consider the texts “the patient can stand up 
without help” and “the senior citizen does not need assistance 
to get up.” Syntactically, these are different and would be 
highlighted as a change to consider between different versions 
of reports by a simple solution based on syntactic text com-
parison. Semantically, the 2 sentences are all but indistinguish-
able and should not be highlighted as different. Existing AI 
models for semantic textual similarity26 could be fine-tuned on 
clinical semantic textual similarity data sets extracted from 
electronic health records27 to be able to assess the semantic 
similarity of such sentences. This could provide a more robust 
solution for handling information multiplicity that avoids 
falsely highlighting semantically inconsequential changes 
and, hence, reduce the workload of care professionals.

The integration of new technologies such as the sug-
gested one is, of course, always a disruption of existing 
care processes, as users are initially not trained to under-
stand the new way that for example, multiple reports are 
presented. To alleviate these disruptive effects, it is impor-
tant that users feel that it is okay to be struggling at first 
and to know where they can obtain help in everyday inter-
actions with the system:

Social care assistant: I’m not really yet a super user of this 
system, but when one of us can’t figure it out, we ask each other 
for help. And often that works well, as one of us has experienced 
something similar before.
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The role of colleagues rather than formal technical support 
was a recurring topic in the interviews and focus groups and 
seems to be a sensible way of easing the adoption of AI solu-
tions into care processes.

Discussion

The findings regarding the challenges with the existing digital 
care integration system all concern information quality or infor-
mation amount. Thus, they support Colón-Emeric et al’s5 results 
on the complexity of the communication in nursing homes and 
extend them by providing empirical evidence for a further 
increase of complexity in an interorganizational setting with 
predominantly digital communication between the organiza-
tions. The potential AI solutions identified to address the chal-
lenges jointly aim at improving the communication efficiency 
and effectivity to solve both practical issues and improve the 
emotional experience of the staff, lending support to Canary and 
Wilkins4 recommendation to improve the discharge processes.

Given the nature of digital care integration systems, many 
communication aspects worth improving are inherently more 
amenable to AI solutions than to traditional measures of 
improving interpersonal communication. These solutions are 
supporting the interrogative strategies of the users by provid-
ing higher-quality information and assisting the process of 
seeking and assessing information, effectively supporting 
the negotiation and navigation of the transition of care from 
hospital to nursing home.3

The insights, challenges, and potential AI solutions gained 
from the co-development of a care integration system turned 
out to be rather general with no or only minor context 

dependency. It is thus not unreasonable to assume that they 
would be applicable beyond the context of care integration 
for discharge from hospital to nursing homes, allowing us to 
potentially transfer some of the results to different kinds of 
(health)care processes and the health information exchange 
systems7 supporting these.

To aid this transfer, this article condenses the experiences 
and insights from this study into the User-driven Co-development 
of AI (UCAI) model for the optimization of (health)care pro-
cesses presented in Figure 1. This model allows involving the 
experiences, expectations, and feedback of users into the pro-
cess of determining the scope and design of AI solutions. 
Furthermore, as exemplified for AI solutions (ii) and (iii), the 
process suggested in the model has the potential to create valu-
able (labeled) training data for creating new and refining exist-
ing AI solutions based on user feedback.

The model comprises 3 main categories of actors:

•	 The category of health(care) professionals includes 
the health and healthcare professionals affiliated with 
municipal, regional, and national organizations and 
institutions that are or will directly or indirectly fill 
the role of users of the system.

•	 The category of qualitative health researchers covers 
both medical and organizational anthropologists as 
well as other health researchers working with qualita-
tive methods.

•	 The category of AI experts typically comprises experts 
in AI methods such as machine learning researchers 
and data scientists, software engineers and developers, 

Figure 1. User-driven co-development of AI (UCAI) model.
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as well as privacy experts and AI ethicists who play an 
increasingly significant role in the development of AI 
solutions.28

Scaffolding on the diverse but complementary practitioner 
and researcher skills of these actors, the UCAI model unfolds 
in 4 steps, possibly with iteration:

(1) The relevant users and health information exchange 
systems involved in the (health)care process to opti-
mize are identified by the qualitative health research-
ers based on a first round of data collection involving 
(health)care professionals.

(2) The (health)care professionals’ user experiences 
with, expectations for, and feedback on the current 
state of the systems are investigated by the qualita-
tive health researchers, resulting in a portfolio of the 
main challenges to be addressed.

(3) The qualitative health researchers communicate the 
challenges to the AI experts and jointly co-designs 
potential new or refined AI solutions that address one 
or multiple challenges identified in the previous step 
with them.

(4) The AI experts co-develop the AI solutions in close 
collaboration with the qualitative health researchers, 
yielding mockups, proof-of-concepts, or prototypes. 
These AI solutions are then iteratively investigated 
by returning to Step (2).

While the model to a certain degree hides the organiza-
tional complexity behind and the interrelation of the differ-
ent types of health(care) professionals by grouping them in 
1 actor category, the different perspectives of users at hos-
pitals, municipalities, and nursing homes obviously consti-
tute valuable sources of insights. Diligently uncovering 
and considering this multiplicity of users is one of the key 
tasks of the qualitative health researchers in Steps (1) and 
(2) of the model.

The user-driven co-development of AI solutions in 
close collaboration with qualitative health researchers has 
direct benefits for technical companies and research groups 
active in the field of AI in healthcare. By involving the 
users of the solutions from the onset of the development, it 
allows them to overcome the not-invented-here phenome-
non29 and deliver solutions that are aligned with user needs 
and can be embedded organizationally. The UCAI model, 
thus, addresses Davenport and Kalakota’s9 main challenge 
of ensuring the adoption of AI solutions in daily clinical 
practice.

Finally, yet importantly, the findings and model can be 
viewed as supportive of addressing 2 of Rubeis’13 “4d-risks” 
of AI for care processes. The user-driven co-development of 
AI solutions to support rather than replace (health)care pro-
cesses has the potential to avoid the pitfalls of depersonaliza-
tion and, above all, dehumanization of care processes.

Conclusion

The integration of AI solutions into (health)care processes 
holds great potential but is inherently a complex process. 
This article has provided empirical evidence for the impor-
tance of qualitative health research in the process of deter-
mining the scope of future AI solutions for the optimization 
of (health)care processes and to aid in their design and 
specification. User-driven co-development of such AI 
solutions based on a close collaboration between technical 
experts and qualitative health researchers seems fruitful 
and can take its onset in the UCAI model presented in this 
article.

Further research is needed to determine the utility of the 
model in (health)care processes other than care integration. 
Last, but not least, future qualitative health research is needed 
to understand how to develop the field of AI in healthcare 
from a focus on full automation of human tasks toward the 
augmentation of human-delivered healthcare and, ultimately, 
toward the creation of hybrid intelligent systems comprising 
a true symbiosis of human and artificial intelligence.
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