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A B S T R A C T   

Background: Since January 2020, India has faced two waves of COVID-19; preparation for the upcoming waves is 
the primary challenge for public health sectors and governments. Therefore, it is important to forecast future 
cumulative confirmed cases to plan and implement control measures effectively. 
Methods: This study proposed a hybrid autoregressive integrated moving average (ARIMA) and Prophet model to 
predict daily confirmed and cumulative confirmed cases. The built-in auto.arima function was first used to select 
the optimal hyperparameter values of the ARIMA model. Then, the modified ARIMA model was used to find the 
best fit between the test and forecast data to find the best model parameter combinations. Articles, blog posts, 
and news stories from virologists, scientists, and health experts related to the third wave of COVID-19 were 
gathered using the Python web scraping package Beautiful Soup. Their opinions (sentiments) toward the po
tential third wave were analyzed using natural language processing (NLP) libraries. 
Results: A spike in daily confirmed and cumulative confirmed cases was predicted in India in the next 180 days 
based on past time series data. The results were validated using various analytical tools and evaluation metrics, 
producing a root mean square error (RMSE) of 0.14 and a mean absolute percentage error (MAPE) of 0.06. The 
NLP processing results revealed negative sentiments in most articles and blogs, with few exceptions. 
Conclusion: The findings of this study suggest that there will be more active cases in the upcoming days. The 
proposed models can forecast future daily confirmed and cumulative confirmed cases. This study will help the 
country and states plan appropriate public health measures for the upcoming waves of COVID-19.   

1. Introduction 

The coronavirus disease 2019 (COVID-19) results from infection 
with the SARS-CoV-2 virus. The first case of COVID-19 was reported in 
Wuhan, China, in December 2019, and the global fight against the virus 
continues nearly two years later. According to India’s daily health 
bulletin, over 33,000 cases were reported in the country on September 
11, 2021. Compared to the previous week’s data (September 4, 2021), 
this represents a slight drop in new cases. The Ministry of Health data 
shows that the number of active COVID-19 cases has dropped to its 
lowest level in the last four months, indicating that the second wave is 
ending. The rates of deaths and active cases have fallen since July 2021, 

and the country has had the lowest number of active cases since March 
2020. According to a Reuters poll of medical experts, the third wave of 
COVID-19 will strike India by the end of 2021 [1]. The pandemic will 
continue to be a public health concern for at least another year. A sub
stantial increase in vaccines will likely provide some protection against a 
new pandemic, according to a poll of 40 healthcare professionals and 
scientists from around the world, over 85% of whom expected the third 
wave would come in late November or December. However, more than 
70% of experts agreed that any future COVID-19 pandemic would have 
less impact than the current one. The second wave of COVID-19 resulted 
in many deaths due to shortages of vaccines, treatments, oxygen, and 
hospital beds. Dr. Randeep Guleria, head of the All India Institute of 
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Medical Science, has stated that upcoming waves would be better 
controlled and result in fewer cases. Furthermore, India will achieve 
herd immunity at the end of this year because of the government’s mass 
vaccination campaign, as vaccination provides some protection against 
COVID-19 [2]. 

According to official data from the healthcare ministry (Table 1), 
approximately 96 crore people received at least one vaccination as of 
February 13, 2022. In contrast, India has reached the historic milestone 
of administering 150 crore vaccine doses on January 7, 2022. Health
care experts and scientists have stated that children under the age of 18 
would be the most susceptible during the third wave because they are 
the least vaccinated population. Now the government has started a 
vaccination campaign for them. Robert Gallo has posited that India 
would surely gain herd immunity through vaccination and virus 

exposure by 2023. However, a new coronavirus variant will challenge 
the global health system and World Health Organization (WHO). 
Therefore, upcoming waves are the main concern for the government 
and public health sector. To address this concern, this study predicts the 
impact of the third wave in India by examining future cases using time 
series forecasting techniques. We discovered patterns within and re
lationships between the active and recovered cases and related deaths by 
analyzing COVID-19 data from January 2020 to August 2021 (Fig. 1). 
Most cases in the first and second waves occurred between December 
and January and May/June. Figs. 1 and 2 show a link between active 
and cured cases and deaths. These correlations and patterns help to build 
an understanding of the time series data for analyzing COVID-19. We 
used the ARIMA and Prophet models to analyze COVID-19 time series 
data to reveal these correlations and patterns. In this study, data from 
January 30, 2020 to August 11, 2021 was collected from the website of 
Covid19india (see Table 2). 

2. Materials and methods 

The COVID-19 pandemic is the primary global concern because 
every country is fighting the coronavirus, with scientists and health 
experts continuously working to overcome its impacts. Since December 
2019, every country has faced ongoing waves of COVID-19; thus, pre
dicting future cases based on past data using various models or algo
rithms has become a focus of recent research. Making accurate and 
reliable forecasts is the main challenge of this task because the number 
of COVID-19 cases varies between countries. Seasonality and trends are 
the essential parameters of time series forecasting models for predicting 
future cases of COVID-19. Susceptible-Infectious-Recovered model 
(SIR)-type models are often used to visualize curves for diseases, like 
COVID-19, in an epidemic. 

Time series–based models are widely used to forecast future cases 
based on past cases. Gaur (2020) analyzed the data of almost 20 coun
tries and compared the forecast results of several models, namely the 
Susceptible-Exposed-Infectious-Recovered (SEIR), autoregressive inte
grated moving average (ARIMA), Prophet, and polynomial regression 
models. The results generated by ARIMA and SEIR were found to be 
reliable for long-term predictions, whereas polynomial regression was 
more appropriate for short-term predictions (up to 3 weeks) [3]. The 
authors further conducted automated fitting, parameter optimization, 
and what-if analysis using the SEIR model for current and future data, as 
new cases were increasing exponentially in Indonesia. According to the 
researchers, their findings will support planning by public healthcare 
bodies. A study conducted in Iran used the ARIMA model to predict the 
daily total active cases and found an increasing trend in confirmed cases. 
Data from February 20 to May 04, 2020, were used to predict future 
cases in Iran [4]. Another study used three deep learning models to 
forecast COVID-19 cases. Abbasimehr (2021) proposed such models for 
short and long-term forecasting [5]. Another study was conducted on 
data from March 16 to May 17, 2020, in India. ARIMA (2,3,1), (2,2,0), 
and (1,3,1) were found better for the long-term forecasting [6]. Perone 
(2020) conducted a study in Italy to predict cases after April 4, 2020, 
using data from February 20 to April 4, 2020 [7]. Ghosal (2020) used a 
linear regression machine learning model to forecast future COVID-19 
deaths in India [8]. Another study was conducted in China used the 
epidemiology-SIR with regression, ARIMA, and Prophet. Furtado (2021) 
found that SEIR performed better for long-term forecasting and poly
nomial regression of degree 2 was better for short-term forecasting [9]. 
Fanoodi (2019) utilized ARIMA and exponential smoothing to predict 
the demands of blood platelets using data from 2013 to 2018 [10]. 
ARIMA (0,2,1), (1,2,0), and (1,2,1) were found to be the models with the 
most effective parameters. In the case of time series forecasting, the 
lowest root mean square error (RMSE) value was preferable [11]. When 
the RMSEs of the two models were combined, the model performed 
better. 

Kundu (2021) used data from March 8 to October 16, 2020, to 

Table 1 
Vaccination progress as of February 13, 2022.  

Groups 1st Dose 2nd Dose Precaution Dose 

Healthcare Workers 1,03,99,410 99,30,634 38,78,308 
Frontline Workers 1,84,05,152 1,73,74,818 53,58,037 
Age Group 15–18 Years 5,20,32,858 1,47,92,245 N/A 
Age Group 19–44 Years 54,80,44,294 42,63,39,386 N/A 
Age Group 45–59 Years 20,16,19,377 17,62,74,802 N/A 
Age Group ≥ 60 Years 12,58,81,409 10,98,24,107 79,94,610  

Table 2 
Summary of recent related works.  

Approach/Model Country Accuracy Reference 

Genetic 
programming/ 
gene expression 
programming 

Australia Genetic 
programming better 
than other ML 
models 

Salgotra 
et al., 2021 
[35] 

Deep learning/ 
ARIMA, LSTM, 
and SLSTM 

India/Chennai SLSTM better than 
LSTM and ARIMA 

Devaraj 
et al., 2021 
[36] 

ARIMA, KNN, R.F., 
SVM, Holt- 
Winters, SARIMA, 
PR, decision trees 

Bulgaria, Greece, 
Russia, China, Iran, 
Sweden, India, The 
Netherlands 

Holt-Winters, 
SARIMA better than 
other ML models 

Saba et al., 
2021 [37] 

SARIMA, LSTM, 
ARIMA, and RF 

Spain, India, USA, 
Worldwide 

SARIMA and LSTM 
Better than ARIMA 
and RF 

Malki et al., 
2021 [38] 

LR, SARIMAX, SSL, 
statistical 
SARIMAX 

India, China, Brazil, 
USA 

SSL better than 
others 

Patil et al., 
2021 [39] 

Uncertain time 
series forecasting 

China Better than 
traditional time 
series forecasting 

Ye et al., 
2021 [29] 

VARIMAX Philippines Able to forecast 
future cases with 
ordinary least 
squares algorithm 

Jamdade 
et al., 2021 
[31] 

ARIMA and SARIMA Top 16 infected 
countries: Brazil, 
Chile, India, 
Colombia, Russia, 
Mexico, Iran, Peru, 
Bangladesh 

SARIMA models 
outperform the 
ARIMA models 

Arun et al., 
2021 [30] 

ARIMA, Holt- 
Winters, TBATS, 
and Spline 

USA, Italy ARIMA and Holt- 
Winters better than 
TBATS and Spline 

Gecili 
et al., 2021 
[32] 

Epidemiology SIR 
with regression, 
ARIMA, and 
Prophet 

Top 20 countries SEIR better for long 
term prediction, and 
POLY d(2) better for 
short periods 

Furtado 
et al., 2021 
[9] 

ARIMA Bangladesh ARIMA (0,2,1) and 
ARIMA (0,1,1) better 
than others 

Kundu 
et al., 2021 
[12] 

ARIMA Egypt ARIMA (2,1,2) and 
ARIMA (2,1,3) 

Sabry et al., 
2021 [16] 

ARIMA India ARIMA (2,2,2) Roy et al., 
2021 [33]  
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predict future cases from October 17 to November 15, 2020, in 
Bangladesh. ARIMA (2,3,1) and (1,3,1) were used to predict future 
cases. The results showed that there would be fewer or the same number 
of cases in the following month [12]. Building an effective forecasting 
model for predicting the future development of an infectious disease 
requires time series analysis; such a model might play an important role 
in predicting future cases. Parbat (2020) used a support vector regres
sion model to predict future cases in India using data from March to 
April 2020. The accuracy of the proposed model was 97% for deaths and 
87% for daily new cases [13]. Bayyurt (2020) proposed a study using 
time series forecasting and machine learning models to forecast future 
cases [14]. The ARIMA and Holt-Winters time series forecasting models 
were able to predict the next 20 days of new cases. The authors selected 
the most infected cities in India, and their findings suggested that there 
would be more cases in the coming months [15]. 

As of July 2020, there were 15,947,292 laboratory-confirmed cases 
and 642,814 deaths worldwide. India has reported 1,338,928 confirmed 
cases and 31,412 deaths [16]. Ribeiro (2020) discussed many aspects of 
COVID-19, and an ARIMA time series forecasting model was used to 
predict the cases over the following 50 days. The findings predicted an 

upward trend, enabling the government to take the necessary protective 
measures [17]. The ARIMA (1,2,0) model predicted COVID-19 deaths 
over the two months after the study, showing that 75,000 people might 
have been infected by the middle of September 2020 [18]. 

ARIMA and double exponential smoothing were used to predict 
future cases in Algeria. Data from March to November 2020 were 
collected by the Algerian Ministry of Health. The ARIMA (0,1,1) was 
used to forecast future cases in a given period. The results generated by 
this model were accurate after validation of the model. The projected 
COVID-19 cases confirmed that the recovered cases and deaths followed 
an exact pattern during the three days examined [19]. 

Smoothed data and independent variables were also used to improve 
a model’s accuracy. Future research is needed to improve the ARIMA 
model’s accuracy in forecasting COVID-19 cases. The best model is that 
with the lowest values of the performance metrics [20]. Ceylan (2020) 
used data from February to August 2020 to predict the next 30 days of 
cases. The findings revealed that the results generated by the multi-layer 
perceptron (MLP) network and the Holt-Winters model were accurate. 
Approximately 2,500 cases and 100 deaths were predicted to occur on 
September 14, 2020. According to the findings, some models were 

Fig. 1. Comparison of active and recovered cases and deaths.  

Fig. 2. Daily confirmed cases in India, March 2020–August 2021.  
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unable to predict future cases [21]. There will be new cases, but deaths 
will remain consistent or decrease based on predicted outcomes. 
Furthermore, COVID-19 prevention measures will help public health 
bodies and the government develop the appropriate policies to control 
the impact of the pandemic in Iran. Proper monitoring and precau
tionary measures will play a significant role in controlling the pandemic. 
Many studies have proposed time series–based models to predict up
coming cases [22]. The Holt-Winters, Prophet, LSTM, and ARIMA 
models can accurately predict future cases. A study used the ARIMA time 
series forecasting model to forecast the future cumulative cases in Spain, 
Italy, and France using data from February to April 2020. They analyzed 
many ARIMA model parameter values for p, q, and d, then used ARIMA 
(0,2,1) to accurately predict future cases. These findings may assist 
governments and health sectors in drafting appropriate policies [23]. 

Six models were used to forecast future cases in Switzerland, Turkey, 
Belgium, Germany, the United Kingdom, Finland, France, and Denmark. 
The findings found that the long short-term memory (LSTM) model was 
more accurate than others in forecasting future cases. In the second 
study, the model predicted the subsequent 14 days of cases. According to 
these results, the cumulative future case growth rate in many countries 
was expected to decrease. COVID-19 analysis and prediction are chal
lenging due to changes in time series data [24]. Three different tech
niques were used to analyze COVID-19 time series data, revealing that 
the results generated by the LSTM model were more accurate than those 
of ARIMA and the nonlinear autoregression neural network (NARNN). 
From February 15, 2020, to June 2020, the online database collected 
daily time series data on total confirmed cases from the five top coun
tries. The ARIMA time series model was used to forecast the active cases 
for the next 77 days [25]. 

The model’s accuracy was cross validated using evaluation metri
cs—mean absolute percentage error (MAPE), median absolute percent
age error (MdAPE), mean squared error (MSE), and RMSE. The forecast 
graph showed a slight increase in future cases for Russia and Spain, 
whereas the United States, Brazil, and India presented an exponential 
trend. Their findings predicted that 14 lakh and 25 lakh people from 
India and Brazil, respectively, would be infected by the end of July 2021. 
In contrast, 4.3 million people were predicted to be infected in the 
United States. Because no effective cure currently exists, this forecast 
will help the government and the healthcare sector increase healthcare 
facilities to reduce future confirmed and recovered cases [26]. Many 
articles have proposed using mathematics and time series models to 
forecast the upcoming pandemic’s impact. The autoregressive moving 
average (ARMA) was used to forecast future cases based on existing data 
from Saudi Arabia. The authors used all combinations of ARIMA pa
rameters to determine the best model. The findings showed that the 
ARIMA model produces better results than others [27]. The findings 
further showed an exponential trend in the predicted cases. Therefore, 
strict preventive policies should be enforced to slow the spread of the 
virus in Saudi Arabia, or there will be approximately 7,000 cases per 
day. Time series–based models were proposed to predict future cumu
lative deaths and active cases in the 16 most infected countries. Alzah
rani (2020) selected the ARIMA model parameters using the auto.arima 
function in R and found that the seasonal ARIMA (SARIMA) model 
predicted future cases more accurately than the ARIMA model [28]. 

3. Theory/calculations 

3.1. Time series analysis 

Time series data are comprised of data values recorded over time (e. 
g., daily, weekly, monthly, or yearly). Time series can be either sta
tionary or non-stationary. Stationary time series are those that present 
no specific pattern. Stationarity plays a vital role in time series analysis. 
Therefore, differencing and logging techniques are used to make non- 
stationary time series into stationary time series. First- and second- 
order differencing are given in equations 1 and 2, respectively. 

Second-order differencing is always followed by first-order differencing. 

S
′

t = St − St− 1 (1)  

S′′
t =St − 2St− 1 + St− 2 (2)  

where S′ is first-order differencing, S′′ is second-order differencing, St− 1 
is the observation at the (t− 1) timestamp, and St− 2 is the observation at 
the (t− 2) timestamp. 

Time series forecasting requires model training. Each model has 
parameters that sense trends and cycles (seasonality) in time series data. 
The main objective of time series analysis is to find a model that can 
appropriately describe the patterns and predict future outcomes. 
COVID-19 data is recorded over time; therefore, we can analyze this data 
using time series models. This study considers data from January 2020 
to August 2021. 

3.2. Autoregressive integrated moving average (ARIMA [p,d,q]) 

To use the ARIMA model to estimate future cases, we first ensured no 
trends or seasonality were present by checking for stationarity. The time 
series data must have no upward or downward trend or seasonality for it 
to be considered stationary with constant mean-variance. 

Trend: When the data include a significant increase or decrease. 
Seasonality: When a time series has a repeated pattern over a given 

period (e.g., year, month, or day) 
Time series: S1⋯Sn when Si——Sj points are placed in a fixed 

pattern. 
Lag: The lag of a given time series can be defined as its ith lag. St is 

the observation of the time series, St− i. 

L(St)= St− 1 (3)  

3.2.1. Hyperparameters of the ARIMA model 
Autoregressive model (p): The autoregressive (AR) model of time 

series can be represented by a linear function with some noise or error in 
its previous values. It is also known as a memory-based model. 

st = c + ∅1st− 1… + ∅pst− p + εt (4)  

where St = time series, c = intercept constant, φ ᵢ = coefficient that 
measures the impact of the initial values on the value of St, and εᵢ =
univariate white noise. 

The moving average model (q): The moving average (MA) model 
of time series can be represented by a linear function with some uni
variate white noise of the last q+1 random shock, which is generated by 
εᵢ: 

st = εt + θ1εt− 1… + θqεt− q (5) 

Autoregressive moving average model (p, q): The ARMA model of 
time series can be represented by the summation of the AR and MA 
models: 

st = c + ∅1st− 1… + ∅pst− p + εt + θ1εt− 1… + θqεt− q (6) 

Differencing (d): Differencing is a technique for reducing or 
removing trends and seasonality, making time series stationary. Differ
encing is performed according to requirements. If we subtract the cur
rent value, the previous value is called the first-order difference 
transform. For example, Xt time series can be created by first-order 
differencing. 

Yt =Xt–Xt− 1 (7)  
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3.3. Analytical tools and model evaluation 

3.3.1. Autocorrelation function (ACF) and partial autocorrelation function 
(PACF) 

Autocorrelation is the correlation between the present observed 
value and the previously observed value. An autocorrelation plot with 
lags is called an autocorrelation plot. An ACF shows the linear rela
tionship between the observations at time t and previous observations at 
time t− n. The ACF for a given time series X can be defined as: 

ACF(Xt, Xt− n)=
Covariance(Xt, Xt− n )

Variance(Xt)
(8)  

where n is the lag (or difference between Xt and Xt-n). 
In the PACF plot between observed values Xt and Xt− 2, n = 2 can be 

defined as: 

PACF(Xt,Xt− 2)=
Covariance(Xt,Xt− 2/Xt− 1)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
variance(Xt/Xt− 1)

√ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
variance(Xt− 2/Xt− 1)

√ (9)  

3.3.2. Akaike information criterion and bayesian information criterion 
The Akaike information criterion (AIC) and Bayesian information 

criterion (BIC) are information criteria to check the goodness of the 
proposed model. This information helps assess the model’s parameters 
and how well the model performed. Both functions set the lower value to 
determine which model can achieve the highest likelihood value. 

AIC= − 2logL(θ̂ ) + 2n (10)  

BIC= − 2logL(θ̂ ) + nlogN (11)  

where log L (θ̂) is the likelihood function, n is the number of model 
parameters, and N is the number of observations. 

3.3.3. Evaluation metrics 
Evaluation metrics were used to assess the proposed model’s 

accuracy: 

MAE=
1
p
∑p

t=1

⃒
⃒St − S′

t

⃒
⃒ (12)  

MSE =
1
p
∑P

t=1

(
St − S′

t

)2
(13)  

RMSE=

̅̅̅
1
p

√
∑p

t=1

(
St − S

′

t

)2
(14)  

MAPE=
1
p
∑p

t=1

⃒
⃒
⃒
⃒
St − S′

t

St

⃒
⃒
⃒
⃒ (15)  

where St is the actual value and S′

t is the predicted value. 
A logarithmic approach may be necessary to make the time series 

stationary after differencing. This approach takes the log value of each 
point, followed by differencing. 

3.3.3.1. Augmented Dickey–Fuller test. The augmented Dickey–Fuller 
(ADF) test determines whether the time series is stationary. If the p- 
value is lower than 0.05, the null hypothesis (H0) is rejected and the 
given time series is stationary. If the p-value is 0.05 or greater, we fail to 
reject H0, and multi-order differencing and logarithmic scaling are 
required to make the time series stationary.  

• Null hypothesis (H0): the time series is not stationary and has a unit 
root.  

• Alternative hypothesis (H1): the time series is stationary and has no 
unit root values. 

3.3.3.2. ARIMA (AR, MA, I). The appropriate AR (p), MA (q), and I (d) 
values were determined using the following iterative process: 

Step 1. Stationarity testing 
Test the stationarity of the time series before applying the ARIMA 

model. 

Step 2. Differencing 
If the given time series has upward or downward trends and sea

sonality, then perform first-order differencing and check that the time 
series is stationary. Perform differencing according to the requirements 
to make the mean and variance constant. 

Step 3. Determine the best parameters 
Identify the optimal parameters using auto.arima and select the 

models based on the information criteria (AIC, BIC). 

Step 4. Choose AR/MA/I 
Develop the selected model based on the ACF and PACF plots of the 

residuals. 

Step 5. Create the model 
Apply the proposed model to predict the future occurrence by giving 

the period parameter. 

Step 6. Test the model 
Validate the accuracy of the proposed model by comparing the 

forecast values with the actual values. 
The implementation of the ARIMA model is available at Google 

Colab, here. 

3.4. Facebook prophet time series model 

Prophet is a powerful and fast open-source time series model 
developed by Facebook using the C++ programming language. It uses 
an additive regression model to fit nonlinear trends with seasonality and 
holiday effects. The Prophet model uses the Fourier order for yearly 
seasonality, but weekly, then dummy variables are used. Prophet re
quires a minimum of two columns (y and ds), where ds is the time stamp 
and y is the value. The model is represented by: 

St =Lt + Yt + Ht + εt (16)  

where St is the time series, Lt is the logistic/linear growth curve for 
fitting nonlinear changes, Yt is seasonality, Ht denotes holiday effects, 
and εt denotes errors due to unusual changes. 

3.4.1. The trend model (Lt) 
This study implemented two trend models (the saturated growth and 

piecewise linear models) that cover all time series–related applications. 
The saturated growth/nonlinear model uses a logistic growth model to 
determine the trend of the given time series, represented by: 

Lt =
N

1 + exp( − k(t − m))
(17)  

where N is the carrying capacity, k is the growth rate, and m is the offset 
parameter. 

If there are continuous changes in the capacity, then the above 
equation cannot be used. In this case, the equation must be modified to 
capture the continuous changes in capacity with constant to varying 
capacity over the period Nt. 

If there are C changepoints over Ci time, i.e., 1, 2, 3, … i, then a rare 
adjustment vector can be defined as: 

δ ∈ RC (18)  

where δi is the change in rate that occurs at time Ci. 
The rate for any given period is then the base rate R plus the 

adjustment rate for that period: 
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R +
∑

i:t>Ci

δi (19)  

a(t) ∈ {0, 1}C (20)  

ai(t)=
{

1, if t > Ci,

0, otherwise

}

(21) 

The correct adjustment at any of the changepoints and the vector 
values defined above can be captured by: 

γi =

(

Ci − m −
∑

j<i
γj

)(

1 −
k +

∑
j<iδj

k +
∑

j≤iδj

)

(22) 

The piecewise trend model (growth = logistic) is then given as: 

L(t)=
N(t)

1 + exp
(
− k + a(t)Tδ

)(
t −
(
m + a(t)Tγ

)) (23)  

3.4.2. Seasonality hyperparameter 
Seasonality plays a considerable role in adopting periodic changes in 

time series data. Seasonality can be daily, weekly, or yearly. For 
example, a business’s data for weekdays and weekends will differ if its 
clients buy more products during weekends than on weekdays. In the 
case of COVID-19 data, infection rates have been high from March to 
June every year. Prophet uses the Fourier order to model the seasonality. 
P is a periodic value: yearly = 365.25, weekly = 7, and daily = 1. 

Y(t)=
∑N

n=1

(

an cos
(

2πnt
P

))

+ bn sin
(

2πnt
P

)

(24) 

The seasonality mode hyperparameter is the primary hyper
parameter for the seasonality, indicating how much the seasonality 
component is integrated into the prediction. The default seasonality 
mode is additive, which is used for constant seasonality and trends; 

Fig. 3. The proposed methodology.  

Fig. 4. Trend, seasonality, and residual of confirmed cases.  

Fig. 5. Rolling mean and standard deviation of confirmed cases.  

Table 3 
ADF test and after log parameter values.  

Parameters Values After Log After 1st-Order Differencing 

Test Statistic 0.898771 − 3.151168 − 2.592978 
p-value 0.993074 0.022991 0.094457 
# Lags Used 17.000000 16.000000 19.000000 
No. of Observations 542.000000 542.000000 538.000000 
Critical Value (1%) − 3.442473 − 3.442473 − 3.442563 
Critical Value (5%) − 2.866887 − 2.866887 − 2.866927 
Critical Value (10%) − 2.569618 − 2.569618 − 2.569639  

Fig. 6. Rolling mean and standard deviation after log.  
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otherwise, the mode should be multiplicative. The seasonality prior 
scale hyperparameter allows for flexible seasonality. 

3.4.3. Growth hyperparameter 
Growth is the most specific parameter to understand and implement 

when we know the data. The growth parameter value is set as either 
linear or logistic. When we plot the data and see rising trends with no 
saturation insight, we set the growth parameter to linear; otherwise, it is 
set to logistic, in which case we must provide the data’s minimum and 
maximum reach to the prediction and actual data. 

3.4.4. Holiday hyperparameter 
Holidays result in days, weeks, or months affecting the time series 

analysis. In the case of forecasting future COVID-19 cases, there tend to 
be more cases on weekends because more people go outside during the 
weekend than on weekdays in India. These days must be considered in 
the model using the holiday parameter. The holiday parameter was 
necessary because daily COVID-19 data were used to forecast daily 
cases. Another holiday hyperparameter that deals with the effect of 
holidays on the prediction is the holidays prior scale. 

3.4.5. Changepoint hyperparameter 
Changepoints are another model hyperparameter and consider 

changes in the trend. For instance, in April 2021, India had the most 
COVID-19 cases of any country. There are four types of changepoint 
hyperparameters: changepoint prior scale, n changepoints, changepoint 
range, and changepoints. When changepoint dates are provided to the 
model, the model will not discover any more changepoints. Therefore, 
the model was allowed to discover the changepoints on its own and set 
the number of changepoints using the n changepoints hyperparameter 
for better results. The number of changepoints depends on each partic
ular use case. For the COVID-19 use case, we set one changepoint every 
week. 

The changepoint prior scale determines the flexibility of the partic
ular changepoint that is allowed (how much fits the data). When this 
value is too high, overfitting occurs. The changepoint range does not 
affect the performance of the model as considerably as other hyper
parameters. Thus, it was left at its default value for better results. 

3.4.6. Bias and variance in time series analysis 
Bias and variance are part of the model’s reducible error and are 

essential parameters for building an accurate model. The reducible error 
requires the appropriate selection of the model so that its complexity 
and flexibility can be managed during the model’s training. 

Bias, also known as “error due to squared bias,” is the difference 
between the predicted and targeted classes during the model’s training. 
The resampling technique used the appropriate predicted value to ach
ieve more accurate results (desired bias) to reduce the difference be
tween the actual and predicted values. Therefore, in the time series 
analysis, bias can affect the overall prediction of the model. 

Underfitting occurs when the error is high and overfitting occurs 
when the error is much lower than the predicted and targeted values 
during the model’s training. Underfitting results in high accuracy during 
the training phase and low accuracy during the testing phase and is 
marked by high bias and variance, whereas overfitting is characterized 
by low bias and high variance. Bias is the error of the training phase, and 
variance is the error of the testing phase. Generally, bias and variance 
should both be low. 

Fig. 7. Acf plot of confirmed cases.  

Fig. 8. Forecasting by the proposed ARIMA (cumulative confirmed cases).  

Fig. 9. Forecasting by the proposed ARIMA (daily confirmed cases).  
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Fig. 10. Overall (monthly and weekly) trend.  

Fig. 11. Prediction by proposed prophet model.  

Fig. 12. Cross validation plot (MSE).  
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3.5. Sentiment analysis 

To learn the opinions of the health experts, scientists, and virologists 
regarding upcoming waves of the COVID-19 pandemic, we extracted 
related articles and news stories via web scraping with the Python 
package Beautiful Soup, which is used to parse HTML and XML web 
pages and extract keywords. Approximately 200 articles were extracted 
with Beautiful Soup as well as manually. Natural language processing 
(NLP) libraries were used to determine the sentiments from the extrac
ted dataset. 

Table 4 
SARIMAX results of the proposed ARIMA (1,2,2).  

Dep. Variable: Confirmed No. Observations: 560 

Model: ARIMA (1,2,2) Log-Likelihood 
AIC 
BIC 
HQIC 

− 5,779.855 
11,567.710 
11,585.008 
11,574.465 

Date: Sat, September 11, 2021 
Time: 18:17:47 
Sample: 01-30-2020 to 08-11- 

2021 
Covariance Type: opg  

Table 5 
Coefficients of the proposed ARIMA (1,2,2).   

coef std err z P > |z| [0.025 0.975] 

ar. L1 0.9615 0.011 88.563 0.000 0.940 0.983 
ma. L1 − 1.0398 0.019 − 53.939 0.000 − 1.078 − 1.002 
ma. L2 0.1576 0.021 7.355 0.000 0.116 0.200 
sigma2 6.337e+07 6.81e-11 9.31e+17 0.000 6.34e+07 6.34e+07  

Table 6 
Summary of the proposed ARIMA (1,2,2).  

Ljung Box (L1) (Q): 0.55 Jarque Bera (JB): 1,177.83 

Prob (Q): 0.46 Prob (JB): 0.00 
Heteroscedasticity (H): 483.22 Skew: − 0.85 
Prob (H) (two-sided): 0.00 Kurtosis: 10.43  

Table 7 
Initial prediction by Prophet.  

trend yhat lower yhat upper trend lower trend upper yhat 

6.499576eþ07 5.619166e+07 7.290385e+07 5.639183e+07 7.257264e+07 6.497644e+07 
6.962686eþ07 5.832973e+07 8.029341e+07 5.925532e+07 7.896211e+07 6.960754e+07 
7.475415eþ07 6.141334e+07 8.675533e+07 6.202543e+07 8.690896e+07 7.477018e+07 
7.971604eþ07 6.430167e+07 9.485449e+07 6.436557e+07 9.495638e+07 7.972060e+07 
8.484333eþ07 6.621694e+07 1.022151e+08 6.646909e+07 1.025106e+08 8.481441e+07  

Fig. 13. Forecasting by the proposed prophet (cumulative confirmed cases).  
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3.5.1. Removing unnecessary metadata from the dataset 
Before processing the scraped dataset for sentiment analysis, it was 

necessary to remove some extraneous data to achieve accurate results: e. 
g., special characters, URLs, # hashtags, and stop words. We used the 
Texthero Python library to clean the dataset. 

3.5.2. Determining sentiment using TextBlob 
After removing the unnecessary metadata from the dataset, the 

TextBlob Python package was used to determine the sentiments. 

Table 8 
Cross-Validation of the Prophet model from March 10, 2020, to August 11, 2021.  

ds yhat yhat lower yhat upper y cutoff 

2020–03–10 17.105278 0.716286 34.057535 58 2020-03-09 
2020–03–11 21.504746 4.469184 38.730697 60 2020-03-09 
2020–03–12 22.921459 6.439937 40.124224 74 2020-03-09 
2020–03–13 23.088273 6.289238 41.124438 81 2020-03-09 
2020–03–14 23.755008 6.365515 40.079387 84 2020-03-09 
2021–08–07 2.577697e+07 2.245349e+07 2.889221e+07 31895385 2021-05-13 
2021–08–08 2.587800e+07 2.271847e+07 2.925299e+07 31934455 2021-05-13 
2021–08–09 2.597733e+07 2.256805e+07 2.945662e+07 31969954 2021-05-13 
2021–08–10 2.607027e+07 2.258676e+07 2.949502e+07 31998158 2021-05-13 
2021–08–11 2.616913e+07 2.261766e+07 2.970208e+07 32036511 2021-05-13  

Table 9 
Proposed prophet model performance metrics (diagnostics).  

horizon mse rmse mae mape mdape coverage 

9 days 2.491663e+12 1.578500e+06 622397.820887 0.146576 0.067136 0.040404 
10 days 2.748039e+12 1.657721e+06 662582.775243 0.154969 0.073924 0.037879 
11 days 3.017092e+12 1.736978e+06 703421.226818 0.163270 0.079725 0.037879 
12 days 3.298150e+12 1.816081e+06 744934.722980 0.171243 0.087448 0.037879 
13 days 3.593368e+12 1.895618e+06 787285.835527 0.179066 0.093846 0.037879  

Table 10 
Final prediction (prophet).   

ds yhat yhat lower yhat upper 

562 2021-11-01 4.977510e+07 4.667466e+07 5.331550e+07 
563 2021-12-01 5.471227e+07 5.058744e+07 5.938837e+07 
564 2022-01-01 5.987917e+07 5.438893e+07 6.664042e+07 
565 2022-02-01 6.497644e+07 5.754582e+07 7.329056e+07 
566 2022-03-01 6.960754e+07 6.045268e+07 8.018420e+07  

Table 11 
Comparative studies between state of the art and proposed model (Prophet and ARIMA).  

State of the art models Proposed study country (India) 

Model Country Metrics Values Horizon MSE RMSE MAPE MDAPE 

ML RF [38] Worldwide MAE 368.82 09 days 02.49 01.57 00.145 00.067 
ML KNN [37] India MAE 649.74 10 days 02.74 01.65 00.154 00.073 
ARIMA [41] India MAE 47.42 11 days 03.01 01.73 00.163 00.079 
ML RF [34] India RMSE 717.73 12 days 03.29 01.81 00.171 00.087 
DL LSTM [43] USA RMSE 324.61 13 days 03.59 01.89 00.179 00.093 
DL LSTM [42] Worldwide RMSE 307.58 14 days 03.87 01.94 00.186 00.101 
Holt Winter [37] India MAE 269.39 15 days 04.16 02.01 00.192 00.107 
ARIMA [40] Spain RMSE 379.89 16 days 04.41 02.09 00.201 00.115 
SARIMA [37] India RMSE 98.717 17 days 04.67 02.17 00.208 00.122 
GBR [37] India RMSE 678.74 18 days 04.94 02.24 00.208 00.129  

Fig. 14. Forecasting by the proposed prophet (daily confirmed cases).  
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TextBlob categorizes the sentiments by subjectivity and polarity score. 
Positive polarity indicates positive sentiment, negative polarity in
dicates negative sentiment, and a polarity of 0 indicates neutral 
sentiment. 

3.5.3. Determining sentiment using VADER 
NLTK (the Natural Language Toolkit) is an open-source Python li

brary for NLP. It provides pre-trained models that are primarily used for 
processing textual data. VADER is a rule-/lexicon-based fully open- 
source library protected under the MIT license, mainly designed to 
analyze social media text using a bag of words approach. VADER returns 
a single unidimensional score with a range of − 1 to +1. Positive values 
mean the sentiment of a given text is positive, and negative values mean 
sentiment is negative. Neutral sentiment values are between − 0.05 and 
+ 0.05. 

3.5.4. Determining sentiment using stanza 
Stanza is an NLP library created by the Stanford NLP Group to 

analyze text in more than 70 languages. It uses the CNN classifier model 
to classify the sentiment of a given dataset. It produces a score from 0 to 
2, where 0 represents the negative class, 1 represents the neutral class, 
and 2 represents the positive class. We chose the mean value of each 
sentence because each paragraph may contain many sentences. The 
proposed methodology is given in Fig. 3. 

4. Results and discussion 

4.1. Prediction by autoregressive integrated moving average (ARIMA) 

We checked the stationarity of the time series of confirmed cases 
before applying the ARIMA model by examining the p-value to reject 
H0. Fig. 4 revealed some properties of the confirmed cases to help 
determine stationarity. We further checked the stationarity with the 
ADF test. After applying the rolling statistics and the ADF test. Fig. 5 and 
Table 3 present the characteristics of the time series data and show that 
the p-value (0.99) is not lower than the threshold value of 0.05. We 
therefore cannot reject the null hypothesis H0, which means the times 
series has a unit root; hence, it is not stationary. We applied the log 
approach and conducted the ADF test again to ensure stationarity of the 
time series data. The “values after log” are shown in Table 3 and Fig. 6. 
The p-value (0.022) is lower than the threshold value after using the log. 
Thus, the given time series is stationary and the null hypothesis can be 
rejected. The ARIMA model was then applied to the time series to find 
the optimal parameters for accurate prediction results. After applying 
auto.arima and plotting the ACF and PACF (Fig. 7), the model with the 
optimal parameters was determined to be ARIMA (1,2,2). 

Fig. 8 presents the actual dataset (blue), predicted dataset (yellow), 
and forecasted dataset (red). This study used COVID-19 data from 
January 2020 to August 2021 [44]. We trained the model (predicted 
values) on the data from May 2020 to May 2020. The data were forecast 
for the following 180 days. 

Fig. 8 shows that ARIMA (1,2,2) can predict future cumulative 
confirmed cases. Prediction of daily confirmed cases is given Fig. 9. The 
results of the model’s cross-validation are given in Tables 4–6. ARIMA 
(1,2,2) refers to AR (p) = 1, MR (q) = 2, and differencing (d) = 2. Log- 
Likelihood represents the maximum likelihood estimation. The AIC re
sults from the model parameters and maximum likelihood values and 
helps to evaluate the strength of the model. Both the AIC and BIC values 
aid in feature selection and determining the model’s reliability (see 
Fig. 11) (see Fig. 12) (see Fig. 10). 

Table 5 shows the significance of each feature. The row ar. L1 rep
resents autoregression with a lag of one, and ma. L1 and ma. L2 repre
sent moving averages with a lag of one and two, respectively. The std err 
column shows the estimation of the error of the predicted value and the 
strength of the effect of the residual error on the estimated parameters. 
The standardized coefficient (z) values are coef and standard error. If 
these values exceed the threshold (0.05), the predicted values may be 
unreliable. The current model parameters were deemed acceptable 
because the p-value is less than 0.05. The last two columns in Table 5 
show the confidence intervals with marginal error. 

The Ljung Box (L1) (Q) shown in Table 6 tested for the absence of 
serial autocorrelation (white noise) at a lag of 1. Heteroscedasticity (H) 
tested for error residuals with the same variance or different variance. 
The summary of the model shows a heteroscedasticity (H) of 483.22 and 
a probability (H) of 0.00, which is lower than the threshold value. 
Hence, we can reject the null H0 hypothesis. The residuals show some 
variance. Jarque Bera (JB) tests the normality of error and null distri
butions against the alternative of another distribution. The JB is 
1,177.83, and Prob (JB) is 0.0, which means we can reject the null hy
pothesis as the data is not normally distributed. 

4.2. Prediction by facebook prophet 

After setting the future date as March 1, 2022, we applied the 
Prophet model to predict the yhat values (future cases) based on past 
data. Table 7 shows the predicted (yhat) and validated (yhat) values 
based on the lower and upper bounds of yhat. The trend values were 

Fig. 15. Comparison of NLP libraries.  

Fig. 16. Word cloud for negative sentiments.  
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validated by trend lower and trend upper; the yhat values must be be
tween yhat lower and yhat upper. Prediction of the future cumulative 
confirmed cases is given in Fig. 13. 

Table 8 shows how the time series data were fitted to Prophet with 
cutoff dates between March 9, 2020, and May 13, 2021, to cross-validate 
the generated values with an initial of 30 days and a period of 10 ho
rizons, a maximum of 90 days. The results (yhat) generated by the model 
are between the range of yhat lower and yhat upper. We then fit the 
future created dates onto the current model to predict the cumulative 
future cases. Prediction of the future daily confirmed cases is given in 
Fig. 14 (see Table 10) (see Table 11) (see Table 9). 

5. Conclusion 

This study’s main aim was to predict the future daily confirmed and 
cumulative confirmed cases of the third wave of COVID-19 in India. The 
ARIMA and Prophet time series forecasting models were used to predict 
the future daily confirmed and cumulative confirmed cases. NLP li
braries (TextBlob, VADER, and Stanza) were used for sentiment analysis. 
The results show that both models can predict future cases based on past 
cases. However, the Prophet model is better than the ARIMA model for 
long-term forecasting. There will likely be more cases in the third wave 
because the proposed model shows an exponential curve. However, 
deaths and recovered cases might be affected by factors like new vari
ants, herd immunity, vaccinations, and resource availability. In the 
second wave in India, the Delta-1 variant was more infectious and 
deadly than the other COVID-19 variants. Over 55% of India’s eligible 
adult population is now fully vaccinated against COVID-19, and 172 
crore vaccine doses have been administered. This vaccination rate will 
play a significant role in the third wave. India could achieve herd im
munity through vaccination and indirectly from the second wave 
because every third person was infected with the virus. However, a new 
COVID-19 variant might be challenging for public health authorities and 
governments. A comparison between different sentiment libraries is 
given in Fig. 15, and a word cloud for negative sentiment is given in 
Fig. 16. This study does not consider transmissibility and other factors 
while making the predictions. All materials and the implemented 
model’s python code are available at the GitHub Repository here. 
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