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A B S T R A C T

Reliable in silico prediction of fragment binding modes remains a challenge in current drug design research. Due 
to their small size and generally low binding affinity, fragments can potentially interact with their target proteins 
in different ways. In the current study, we propose a workflow aimed at predicting favorable fragment binding 
sites and binding poses through multiple short molecular dynamics simulations. Tailored Lennard-Jones po-
tentials enable the simulation of systems with high concentrations of identical fragment molecules surrounding 
their respective target proteins. In the present study, descriptors and binding free energy calculations were 
implemented to filter out the desired fragment position. The proposed method was tested for its performance 
using four epigenetic target proteins and their respective fragment binders and showed high accuracy in iden-
tifying the binding sites as well as predicting the native binding modes. The approach presented here represents 
an alternative method for the prediction of fragment binding modes and may be useful in fragment-based drug 
discovery when the corresponding experimental structural data are limited.

1. Introduction

In Fragment-Based Drug Discovery (FBDD), molecules of limited size 
serve as starting points for the design of potent drugs [1]. Fragment 
screenings are usually carried out for a certain target in order to identify 
fragment hits that can be optimized and grown into lead structures [2]. 
In order to enable a structure-based approach in drug design, crystal 
structures of target proteins containing fragments co-crystallized within 
the binding pocket of interest are of high importance [3–5]. However, 
crystallization studies are complex, time-consuming and not always 
realizable leaving the binding mode of known fragmental binders un-
resolved [5,6]. Computer-Aided Drug Design (CADD) methods aim to fill 
the void of missing experimental data and predict the binding mode of 
respective compounds [7–9]. Fragments can be characterized by the 
so-called „rule of three“. The rule implies a molecular weight restriction 
to 300 Da, a limit of hydrogen bond donors and acceptors to three, 
respectively, and a ClogP value ≤ 3. Fragment hits usually conform to 
the rule of three emphasizing its importance in fragment library design 
[10].

Co-solvent molecular dynamics (MD) simulations are a new and 

evolving approach in structure-based drug design. The simulation of 
small organic molecules in the presence of a protein structure can give 
insight into potential binding sites [11,12]. In addition, favorable in-
teractions within the binding spots can be detected, depending on the 
characteristics and functional groups of the used probe molecules [13]. 
The advantages of co-solvent MDs have been extensively demonstrated 
while applying the method to a variety of protein targets and for mul-
tiple purposes [14,15].

In our previous work, the performance of different probe molecules 
in sampling experimentally solved binding site conformations in Tudor 
domains was studied. It was concluded that especially hydrophobic co- 
solvents and probe molecules mimicking features of known inhibitors 
succeeded at this task [16]. The present study extends the work and 
investigates whether an optimized method is capable of simulating 
diverse fragment- to lead-sized probes while reproducing their resolved 
binding modes. Reported studies have shown that computationally less 
expensive methods like molecular docking do not deliver satisfying 
binding mode predictions for fragments [17–20]. Especially, blind 
docking approaches usually lead to wrong binding pose predictions 
mainly due to the incorrect identification of the binding sites [21,22]. A 
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recent study reported the use of MD simulations to reproduce fragment 
binding modes [7]. However, in the reported study relatively high 
simulation times had to be chosen because only a single fragment 
molecule was simulated at a time.

In the current work, MD simulations were carried out using frag-
ments in high concentration to allow the decrease of simulation time due 
to the increased probability of observable binding events. Filters, de-
scriptors and QM/MM-GBSA calculations were applied in order to reli-
ably predict the binding site as well as the correct binding pose in the 
investigated cases. A comparable approach using multiple fragments in 
the solvation phase has been described in a recent publication [9]. 
However, the fragment concentrations were chosen relatively low and 
multiple long MD simulations (≥ 200 ns) were necessary for observing 
the desired binding events. The method was not successful in all pre-
sented cases and was generally limited in fragment size. In contrast, we 
propose a method that takes a different approach and focuses more on 
multiple short MD simulations (20 ns) with slightly larger fragments at 
millimolar concentrations. The proposed workflow could be beneficial 
in cases where experimental elucidation of the binding modes of frag-
ments or hit compounds has so far been unsuccessful.

In order to assess the performance of the proposed method, four 
epigenetic protein targets and associated fragment-binders were stud-
ied: the Tudor domain of SMN, the zinc finger ubiquitin-binding domain 
(ZnF-UBD) of HDAC6, the PWWP1 (Pro-Trp-Trp-Pro 1) domain of NSD3 
and the YEATS domain of ENL were studied. All mentioned domains 
except HDAC6-ZnF-UBD are reader proteins that are capable of recog-
nizing specific targets carrying post-translationally methylated lysine or 
arginine residues [23–25]. Meanwhile, HDAC6-ZnF-UBD plays a special 
role in lysosomal degradation by recruiting ubiquitinated protein ag-
gregates to the respective degradation machinery [26]. SMN is primarily 
known to be involved in the pathogenesis of spinal muscular atrophy 
(SMA) [27], while the other targets are involved in cancer models, 
among others [25,28–43]. Therefore, all proteins represent attractive 
targets for fragment-based drug design. We selected target proteins with 
rather shallow binding pockets that are located near the surface to 
evaluate the performance of the in silico approach for rather challenging 
targets. For all investigated protein domains, fragment-like molecules 
which target the respective binding sites and hamper the binding to 
natural ligands were discovered [44–51].

2. Materials and methods

2.1. Protein preparation

All mentioned protein structures were retrieved from the Protein 
Data Bank (PDB) [52]. The structures were initially prepared using 
Schrödinger’s Protein Preparation Wizard [53,54]. The preprocessing 
step included the following actions: assigning bond orders, adding 
missing hydrogen atoms, creating zero-order bonds to metals, filling in 
missing side chains, deleting water molecules, and capping the proteins‘ 
termini. If the prepared protein structure contained co-crystallized 
fragments, the respective protonation states were generated at pH 
7 ± 2. In the next step, the hydrogen bonding network was automatically 
optimized at pH 7. At last, the structures were relaxed during a 
restrained minimization step using the OPLS 2005 force field [55–57].

2.2. Fragment preparation

Schrödinger’s LigPrep [58] was used to generate extended, 
low-energy fragment conformations. Thereby, all possible tautomers 
and protonation states were generated at pH 7 ± 2 using Epik [59–61], 
while specified chirality was retained. OPLS 2005 was chosen as the 
operating force field for minimization. Respective descriptors for testing 
the compliance with the rule of three were calculated using Marvin 
Sketch [62].

2.3. Simulation system setup

For each investigated fragment, 21 simulation systems were built 
using Packmol [63], respectively. The first system only included frag-
ment molecules in mixture with TIP3P [64] water at the desired con-
centration of 0.2 mol*l− 1 (Table S1). The residual 20 systems contained 
the protein of interest in ligand-unbound conformation surrounded by a 
fragment-water mixture (Table S1). The fragment positions were varied 
in each system by using random seeds in Packmol. If necessary, all 
systems were neutralized by adding either sodium or chloride ions. The 
systems were converted for usage in Amber with the aid of Amber Tools 
[65]. The proteins were prepared by pdb4amber [65] and parameterized 
according to the ff14SB force field [66]. In the case of HDAC6-ZnF-UBD, 
the zinc ions were parameterized using the Li/Merz ion parameters for 
+ 2 to + 4 ions in TIP3P water (12–6 normal usage set) [67–72]. 
Antechamber [65] and Parmchk [65] were used to assign AM1-BCC [73, 
74] atomic charges to the fragment molecules and to parameterize them 
according to the General Amber Force Field 2 [75]. At last, the periodic 
cuboid systems were reconstituted using Tleap [65]. The fragments‘ 
geometric centers were defined by CPPTRAJ [76]. MDGX [65] was used 
to place dummy atoms as close as possible to the identified geometric 
centers. To this end, vectors were defined that originate from the frag-
ment heavy atoms. Finally, customized Lennard-Jones parameters were 
assigned to the dummy atoms using ParmEd [65].

2.4. Molecular dynamics simulations

All simulations were performed using Amber 22 [65]. The prepared 
systems were initially minimized in two steps. The first step included 
1000 iterations of steepest descent, followed by 2000 steps of conjugate 
gradient minimization while restraining the proteins with a force con-
stant of 10 kcal * mol− 1 * Å− 2. In the second step, the restraints were 
lifted and the systems underwent additional 2000 steps of steepest 
descent and 2000 steps of conjugate gradient minimization. Subse-
quently, the systems were heated to target temperature (300 K) through 
100 ps of MD simulation while restraining the proteins again using the 
above-mentioned force constant. Thereby, constant volume periodic 
boundaries were applied and the velocities were randomly assigned. At 
target temperature, a pressure equilibration of the restrained systems 
was carried out, including 100 ps of simulation at a constant pressure of 
1 bar. Afterwards, the systems were finally simulated for 20 ns at con-
stant pressure without any restraints. Temperature equilibration and 
maintenance at 300 K was ensured by the Langevin thermostat using a 
collision frequency of 2 ps− 1 and a time step of 2 fs. Moreover, all bonds 
involving hydrogen were constrained by the SHAKE algorithm [77]. 
Additionally, the Particle Mesh Ewald (PME) method [78,79] was 
applied; the nonbonded cutoff distance for long-range electrostatic in-
teractions was varied as mentioned in the main text.

2.5. Trajectory analysis

First, all generated trajectories were prealigned considering the 
respective proteins‘ Cα atoms. The fragment (“mobility analysis”) and 
protein RMSF values as well as the protein RMSD values were calculated 
by CPPTRAJ [76]. The production phases generated for a single protein 
were stripped down to the protein coordinates and concatenated into a 
pseudo-trajectory for the following binding site analysis. MDpocket 
(Fpocket) [80,81] was used for the detection of all binding pockets in the 
respective pseudo-trajectories. In the initial pocket exploration run, all 
transiently formed binding sites were mapped into a so-called frequency 
grid. MDpocket automatically extracted a pdb file out of this grid, 
including the grid points at an isocontour value of 0.5. These grid points 
were used to define the binding site locations and dimensions. In the 
subsequent pocket characterization run, the isolated binding pockets 
were further analyzed by identifying the pocket-constituting amino acid 
residues and by calculating pocket descriptors like the pocket volume 
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and the mean local hydrophobic density (MLHD). Representative 
fragment-protein structures (centroid frames) were extracted out of the 
individual production phases using the hierarchical agglomerative 
clustering algorithm provided by CPPTRAJ [76]. During the clustering 
process, the heavy-atom RMSD of the respective protein and fragment 
was used as distance metric.

2.6. QM/MM-GBSA calculations

The generated fragment binding poses were ranked by the QM/MM- 
GBSA interaction energies calculated by Amber 22 [65]. To this end, the 
extracted centroid frames were first minimized in implicit solvent using 
Sander [65], including 5000 steps of steepest descent and up to 5000 
steps of conjugate gradient minimization. Afterwards, hybrid Quantum 
Mechanics/Molecular Mechanics (QM/MM) calculations were carried 
out using the MMPBSA.py script [82] provided by Amber. The Gener-
alized Born/Surface Area (GBSA) Model was applied for modeling the 
continuous solvent and calculating the solvation free energy [83,84]. 
More precisely, the HCT (Hawkins, Cramer, Truhlar) GB model was 
utilized [84–86]. Furthermore, all QM/MM calculations were carried 
out using the semi-empirical Hamiltonian PM6 [87] with added 
dispersion and hydrogen bond corrections (PM6-DH+) [88]. During the 
calculations, the fragment of interest and the pocket residues identified 
by MDpocket were defined as QM regions (Table S2). MM force fields 
were applied to the remaining part of the complex. ΔGbind was computed 
based on Eqs. (1)–(3) [84,89,90]. 

Ggas = EVDW + EEL (1) 

Gsolv = EGB +ESURF (2) 

ΔGbind = Gcomplex − Gprotein − Gligand = ΔGgas +ΔGsolv +ΔESCF (3) 

The QM/MM-GBSA calculations take into account the changes in the 
gas-phase free energy (ΔGgas) and solvation free energy (ΔGsolv) upon 
complex formation. Additionally, changes in the Self-Consistent-Field 
Energy (ΔESCF) are considered. The gas-phase free energy (Ggas) is 
calculated by summing up the van der Waals (EVDW) and electrostatic 
energies (EEL). The polar solvation energy (EGB) and the non-polar sol-
vation energy (ESURF) terms contribute to the solvation free energy 
(Gsolv).

2.7. Further analysis of the MD-derived representative complexes

Phase VolCalc [91–93] was used to calculate the volume overlaps 
between the fragments of the centroid frames and the binding pockets 
identified by MDpocket. In this way, the low-mobility fragments could 
be assigned to the detected binding sites. The minimized 
fragment-protein complexes were imported into Schrödinger’s Maestro 
[94] and aligned to the reference X-ray structures considering the Cα 
atoms of the binding site residues. Afterwards, heavy atom RMSD values 
were calculated with respect to the experimentally solved binding poses.

2.8. Docking study

Molecular docking was carried out using Molecular Operating 
Environment (MOE) [95] and the Schrödinger software suite. For blind 
and site-directed rigid body docking in MOE, the triangle matcher 
method and the London dG score were selected for ligand placement. 
For the refinement stage, the rigid receptor method and the GBVI/WSA 
dG score were chosen. Glide [96–99] as part of the Schrödinger software 
tools was used in standard precision (SP) mode to generate docking 
poses in rigid receptors. For blind docking in MOE, the whole unbound 
protein structure was defined as ligand binding site. Analogously, re-
ceptor grids were created in the Schrödinger software suite so that the 
midpoint cuboid covered the entire protein and the outer box featured 
additional 20 Å of side length for ligand placement. For site-directed 

rigid body docking and induced fit docking, the coordinates of the 
superimposed co-crystallized fragments were used to specify the binding 
site locations (MOE) or to center the grid boxes (Schrödinger) whose 
dimensions were automatically adapted to ligand size. Induced fit 
docking in MOE was carried out by switching to the induced fit refine-
ment method. Default settings were used including a cutoff distance of 
6 Å and a tether weight of 10. The induced fit docking protocol 
[100–103] of Schrödinger implied the usage of Glide and Prime as 
software modules. Residues within 5 Å of the superimposed 
co-crystallized ligand were treated flexibly (default setting). For all 
docking runs, the prepared fragment structures were used as input and a 
maximum number of 20 output poses was specified. Heavy atom RMSD 
values were calculated for all generated docking poses with respect to 
the experimentally solved binding poses using Schrödinger’s Maestro 
[94].

2.9. Molecular visualization and plot generation

All violin plots were generated using Matplotlib [104]. The graph 
visualizing the Lennard-Jones potential was created using GeoGebra 
[105]. All remaining plots were compiled by Microsoft Excel. All pic-
tures showing 3D structures were generated by PyMol [106]. The 2D 
depictions of the fragments were exported from Marvin Sketch [62].

3. Results and discussion

3.1. From co-solvents to fragments: adapting the cosolvent MD approach

In our previous work, we showed that crystallographically solved 
binding site conformations in Tudor domains could be successfully 
predicted using co-solvent MDs [16]. The study showed that hydro-
phobic co-solvents and probe molecules that mimic the characteristics of 
known binding partners were particularly successful in predicting the 
correct binding site and conformation. Hence, we sought to expand our 
studies by examining whether experimentally determined binding 
modes could be reproduced in the framework of short MD simulations. 
Since co-solvent MD simulations require mobile probe molecules which 
are able to probe the whole protein surface and stabilize within binding 
sites during relatively short simulation times, we focused in this work on 
binding modes of fragments, which are characterized by a restricted size 
and limited flexibility. More precisely, the investigated fragments pre-
dominantly conform to the so-called „rule of three“, a common rule for 
library design in fragment-based lead discovery (Table 1) [10].

In order to test the efficacy of the proposed method, four epigenetic 
targets were chosen for which crystal structures with co-crystallized 
fragments (reference X-ray structures) are available in the Protein 
Data Bank (PDB) (Table 1). All four targets show rather shallow binding 
pockets where the fragments are bound. The selected targets are: SMN- 
Tudor, HDAC6 ZnF-UBD, NSD3-PWWP1, and ENL-YEATS. For SMN- 
Tudor, HDAC6 ZnF-UBD, and NSD3-PWWP1, multiple crystal struc-
tures with co-crystallized fragments are available. Therefore, we focused 
on fragments showing the highest ligand efficiency (cpd. 1, cpd. 31, cpd. 
9) [44,45,47]. Meanwhile, only one crystal structure of ENL-YEATS 
(PDB ID 8PJI) was co-crystallized with a fragment-like ligand (cpd. 
10a) [48]. The objective was to simulate the respective protein struc-
tures in ligand-unbound conformation (Table 1) surrounded by an 
aqueous phase containing high concentrations of the selected fragments 
and observe to what extent the molecules reproduce the reference 
binding modes. In order to evaluate whether computationally less 
demanding methods show similar performance to the proposed 
MD-based method, three different docking approaches were performed 
for direct comparison: blind rigid body docking, site-directed rigid body 
docking and site-directed induced fit docking.
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3.2. Preliminary studies: fragment distribution

In preliminary studies, the extent to which a homogenous fragment 
distribution could be achieved within the aqueous phase was investi-
gated. Due to the larger size of the fragments compared to commonly 
used co-solvents, it was expected that the intermolecular attractive 
forces would dominate during the MD simulations, leading to fragment 
aggregation. The high probe concentration (1 mol * l− 1) used in our 
previous publication [16], which focused on rather small co-solvents, 
would therefore not be appropriate when using larger fragments. As a 
first measure to decrease clustering of the fragments, the probe con-
centration was reduced to 0.2 mol * l− 1. In order to test the behavior of 
the fragments in water, MD simulations were carried out on systems 

containing only water and fragment molecules in addition to the 
respective ions for neutralization. Despite the decrease in probe con-
centration, we still observed that the fragments formed aggregation 
clusters within the aqueous phase (Fig. 3). Therefore, an additional 
repulsive force had to be introduced to ensure a more homogenous 
fragment distribution.

3.3. Artificial Lennard-Jones potentials as a tool to enhance fragment 
repulsion

Diverse solutions to prevent probe aggregation in co-solvent MDs 
have already been reported in previous publications [107–109]. A 
common way is to place dummy atoms (DAs, massless particles) within 

Table 1 
Information about the selected fragments, their conformity to the rule of three and the retrieved PDB structures.

Fragment Cpd. 1 Cpd. 31 Cpd. 9 Cpd. 10a

Target protein SMN-Tudor HDAC6 ZnF-UBD NSD3-PWWP1 ENL-YEATS
PDB ID – unbound protein (initial MD coordinates) 1MHN 3C5K 6G3T 6HQ0
PDB ID – fragment-bound protein (ref. binding mode) 4QQ6 6CED 6G2C 8PJI
Fragment radius [Å] 3.5 4.8 4.1 6.6
Molecular weight [Da] 188 232 254 271
ClogP 1.98 0.82 1.16 2.25
H-bond acceptor count 2 4 3 3
H-bond donor count 1 0/1* 0 2
2D structures

* Depending on the protonation state of the acidic group.

Fig. 1. Extended fragment conformations together with the identified geometric centers (magenta), the placed dummy atoms (green) and the determined fragment 
radii (dashed yellow lines). A: cpd. 1; B: cpd. 31; C: cpd. 9, D: cpd. 10a.
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the probe molecules and to introduce artificial Lennard-Jones (LJ) po-
tentials originating from these points. The DAs are assigned a separate 
LJ type so that the fragment-water and fragment-protein interactions 
remain unaffected.

All the herein used fragments are rather rigid structures or have a 
limited number of rotatable bonds. To place the DAs, the fully extended 
conformations were first generated using LigPrep and the geometric 
centers were determined using CPPTRAJ. MDGX, another component of 
AmberTools, was then used to place the DAs as close as possible to the 
geometric center by defining vectors between (rigid) fragment heavy 
atoms. Finally, the fragment radius r was defined by measuring the 
distance between the respective DAs and the farthest heavy atoms 
(Table 1, Fig. 1).

The LJ potential consists of a repulsive term dominating in near 
distances and an attractive term acting in far distances (Eq. (4)). The 
potential can be modeled using three parameters: Rmin, σ, and ε (Fig. 2). 
At the defined distance Rmin (equilibrium distance), the potential rea-
ches a minimum and switches between repulsive and attractive. σ marks 
the particle distance at which the potential equals zero. Rmin and σ are 
related; therefore, only one of these parameters has to be defined. ε sets 
the potential well depth and affects the steepness of the curve 
[110–112]. 

V(x) = 4ε
[(σ

x

)12
−
(σ

x

)6
]

= ε
[(

Rmin

x

)12

− 2
(

Rmin

x

)6
]

(4) 

To eliminate the attractive forces between the fragments, the 
attractive part of the LJ potential should be removed. In Amber, elec-
trostatic interactions are usually split into short- and long-ranged com-
ponents and calculated using the Particle Mesh Ewald (PME) method 
[78,79]. This approach uses a distance cutoff value that truncates the 
potential of the van der Waals (VDW) interactions in order to save 
computational cost [113]. Cutoff values between 8 and 10 Å are 
commonly used in MD simulations [66,79,114] since typical LJ poten-
tials, e.g., describing VDW interactions, have already converged to zero 
at such distances [113]. In this study, the PME cutoff was set to Rmin of 
the newly introduced LJ potential in all MD simulations so that the 
repulsive part of the artificial LJ potential is completely covered while 
the attractive part at distances > Rmin is discarded. Thereby, the PME 
cutoff was always chosen > 8 Å so that the repulsive and attractive parts 
of any other LJ potential within the simulation system still remained 
fully covered and unaffected by truncation. Since the newly introduced 
potentials were truncated at their minima, where the force acting on the 
dummy atoms equals zero, accuracy in energy calculation and energy 
conservation could be assumed. To prove the absence of major fluctu-
ations or drifts in energy, the electrostatic, VDW, and total potential 
energies were exemplarily plotted for the fragment-water simulations 
(Fig. S1).

3.4. Finding suitable parameters for the LJ potential

First, the LJ parameter σ was systematically varied and tested in MD 
simulations (20 ns) using the largest fragment, cpd. 10a, at target con-
centration (0.2 mol * l− 1). Radial distribution functions (RDFs) were 
calculated for the last 5 ns in order to check the distribution of the 
fragments within the aqueous phase. ε was constantly kept at 1 kcal * 
mol− 1, while σ was gradually increased (σ = 2r, 2r + 0.5, 2r + 1, 2r +
1.5, 2r + 2 Å). The corresponding RDF plots reveal an equal probe dis-
tribution for all chosen σ values since all curves converge at g(r) = 1 at 
longer distances (Fig. 3). Ideally, we sought a σ value where g(r) starts to 
increase at a distance > 2r (the diameter of the fragment) since this 
would ensure that the fragment molecules are unable to come close to 
each other. This was fulfilled with σ values ≥ 2r + 1 (Fig. 3). Since 
higher σ values would necessitate the use of larger PME cutoff values 
during the MD simulation which would unnecessarily increase the 
calculation times, a σ value of 2r + 1 was chosen and subsequently 
tested for the remaining fragments. The respective RDF graphs confirm 
that the selected σ is suitable (Fig. 3). It is noteworthy that, unlike cpds. 
1 and 31, the RDFs of cpds. 10a and 9 show prominent initial peaks. 
While the former cpds., 1 and 31, bear charged functional groups which 
would amplify the repulsion between the fragment molecules, cpds. 9 
and 10a are uncharged. This can explain the observed initial peak in the 
respective RDF plots. Since the VDW attraction between the fragment 
molecules is not completely switched off, but just overridden by the 
repulsive LJ potential, a slight attraction (visible as an initial peak in the 
RDFs) is inevitable at close distances, especially with uncharged 
fragments.

3.5. MD simulations of protein-fragment systems

Based on the assigned LJ parameters (Table 2), the proteins of in-
terest were simulated in the presence of the fragments in order to study 
whether the respective experimentally determined binding poses could 
be obtained. To this end, the systems were first prepared using Packmol; 
20 systems (Table S1) per protein were built containing the unbound 
protein structure and the corresponding fragment at target concentra-
tion (0.2 mol * l− 1) (Table S1). In each system, the initial fragment 
positions were varied using random seeds in Packmol. All systems were 
simulated with Amber 22 for 20 ns and only the last 5 ns were consid-
ered as the production stage. The rationale behind selecting short 
simulation time was multifold. The high fragment concentration with 
changing initial positions increased the likelihood that a fragment 
molecule was initially situated in close proximity to the binding site of 
interest. Hence, the diffusion paths were assumed to be short. Moreover, 
the risk of observing extensive protein denaturation due to the high 
fragment concentrations was mitigated through the utilization of short 
simulation times. The first step in analyzing the generated trajectories 
included the verification of protein stability by calculating the Cα-RMSF 
and heavy atom RMSD values. The obtained RMSF plots reveal similar 
patterns to the corresponding B-factor plots (Fig. S2); high RMSF values 
could only be observed for flexible regions like loops or termini. Simi-
larly, the RMSD plots of all simulated systems also indicate protein 
stability since the graphs quickly converge in all MD simulations 
(Fig. S3).

3.6. Identifying the binding pocket of interest

3.6.1. Fragment mobility analysis
As a first step in analyzing the obtained trajectories, the fluctuation 

of the fragments during the production stages was examined in order to 
identify potential candidates for binding mode reproduction. Low fluc-
tuations (low-mobility fragments) are indicative of a higher ability to 
stably bind to the protein surface. Hence, RMSF values were calculated 
for each fragment in all systems to assess their mobility throughout the 
individual production phases. To filter out unstable or unbound Fig. 2. The Lennard-Jones potential and its parameters.
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fragments, only fragment molecules showing RMSF values below 1.5 Å 
were further considered (Tables 3–6, S3, S4).

3.6.2. Pocket exploration and characterization
In order to identify pockets in the proteins, all production stages 

generated for a single protein were concatenated into pseudo- 
trajectories and subsequently analyzed by MDpocket. Additionally, 
pocket descriptors were calculated for all frames in the respective 
pseudo-trajectories.

Fig. 3. Radial distribution functions (RDFs) calculated for the simulated systems containing fragment-water mixtures. The fragment diameter is indicated with a 
vertical red line. For Cpd. 10a, multiple simulations were carried out in which the LJ parameter σ was varied or the LJ potential was turned off.

Table 2 
Determined Lennard-Jones parameters for each fragment.

Parameter Cpd. 1 Cpd. 31 Cpd. 9 Cpd. 10a

ε [kcal * mol− 1] 1.0 1.0 1.0 1.0
σ [Å] 8.0 10.6 9.2 14.2
Rmin/PME cutoff [Å] 9.0 11.9 10.3 15.9

Table 3 
Low-mobility fragments (RMSF < 1.5 Å) assigned to the detected binding sites in 
SMN-Tudor via the calculated volume overlaps. The fragment binding poses 
within the pocket of interest (P2) are further characterized by RMSD values 
calculated with respect to the co-crystallized binding pose of cpd. 1 (PDB ID 
4QQ6) as well as by the calculated QM/MM-GBSA interaction energies.

System Fragment Volume overlap [Å3] Fragment QM/MM-GBSA

no. RMSF [Å] P1 P2 RMSD [Å] [kcal * mol¡1]

3 1.1 33 0 - -
1 0.7 0 110 0.2 − 24.4
17 1.4 0 103 0.8 − 24.0
15 1.3 0 102 3.2 − 23.6
11 0.8 0 92 0.3 − 23.5
14 1.4 0 112 1.4 − 22.8
10 1.5 0 103 2.2 − 22.6
12 1.4 0 107 1.0 − 21.7
6 1.1 0 118 3.1 − 21.3
3 1.0 0 112 1.9 − 21.2
16 1.3 0 108 1.6 − 21.1
4 1.3 0 102 1.6 − 20.7

Table 4 
Low-mobility fragments (RMSF < 1.5 Å) assigned to the detected binding sites in 
HDAC6-ZnF-UBD via the calculated volume overlaps. The fragment binding 
poses within the pocket of interest (P2) are further characterized by RMSD 
values calculated with respect to the co-crystallized binding pose of cpd. 31 (PDB 
ID 6CED) as well as by the calculated QM/MM-GBSA interaction energies.

System Fragment Volume overlap [Å3] Fragment QM/MM-GBSA

no. RMSF [Å] P1 P2 P3 RMSD [Å] [kcal * mol¡1]

3 0.7 0 195 0 0.9 − 26.2
14 0.8 0 195 0 0.9 − 19.6
16 1.1 0 194 0 3.4 − 17.9
9 1.2 0 167 0 4.4 − 16.8
10 0.8 0 196 0 3.4 − 16.1
17 1.1 0 185 0 3.8 − 12.9
11 0.9 0 165 0 5.0 − 12.8
5 1.2 0 181 0 4.1 − 12.4
2 0.9 0 152 0 3.8 − 9.4
8 1.2 0 199 0 2.6 − 9.0
20 0.9 0 196 0 3.7 − 7.8
14 1.4 0 0 93 - -
10 1.4 0 0 47 - -
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MDpocket identified two binding sites in SMN-Tudor, three sites in 
HDAC6-ZnF-UBD, six sites in NSD3-PWWP1, and seven sites in ENL- 
YEATS (Fig. 4). The additionally calculated pocket descriptors were 
used to further differentiate the detected cavities. Especially two de-
scriptors seemed to be capable of indicating the binding pocket of in-
terest: the pocket volume descriptor and the mean local hydrophobic 
density (MLHD) descriptor. The latter can be considered as an indicator 
for binding pocket druggability [115]. The correct binding site was al-
ways detected amongst the identified pockets, and showed notably 
higher values for pocket volume and MLHD than the other pockets 
(Fig. 5).

3.6.3. Binding pocket assignment
Our next step was aimed at filtering out all fragment molecules 

which do not bind in the detected pockets and localizing the actual 
binding site of the previously detected low-mobility fragments. To this 
end, Phase VolCalc was used to calculate volume overlaps between the 
pocket grid points and the fragments in the centroid structures extracted 
from the respective production phases. A table of fragment molecules 
assigned to the detected binding sites via the calculated volume overlaps 
was created for each protein (Tables 3–6, S3, S4). It is noteworthy that 
the highest volume overlap values are always linked to one binding site, 
namely the pocket of interest.

3.7. Identifying the binding pose of interest

3.7.1. Binding pose scoring
In the last step, we aimed to establish a score that is capable of 

highlighting the true fragment binding pose among all generated poses 
within the pocket of interest. To this end, QM/MM-GBSA calculations 
using Amber’s MMPSA.py application [82] were implemented. In 

advance, all obtained centroid structures containing the representative 
fragment-protein complexes were minimized in implicit solvent. The 
pocket-forming residues detected by MDpocket were used to define the 
receptor QM region (Table S2). Besides, the respective fragment bound 
to the pocket of interest was treated quantum-mechanically. All 
single-point calculations were carried out using the minimized struc-
tures while applying the PM6-DH + Hamiltonian [87,88]. The resulting 
interaction energies are listed in Tables 3–6. Additionally, RMSD values 
were calculated for all minimized fragment poses with respect to the 
solved binding modes found in the reference X-ray structures to identify 
matching fragment poses (Tables 3–6).

With regard to the results obtained for SMN-Tudor, it is noteworthy 
that two binding pockets were detected on the protein surface (Fig. 4A). 
The majority of the low-mobility fragments were observed to bind to 
pocket two (P2), which corresponds to the pocket of interest (Table 3). 
The X-ray structure of SMN-Tudor co-crystallized with cpd. 1 (PDB ID 
4QQ6) reveals that the fragment binds to an aromatic cage, constituted 
of W102, Y109, Y127, and Y130. It is sandwiched between W102 and 
Y130 undergoing pi-pi interactions. Cpd. 1 is additionally stabilized by 
cation-pi interactions with the surrounding aromatic residues. More-
over, a hydrogen bond is formed to N132 (Fig. 6A). The results of the 
simulations with cpd. 1 surrounding the apo protein structure 1MHN 
demonstrate that multiple fragment poses were obtainable within the 
aromatic cage. Most of them show RMSD values below 2 Å, suggesting a 
successful reproduction of the original binding mode. The top two 
scored poses as well as the fourth-ranked pose showed a good overlap 
with the experimentally solved binding mode which is evidenced by 
RMSD values < 1 Å (Table 3). Additionally, visual inspection confirmed 
the presence of all essential ligand-protein interactions (Figs. 7A, S4A, 
S4B). In contrast, the third ranked pose shows a higher RMSD value of 
3.2 Å. Visual inspection of the respective fragment-protein complex 

Table 5 
Low-mobility fragments (RMSF < 1.5 Å) assigned to the pocket of interest (P1) detected in NSD3-PWWP1 via the calculated volume overlaps. The fragment binding 
poses are further characterized by RMSD values calculated with respect to the co-crystallized binding pose of cpd. 9 (PDB ID 6G2C) as well as by the calculated QM/ 
MM-GBSA interaction energies.

System Fragment Volume overlap [Å3] Fragment QM/MM-GBSA

no. RMSF [Å] P1 P2 P3 P4 P5 P6 RMSD [Å] [kcal * mol¡1]

3 0.6 203 0 0 0 0 0 0.7 − 27.3
20 1.3 192 0 0 0 0 0 0.6 − 24.7
2 0.7 187 0 0 0 0 0 0.5 − 24.6

18 0.7 198 0 0 0 0 0 1.0 − 23.1
7 0.7 199 0 0 0 0 0 0.7 − 22.0

15 1.0 185 0 0 0 0 0 3.5 − 20.4
8 0.9 146 0 0 0 0 0 5.0 − 20.2
6 0.9 128 0 0 0 0 0 6.2 − 18.5

16 0.9 159 0 0 0 0 0 6.1 − 17.6
11 0.9 183 0 0 0 0 0 5.9 − 16.0
12 0.8 79 0 0 0 0 0 7.1 − 15.9
8 1.1 96 0 0 0 0 0 7.4 − 14.6

12 0.8 29 0 0 0 0 0 8.7 − 14.4
10 1.4 163 0 0 0 0 0 5.1 − 13.6
5 0.9 204 0 0 0 0 0 4.4 − 11.5

Table 6 
Low-mobility fragments (RMSF < 1.5 Å) assigned to the pocket of interest (P4) in ENL-YEATS via the calculated volume overlaps. The fragment binding poses are 
further characterized by RMSD values calculated with respect to the co-crystallized binding pose of cpd. 10a (PDB ID 8PJI) as well as by the calculated QM/MM-GBSA 
interaction energies.

System Fragment Volume overlap [Å3] Fragment QM/MM-GBSA

no. RMSF [Å] P1 P2 P3 P4 P5 P6 P7 RMSD [Å] [kcal * mol¡1]

16 0.6 0 0 0 229 0 0 0 0.3 − 33.5
2 1.1 0 0 0 235 0 0 0 0.4 − 31.0

10 0.9 0 0 0 227 0 0 0 1.5 − 25.5
5 1.0 0 0 0 227 0 0 0 1.6 − 21.8
6 1.0 0 0 0 192 0 0 0 9.1 − 18.1

14 1.5 0 0 0 70 0 0 0 11.0 − 17.9
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revealed a flipped fragment orientation (Fig. 7B). However, the ligand 
still adopts the sandwiched position within the aromatic cage. Since all 
generated fragment poses show similar and typical interactions with the 
aromatic pocket, there is no significant difference in the calculated QM/ 
MM-GBSA values (Table 3).

Three binding sites were detected in HDAC6-ZnF-UBD (Fig. 4B). 
Most of the low-mobility fragments were assigned to pocket two (P2), 
which was identified as the pocket of interest (Table 4). The experi-
mentally solved binding mode of cpd. 31 (PDB ID 6CED) reveals that the 
fragment is sandwiched between R1155 and W1182 whereby the aro-
matic ring system is stabilized by pi-pi interactions with W1182. On the 
opposite side, the side chain of R1155 seems to be flexible since an 
alternative position is provided by the crystal structure. The fragment’s 
carboxyl group forms hydrogen bonds to the backbone of R1155 and the 
phenolic hydroxyl group of Y1184 as well as a salt bridge to the side-
chain of R1155 (Fig. 6B). The low RMSD values calculated for the top 
two scored poses suggest a successful binding mode reproduction 
(Table 4). The first pose reconstituted almost all crystallographically- 
observed ligand-receptor interactions, including the salt bridge be-
tween the fragment’s carboxyl and the sidechain of R1155. The 
carboxylate group adopts a slightly different conformation and hence no 
hydrogen bond to Y1184 was formed (Fig. 8A). The second pose shows 
both hydrogen bonds to the backbone-carbonyl of R1155 and the side 
chain of Y1184, while the salt bridge to R1155 is absent (Fig. 8B) due to 
the different side chain conformation of R1155. This could explain the 
decreased QM/MM-GBSA interaction energy of the second pose as 
compared to the top-scored one. Overall, there is a significant difference 

in the QM/MM-GBSA interaction energies calculated for native-like and 
nonnative binding modes (Table 4). This observation supports the hy-
pothesis that the established score is able to differentiate between the 
generated poses and to highlight correct poses.

The trajectory analysis of simulations performed with NSD3-PWWP1 
revealed six detectable pockets in the protein (Fig. 4C). Similar to the 
previously described findings, most of the low-mobility fragments were 
assigned to the pocket of interest, pocket one (P1, Tables 5, S3). The 
reference X-ray structure, including co-crystallized cpd. 9 (PDB ID 
6G2C), demonstrates that the compound’s binding mode is character-
ized by pi-pi interactions to Y281 and F312. Additionally, cpd. 9 is 
stabilized by a hydrogen bond to S314. Moreover, the isoxazole ring 
adopts a rather solvent-exposed position within the binding site 
(Fig. 6C). The five top-scored fragment poses showed RMSD values 
≤ 1 Å with respect to the co-crystallized ligand proving a good overlap 
with the experimentally determined binding pose (Table 5). Visual in-
spection of the poses also confirmed the presence of essential ligand- 
receptor interactions (Figs. 9A, S5). In this case, we could also observe 
that the calculated QM/MM-GBSA interaction energy is effective in 
differentiating between native and non-native binding poses (Table 5).

The last of the investigated proteins, ENL-YEATS, revealed seven 
binding sites (Fig. 4D). The highest volume overlaps between fragments 
and binding sites were observed for pocket four (P4), the pocket of in-
terest (Tables 6, S4). When focusing on the calculated pocket de-
scriptors, it is observable that the volume and MLHD values of pocket 
one also tend to relatively high values (Fig. 5D). However, no low- 
mobility fragments showed any overlap with this particular pocket 

Fig. 4. Pocket frequency maps generated by MDpocket (isovalue = 0.5). The respective co-crystallized fragments are shown to indicate the binding pocket of in-
terest. A: SMN-Tudor; B: HDAC6-ZnF-UBD; C: NSD3-PWWP1; D: ENL-YEATS.

C. Vorreiter et al.                                                                                                                                                                                                                               Computational and Structural Biotechnology Journal 27 (2025) 102–116 

109 



Fig. 5. Pocket volume and MLHD value distributions for all detected binding pockets. A: SMN-Tudor; B: HDAC6-ZnF-UBD; C: NSD3-PWWP1; D: ENL-YEATS.
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(Tables 6, S4). Cpd. 10a, co-crystallized in PDB ID 8PJI, exhibits mul-
tiple ligand-protein interactions: the compound is stabilized within the 
binding site via pi-pi interactions to F28 and F59. Besides, the amide 
group of the ligand forms hydrogen bonds to the side chain of S58 and 
the backbone of Y78 and the phenolic hydroxyl group forms a hydrogen 

bond to E75 (Fig. 6D). The original binding mode, including the 
described interactions, was successfully reproduced by the two top- 
scored fragments according to the calculated RMSD values (Table 6) 
and the visual inspection of respective complexes (Figs. 9B, S4C). Once 
more, the calculated QM/MM-GBSA interaction energies allow a clear 

Fig. 6. Crystallographically solved fragment binding modes. Key hydrogen bonds and salt bridges are depicted with dashed yellow and orange lines, respectively. 
Site residue conformations of the unbound protein structures are shown with transparent yellow sticks for comparison. A: SMN-Tudor with cpd. 1 (PDB ID 4QQ6); B: 
HDAC6-ZnF-UBD with cpd. 31 (PDB ID 6CED); C: NSD3-PWWP1 with cpd. 9 (PDB ID 6G2C); D: ENL-YEATS with cpd. 10a (PDB ID 8PJI).

Fig. 7. Binding poses obtained for cpd. 1 (SMN-Tudor). The native binding mode, retrieved from PDB ID 4QQ6, is shown in transparent green sticks for comparison. 
Key hydrogen bonds are depicted with dashed yellow lines. A: Top-scored pose (magenta), B: third-ranked pose (orange).
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differentiation from the remaining generated poses (Table 6).

3.8. Binding mode prediction through molecular docking

In order to compare the performance of the presented workflow with 
conventional and computationally less expensive methods for binding 
mode prediction, molecular docking was carried out for the selected 
targets and fragments. In a blind docking study, Molecular Operating 
Environment (MOE) and Glide were tested for their ability to correctly 
predict the binding modes while specifying the whole proteins as po-
tential binding region. RMSD values were calculated for the generated 
docking poses with respect to the fragment binding modes found in the 
reference co-crystal structures (Table S5). As shown in Table S5, high 
RMSD values were predominantly obtained which indicate that in most 
cases neither the binding site nor the binding pose were correctly pre-
dicted. Blind docking was only successful for cpd. 31 in HDAC6 ZnF-UBD 
as shown by RMSD values below 2 Å. Visual inspection of the low-RMSD 
binding poses revealed that docking using MOE failed to accurately 
orientate the carboxylate group within the binding pocket (Fig. 10A). 
Conversely, the obtained Glide docking pose showed the key hydrogen 
bond interactions between the carboxylate group and the neighboring 
residues as observed in the reference crystal structure (Fig. 11A). 
However, the salt bridge to R1155 was not observed. We visually 

compared the experimentally solved unbound and fragment-bound 
binding site conformations in order to identify potential reasons for 
the rather poor blind docking performance in the other studied targets 
(Fig. 6). The comparison shows that in the unbound state the pockets are 
blocked or are less accessible. Meanwhile in the case of HDAC6 ZnF- 
UBD, where blind docking showed good performance, the binding site 
residues show a better overlap in the unbound and fragment-bound 
forms (Fig. 6B).

In the next step, we investigated whether rigid body docking was 
successful in binding mode reproduction when the binding site location 
was specified in the docking process. To this end, the binding sites were 
defined with the aid of the coordinates of the superimposed co- 
crystallized fragments. The docking performance for cpd. 31 in 
HDAC6 ZnF-UBD was comparable to the blind docking study: while 
Glide generated a similar docking pose (Fig. 11B), MOE failed to 
correctly place the fragment’s carboxylate group (Fig. 10B). In the case 
of cpd. 10a in ENL-YEATS, RMSD values below 2 Å were obtained which 
suggests a successful binding mode reproduction (Table S5). However, 
visual inspection of the respective docking poses revealed that the 
hydrogen bond between the ligand’s amide and the backbone of Y78 
was not formed (Figs. 10C, 11C). The binding pocket in the apo protein 
structure does not offer enough space to correctly fit the fragment, 
which demonstrates the limitations of rigid body docking. For the 

Fig. 8. Top-scored binding poses obtained for cpd. 31 (HDAC6-ZnF-UBD). The native binding mode, retrieved from PDB ID 6CED is shown in transparent green sticks 
for comparison. Key hydrogen bonds and salt bridges are depicted with dashed yellow and orange lines, respectively. A: Top-scored pose; B: second-ranked pose.

Fig. 9. Top-scored binding poses obtained for cpd. 9 (NSD3-PWWP1, A) and cpd. 10a (ENL-YEATS, B). The respective native binding modes, retrieved from PDB IDs 
6G2C and 8PJI, are shown in transparent green sticks for comparison. Key hydrogen bonds are depicted with dashed yellow lines.
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residual fragment inhibitors, cpds. 1 and 9, no native-like docking poses 
could be obtained in the respective binding sites (Table S5).

In the last step, it was assessed whether induced fit docking was able 
to generate the desired binding modes. For HDAC6 ZnF-UBD, ENL- 
YEATS, and their respective fragment binders, docking poses with RMSD 
values below 2 Å were generated (Table S5). MOE failed again at 
correctly placing the carboxylate group of cpd. 31 within the binding 
pocket (Fig. 10D). Schrödinger’s induced fit workflow reproduced most 
of the key protein-ligand interactions (Fig. 11E). However, we did not 
observe any docking pose in which all of the described reference in-
teractions were formed at the same time. The docking poses generated 
by MOE for cpd. 10a in ENL-YEATS lack key hydrogen bond interactions 
(Fig. 10E). Glide combined with Prime performed better and reproduced 
all the reference interactions (Fig. 11F). Moreover, Schrödinger’s 
induced fit docking algorithm was the only tool that reproduced the 
binding mode of cpd. 1 in SMN-Tudor (Fig. 11D). The conformational 
change of W102 upon ligand binding was sampled correctly. However, 
the hydrogen bond to N132 was not formed. Meanwhile, in the case of 
cpd. 9 in NSD3-PWWP1 induced fit docking as well as rigid body 
docking were not successful in binding mode reproduction (Table S5).

4. Conclusions

In the present study, the extent to which fragments can be used 
instead of the usual probe molecules in co-solvent MD simulations for 
the prediction of binding modes was tested. To this end, fragments with 
known binding modes in four different epigenetic targets were studied. 
A major challenge lied in ensuring a homogenous fragment distribution 
within the simulated aqueous phase. To achieve satisfying distribution, 

the fragment concentration was lowered (0.2 mol * l− 1) and an artificial 
repulsive LJ potential was introduced. Preliminary studies focusing on 
the simulation of fragment-water mixtures confirmed that suitable LJ 
parameters were chosen. In the next step, the fragments were simulated 
in the presence of their respective target proteins while applying the 
modified LJ parameters. The aim was to investigate to what extent a 
prediction of the right fragment binding site and binding mode is 
possible, assuming the case that both are unknown. The analysis of the 
obtained trajectories using MDpocket allowed the prediction of the right 
fragment binding site. Especially the calculated volume and MLHD de-
scriptors turned out to be useful indicators for the prediction. Subse-
quently, filters were established for identifying the fragments that 
potentially reproduced the experimentally solved binding modes within 
the pocket of interest. Only fragments which showed low mobility 
during the production phase and a significant volume overlap with the 
identified pockets were considered for further assessment. Finally, 
scoring with QM/MM-GBSA was performed on the minimized fragment- 
protein complexes. We were able to show that the best scoring fragment- 
protein complexes had a high degree of agreement with the experi-
mentally determined binding modes. This underlines the ability of the 
applied QM/MM-GBSA method to discriminate between correct and 
incorrect poses.

Predicting fragment binding modes and identifying their respective 
binding pockets is challenging. Several studies have, for example, shown 
that molecular docking shows weak performance in identifying correct 
fragment poses due to the intrinsically low binding affinities [17–20]. 
The current study also shows that conventional docking methods were 
not always successful in reproducing the experimentally determined 
binding modes of the selected fragments, particularly when the binding 

Fig. 10. Native-like binding poses generated by MOE. A: Blind docking pose of cpd. 31 in HDAC6-ZnF-UBD; B: site-directed docking pose of cpd. 31 in HDAC6-ZnF- 
UBD; C: site-directed docking pose of cpd. 10a in ENL-YEATS; D: induced fit docking pose of cpd. 31 in HDAC6-ZnF-UBD; E: induced fit docking pose of cpd. 10a in 
ENL-YEATS.
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site was not specified. It was also observed that the docking algorithms 
especially performed poorly with cryptic pockets like that of 
NSD3-PWWP1. The herein presented method can be implemented as a 
blind binding mode prediction for fragments where no crystallographic 
structures are available, which would be very useful for fragment-based 
drug design and lead optimization studies. It must be acknowledged that 
the developed methodology is computationally more expensive than 
docking approaches. An increase in fragment size and flexibility would 
necessitate extended MD simulations, higher PME cutoff values and, 
subsequently, increased calculation times. However, given the low 
performance of computationally cheaper methods like molecular dock-
ing, particularly with fragment-like molecules, our presented method 
represents a highly viable alternative. Compared to other MD methods 
that aim for fragment binding mode prediction [7,9], the herein pre-
sented method uses high fragment concentrations which allows a 
decrease of simulation times. Besides, the proposed approach is based on 
a high number of short MD replicas with changing initial fragment po-
sitions which increases the probability of desired binding events. 
Finally, the method is not restricted to small fragments and can be 
applied to lead-like molecules due to the flexible adaption of the PME 
cutoff.
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was used for preparing the built systems for MD input and for analyzing 
the obtained trajectories. MDpocket (4.0, https://github.com/Discngin 
e/fpocket) executed the detection and characterization of binding 
pockets in the generated trajectories. QM/MM-GBSA calculations were 
performed by the MMPBSA.py script provided by Amber 22. Volume 
overlaps for binding pocket assignment were calculated using Phase 
VolCalc (Schrodinger 2021–3). The docking studies were carried out 
using Molecular Operating Environment (2019.01), Glide (Schrödinger 
2021–3) and the Induced Fit Docking protocol of Schrödinger 2021–3. 
RMSD calculations for identifying fragment binding poses matching 
with the poses observed in the reference X-ray structures were executed 
in Schrödinger’s graphical interface Maestro (2021–3). Microsoft Excel 
and Matplotlib were used for plot generation. Figures were created using 
GeoGebra (https://www.geogebra.org/), PyMol (2.6.0a0) and Marvin 
Sketch (19.19.0 2019). The latter was also used for calculating 

Fig. 11. Native-like binding poses generated by the Schrödinger software suite. A: Blind docking pose of cpd. 31 in HDAC6-ZnF-UBD; B: site-directed docking pose of 
cpd. 31 in HDAC6-ZnF-UBD; C: site-directed docking pose of cpd. 10a in ENL-YEATS; D: induced fit docking pose of cpd. 1 in SMN-Tudor; E: induced fit docking pose 
of cpd. 31 in HDAC6-ZnF-UBD; F: induced fit docking pose of cpd. 10a in ENL-YEATS.
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respective descriptors to test the fragments’ compliance with the rule of 
three. The input scripts for Packmol and Amber as well as the generated 
trajectories and fragment binding poses are available upon request.
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