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Craniofacial reconstruction is to estimate a person’s face model from the skull. It can be applied in many fields such as forensic
medicine, archaeology, and face animation. Craniofacial reconstruction is based on the relationship between the skull and the face
to reconstruct the facial appearance from the skull. However, the craniofacial structure is very complex and the relationship is not
the same in different craniofacial regions. To better represent the shape changes of the skull and face and make better use of the
correlation between different local regions, a new craniofacial reconstruction method based on region fusion strategy is proposed in
this paper. This method has the flexibility of finding the nonlinear relationship between skull and face variables and is easy to
solve. Firstly, the skull and face are divided into five corresponding local regions; secondly, the five regions of skull and face are
mapped to low-dimensional latent space using Gaussian process latent variable model (GP-LVM), and the nonlinear features
between skull and face are extracted; then, least square support vector regression (LSSVR) model is trained in latent space to
establish the mapping relationship between skull region and face region; finally, perform regional fusion to achieve overall
reconstruction. For the unknown skull, first divide the region, then project it into the latent space of the skull region, then use the
trained LSSVR model to reconstruct the face of the corresponding region, and finally perform regional fusion to realize the face
reconstruction of the unknown skull. The experimental results show that the method is effective. Compared with other regression
methods, our method is optimal. In addition, we add attributes such as age and body mass index (BMI) to the mappings to achieve

face reconstruction with different attributes.

1. Introduction

The goal of Craniofacial Reconstruction (CFR) [1] is to esti-
mate the facial outlook of an individual according to the
skull. The geometric shape of the skull determines the basic
shape of the face. Craniofacial reconstruction technology is
based on the relationship between skull and face in forensic
medicine and anthropology to realize the facial reconstruc-
tion of an unknown skull. This technology has been applied
in criminal investigation, archaeological anthropology, and
other fields.

Craniofacial reconstruction includes traditional manual
face reconstruction and computer-aided face reconstruction.
Traditional manual craniofacial reconstruction method has a
long period of facial reconstruction, the results are easily
affected by subjective factors, and the reconstruction person-
nel needs to have an anatomical and artistic basis. Because

the traditional manual method has measurement errors
when measuring the thickness of soft tissue by acupuncture
or knife method and can only measure the thickness of soft
tissue at a few characteristic points, the reconstruction result
is inaccurate.

The computer-aided facial reconstruction method has
the advantages of fast execution, objective reconstruction
results, and easy editing, and it can accurately calculate the
soft tissue thickness of large living sample data sets through
computer technology. At present, this technology has
become the mainstream of facial reconstruction technology.
Computer-aided facial reconstruction methods are currently
divided into three categories:

(1) Craniofacial Reconstruction Method based on Soft
Tissue Thickness. This type of method first measures
the thickness of the soft tissue at the characteristic
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point, uses it as the thickness of the soft tissue at the
corresponding position of the skull to be recon-
structed, and then realizes the face reconstruction
through surface interpolation. Philips and Smuts [2]
and Zhou et al. [3] proposed to use CT to obtain liv-
ing sample data and accurately measure soft tissue
data of large data set, so as to ensure the accuracy of
facial reconstruction. Archer [4] firstly measured
the soft tissue thickness at the feature points and then
used the hierarchical B-spline interpolation function
to realize the facial reconstruction of the skull to be
reconstructed. Shui et al. [5] proposed a craniofacial
reconstruction method based on dense FSTT statisti-
cal data and CT data. Gietzen et al. [6] presented an
automated method based on a parametric skull
model, a parametric head model, and a statistic of
ESTT for reconstructing the face for a given skull.
This type of method only depends on the thickness
of the soft tissue at the feature points, and usually
the number of feature points is small, and it is diffi-
cult to represent a face with rich details, so the recon-
struction accuracy of this method is not high

(2) Method of Craniofacial Reconstruction based on Tem-

plate Deformation. This method does not need to
measure the thickness of soft tissue. Firstly, the non-
rigid registration deformation of the reference skull
to the reconstructed skull is realized based on the
skull feature points, and then the transformation is
applied to the reference face model to realize the
facial reconstruction. Turner et al. [7] used a thin
plate spline function algorithm to achieve skull regis-
tration. To ensure the accuracy of registration results,
TPS registration was used many times in the registra-
tion process. Li et al. [8] used the moving least square
method to achieve the registration of the reference
facial feature points and the facial feature points of
the skull to be reconstructed calculated based on the
thickness of soft tissue, so as to realize the facial
reconstruction. Deng et al. [9] present a novel skull
registration method that can match the two skulls
closely, so as to improve the accuracy of the recon-
struction. It combines both global and local deforma-
tions. Hu et al. [10] proposed an automatic 3D face
reconstruction method based on hierarchical dense
deformation model. To construct the model, the skull
and face samples are acquired by a CT scanner and
represented as dense triangle mesh. Then, a nonrigid
dense mesh registration algorithm is presented to
align all the samples in point-to-point correspon-
dence. Based on the aligned samples, a global
deformable model is constructed, and three local
models are constructed from the segmented patches
of the eye, nose, and mouth. For a given skull, the
global and local deformable models are iteratively
matched with it, and the reconstructed facial surface
is obtained by fusing the global and local reconstruc-
tion results. Maya and Chiara [11] present a numer-
ical method for facial reconstruction. This approach
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combines classical features as the use of a skulls/faces
database to learn the relations between the two items
and more original aspects: (i) use an original shape
matching method to link the unknown skull to the
database templates; (ii) the final face is seen as an
elastic 3D mask which is adapted onto the unknown
skull. Generally, the reconstruction results with this
kind of methods may contain some visually unex-
pected features of the template face. What is worse,
great model bias may occur if an inappropriate tem-
plate is chosen

(3) Method of Craniofacial Reconstruction based on Sta-

tistical Model. The statistical model method is an
improvement of the template deformation method.
The statistical shape model based on the 3D craniofa-
cial database can mine the potential relationship
between the skull and face and effectively eliminate
the model error of the single template deformation
method. If there are enough data samples, a good
reconstruction effect can be obtained. Claes et al.
[12] used dense facial points and 52 landmarks to
represent the face and skull and used PCA to con-
struct a combined statistical shape model. Berar
et al. [13] used principal component analysis to con-
struct a statistical model composed of skull and facial
models based on a large number of skull and facial
models and used the statistical model to achieve facial
reconstruction. Zhang et al. [14] propose a face
appearance reconstruction algorithm based on a
Regional Statistical Craniofacial model. The shape
of the craniofacial model is decomposed into a few
segments, such as the eyes, the nose, and the mouth
regions; then the joint statistical models of different
regions are constructed. Finally, the different regions
are assembled together to achieve a completed face
model. Some researchers use regression methods to
extract the relationship between skull and face. Berar
et al. [15] use the Latent Root Regression method to
predict the face shape from a set of skull landmarks,
where the face is represented as a sparse mesh. The
reconstruction is highly affected by the quantity and
localization accuracy of the landmarks. Paysan et al.
[16] estimate the regression from face to skull by
ridge regression technique and find the mappings
from faces to some attributes by support vector
regression. Using the user-defined attributes as con-
straints, they optimize an objective function defined
by predicted skull error and attribute error. Tilotta
et al. [17] proposed an extended normal vector field
representation for the chin and nose regions of the
skull and established a mapping model between the
two normal vector fields using nonparametric regres-
sion. Duan et al. [18] proposed a craniofacial recon-
struction method based on the regression model, in
which a statistical shape model is built for skulls
and faces, respectively, and the relationship between
them is extracted in the shape parameter spaces
through partial least square regression. Craniofacial
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reconstruction is realized by using the relationship
and the face statistical shape model. All these works
established the regression model in the linear sub-
spaces, which cannot extract complex nonlinear cra-
niofacial features

Gaussian process latent variable model is an effective
method for nonlinear mapping of high-dimensional data
[19, 20]. LSSVR [21] was proposed by Suykens and Vande-
walle in 1999. Compared with the linear modeling method,
LSSVR has more advantages in solving nonlinear problems.
In addition, due to the complexity of craniofacial structure,
the relationship between skull and face is different in differ-
ent craniofacial regions. Some studies reveal that the local
shape model is better than the global model to represent local
shape variety [17, 22]. Therefore, we divide the skull and face
into five regions and then learn the mapping relationship of
each region independently. For the unknown skull, five face
regions are obtained through the learned five mappings,
and finally, the region fusion is performed to achieve face
reconstruction. This paper proposes a craniofacial recon-
struction method based on regional fusion strategy. Firstly,
the skull and face are divided into five corresponding local
feature regions. Then, the five regions of the skull and face
are mapped to low-dimensional latent space using the Gauss-
ian process latent variable model, and the LSSVR model is
trained in the latent space, that is, the five maps of skull
region to corresponding facial region are established. For
the unknown skull, we divided it into five regions and pro-
jected it into the latent space of the skull, and used the LSSVR
model to reconstruct the face of the corresponding region.
Finally, perform regional fusion to achieve overall
reconstruction.

The contributions of this paper are as follows: (1) both
the Gaussian process latent variable model and LSSVR have
more advantages in solving nonlinear problems. They can
effectively extract the complex nonlinear relationship
between skull and facial morphology and better represent
the changes of craniofacial morphology. (2) To represent
the craniofacial shape changes well, we established the
LSSVR model of five regions and reconstructed the face
through the regional fusion strategy, thus provide a more
face-like facial approximation for the unknown skull. (3)
The proposed method has little manual intervention, which
can discard the noise and error that manual operations
introduce.

2. Material

Our research has been approved by the ethics committee of
the Northwest University of China. The study was carried
out on a database of 200 whole head CT scans on voluntary
persons that mostly come from the Han ethnic group in
North of China, age 19-75 years for females and 21-67 years
for males. There are 90 females and 110 males. The CT
images were obtained by a clinical multislice CT scanner sys-
tem (Siemens Sensation 16) in the Xianyang hospital located
in western China. The images of each subject are restored in
DICOM format with a size of approximately 512 x 512 x 250

. The original CT slice images are processed by feature detec-
tion method to extract skull and face borders. The 3D skull
and skin surfaces are reconstructed by a marching cubes
algorithm [23] and represented as triangle meshes including
about 150000 and 220000 vertices, respectively. All the heads
are substantially complete. In detail, each skull contains all
the bones from calvarias to jaw and has the full mouth of
teeth, and each face has no missing part either. In addition,
the subject’s properties for each head such as age, gender,
and BMI are stored also. To eliminate the inconsistency
caused by position, attitude, scale, and other factors during
data acquisition, all samples are converted to the unified
Frankfurt coordinate system and normalized [24], as shown
in Figure 1.

The original skull and face mesh have different connec-
tions under different number of vertices. To eliminate the
influence of data factors on the establishment of latent
space, it is necessary to establish dense point correspon-
dence between training samples, that is, data registration.
Due to the nonrigid deformation of a complex curved sur-
face, it is a challenging problem to establish point corre-
spondence for skulls and faces. To establish a dense point
correspondence between each skull (face) and a reference
skull (face) in our database, we used the 3D surface regis-
tration method [25] introduced by other researchers in
our cooperation team. First, the global deformation based
on the general thin-plate spline is used to roughly align
the two skulls (face skin). After the global deformation,
the local mismatched areas need to be adjusted. Use the
deformation based on the radial basis function to adjust
the local regions and repeat this operation until the maxi-
mum error between the two skulls (face) meets the thresh-
old condition or reaches the set number of iterations.
Through the experiment, the skull after 5 times of local
deformation will establish a good point corresponding rela-
tionship; face after 3 times of local deformation will estab-
lish a good point corresponding relationship. The
registration results of the skull and face are shown in
Figure 2.

3. Method

The framework of the method in this paper is shown in
Figure 3.

3.1. The Skull and Face Were Divided into Regions. We
divided the skull and face into five regions, namely, left eye,
right eye, nose, mouth, and frame region. In this work, we
use the method of craniofacial partition based on fuzzy ¢
-means clustering [26]. Firstly, robust principal component
analysis [27] is used to extract feature vectors, and then fuzzy
c-means clustering is used to partition the craniofacial model.
Finally, similar regions are combined with collaborative seg-
mentation to reduce the number of regions.

Let x; be the eigenvector of the craniofacial model after
dimensionality reduction by robust principal component
analysis corresponding to the j-th vertex in the craniofacial
data, v; is the eigenvector of the i-th cluster center, C is the
number of craniofacial regions, and N is the number of
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craniofacial vertices. The objective function can be expressed
as follows:

Mn

2
" |V = x|

N
min J= Z

j=li

Ui

I
—

s.t. Zu,]—l u;€0,1,i=1,2--Cj=1,2,---N, (1)

where u;; represents the degree to which x; belongs to the

regional category, and m > 1 represents the weighted index,
that is, the degree of fuzziness. The objective function can
be converted using the Lagrangian multiplier method to:

=3 (Surtimsl (1 2u) ). @

j=1

Optimize the objective function L,,, take the partial
derivatives of u;;, v;, and A, and set the partial derivative result
to 0 to obtain the 1terative formula of the cluster center v; and

the membership degree u;;, as shown in the following for-

mula (3):
= T, ®)
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After introducing the Lagrange multiplier, the optimi-
zation process is transformed into an iterative process of
alternately updating the cluster center v; and the member-
ship matrix u. When u' — u'*! < ¢ or the preset number of
iterations is reached, the clustering algorithm stops itera-
tive updates. After stopping the iterative update, the opti-
mal membership matrix is obtained, the intraclass
reaches a high degree of aggregation, and the class reaches
a high degree of discrimination. According to the degree
of membership of each vertex of the cranial surface rela-
tive to each category, the category to which each vertex
belongs is obtained:

Ui = MAX (Uyy Ups > Ugk)- (5)

On the basis of the whole model, the craniofacial
region is divided by the fuzzy c-means clustering algo-
rithm. In the process of partitioning, the fuzzy weighting
index and the number of clusters need to be set. Based
on experience, we choose the fuzzy weighting index m =
2 and the number of clusters C=5. The division results
of the skull and face are shown in Figure 4.

3.2. Gaussian Process Latent Variable Model. The Gaussian
process latent variable model is a dimensionality reduction
algorithm using the Gaussian process. The Gaussian pro-
cess is a set of arbitrary finite random variables, and the
variables of the set should satisfy Gaussian distribution.
Gaussian process is determined by mean function and ker-
nel function.

f(x)~GP {m@,k(x,x/)}. (6)

The model y = f(x) + 8, where x is the input, y is the
output, 8 ~ N(0,02).

The posterior distribution of y, in training set y and test
point x, is

P(y, 1 X,y,x,) ~N(u,, Z,), (7)

u, =k(x, K) [K(X.X) +07L,] 'y, (8)

2, =k(x,,x,) - k(x,, X) [k(X, X) + 021,] k(X x,),
9)

where y, is the mean value, ¥, is the variance, I, is the n
-dimensional identity matrix, and k(X, X) is the symmetric
covariance matrix.

To achieve the optimal training effect, the square expo-
nential covariance function is used as the kernel function of
Gaussian process regression

K(xx') =0} exp [_g(x_x')Ml(x_xf)} (10)

where 6= {M, 07,07} is the hyperparameter, the maximum

likelihood estimation function is used to optimize the Gauss-
ian hyper-parameter, as shown in the following equation

(11),

L=log P(y|x,0)

1 - N
=3 log [det (k+021,)] - 5 y" [k+001,] ty - 5 log 27.

(11)

The partial derivative of the likelihood function L is cal-
culated to obtain the optimal super parameter {M, o2, 0}}.

The predicted mean value and variance can be obtained by
substituting it into equation (6).

3.3. The Latent Space Representation of Skull and Face. To
reduce the data dimension and simplify the calculation, we
first use GP-LVM to represent the skull and face data in the
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FIGURE 4: Results of various regions of the skull and face.

latent space, that is, to extract the non-linear characteristics of
the skull and face. The skull data is denoted as S=

8,8, -+ sy] "> and its latent space data is denoted as S’ =

(81,8, sl'\,]T; the face data is denoted as F fl, fz, - lr
, and its latent space data is denoted as F' = [f}, f;,
According to the above formula (7), the relatlonshlp between
the original data and its latent spatial data can be established,
as shown in the following formula,

P(si | S,s,s*) ~Ng(u,,2,)s

(12)
P(FIIBSS.) ~Ne(r Z.).

The above formula can be solved using the process
described in Section 3.2 and gradient-based optimization [28].

3.4. Establish the Regression Relationship between Skull and
Face by LSSVR Model. Through the above process, the skull
and face have been converted to low-dimensional latent

space representation. Because of the kernel technology used
in support vector regression, it is very suitable for extracting
the nonlinear relationship between variables. In this paper,
we use the least square support vector regression to establish
the mapping relationship between the skull latent spatial data

! o 1T
S = [sl) SZ’ ey SN]
[fp f2> T fN]T-

We use the radial basis function as the kernel function. In

the training phase, LSSVR is described as an optimization
problem,

and the face latent spatial data F=

aeR%b i=1

9 2
S.tpy; = Z“i exp <M> +b) <&,
= 20

where C is the regularization parameter, ; is the relaxation
variable, a is the support value, and b is the deviation term.

[«, b] = arg min [— [|||* + CZ£

(13)
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Using the Lagrangian function to solve the equation, we
obtain the optimal model parameters w and b. Then, the face
of each region of the unknown skull can be obtained through
the regression model.

9 T
f(s)= Zoc,- exp <||w202s|| > +b. (14)

3.5. Regional Fusion. To get a complete and smooth recon-
struction face, after getting the reconstruction face of each
region, the next work is to fuse the reconstructed region.
Here, the process of regional fusion is realized through the
following two steps.

Step 1. The relative positioning of the overall model and the
regional model in space. For the global grid F and the
regional grid F_, the rotation transformation R* and the
translation transformation T* are used to adjust the regional
grid to the appropriate position of the global grid, where R*
and T* are determined by the average distance between the
corresponding points of the regional grid and the global grid,
namely,

(R*,T*)=arg ming ;Y RP,+ T - Py, (15)

where P, e F_,, P, € Fis the corresponding point of P,.
Through the transformation of the above steps, the overall
model and the regional model can be well-matched in the
spatial position with the geometric shape unchanged.
Through step 1, the initial fusion of face can be realized.

Step 2. Smooth splicing of grids based on corresponding
points. According to the boundary points of the region model
and the corresponding relationship between the region
model and the whole model, the boundary stitching is deter-
mined to realize the smooth transition of the mesh from the
boundary to both sides. The inconsistency of the boundary is
eliminated by grid splicing, and the points on the regional
grid and the overall grid near the boundary are deformed to
the spatial position using the interpolation method. Through
step 2, smooth the initial fused face to obtain the final recon-
structed face.

The mesh interpolation process is as follows: for the par-
tition grid boundary B, and one point P, € B, the corre-
sponding boundary on the overall grid (represented by B,)
and the corresponding point P, € B, of P, then calculate
the interpolation point P, = (P, + P;)/2. Given a scale S,
the boundary B,, will shrink to the interior with the step of
S, to get a contour By represented by point Q,, Q, € By. B,
reversely shrinks on the whole mesh and gets the contour
B!. The mesh interpolation process is shown in Figure 5.

Q1 P

FIGURE 5: Schematic diagram of the grid interpolation process.

The splicing method is to find a pair of interpolation
functions f, f, which satisfy the following conditions:

(16)

Here, we use the TPS interpolation [29]. According to
the properties of TPS transform, the points outside the
boundary can realize a smooth transition. After the interpo-
lation function is determined, f, can be applied to the
points between B, and B, on the partition grid, and f,
can be applied to the points between B; and Bi on the
global grid to obtain the final fusion result. The fusion pro-
cess is shown in Figure 6.

3.6. Craniofacial Reconstruction. For the unknown skull, the
method proposed in this paper is used to achieve facial
reconstruction through the following steps.

Step 1. The unknown skull is converted to the Frankfurt coor-
dinate system and normalized, and then the dense point cor-
respondence with the reference skull is established, as
described in Section 2.

Step 2. Use the method described in Section 3.1 to determine
five skull regions, which are the left eye, right eye, nose,
mouth, and frame region.

Step 3. The GP-LVM model was used to map the skull
regions into the latent space.

Step 4. The trained LSSVR model was used to reconstruct the
face of each region of the unknown skull.

Step 5. The method described in Section 3.5 is used to fuse the
face of the five regions, and the reconstruction of the com-
plete face of the unknown skull is finally realized.

4. Experimental Results and Analysis

All of our algorithms were written by us with C++ lan-
guage, OpenGL, and MATLAB. The database described
in Section 2 is divided into a training set and a test set.
We randomly select 20 pairs of skull and face data as
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(a) Before fusion (b) Initial fusion (c) Final fusion

FIGURE 6: Regional fusion process.

Sample 1 Sample 2 Sample 3 Sample 4
Real face .
Reconstruction
face
Sample 19 Sample 11
(Worst case) (Best case)
Real face
Reconstruction
face

FIGURE 7: Results of facial reconstruction of some samples.
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TaBLE 1: Subjective assessment scores of all test samples.

Test sample set P, P, P, P, P; Py P, Py Py Py Average score Reconstruction error (mm)
Test sample #1 3 3 4 4 4 3 4 4 3 4 3.6 1.29
Test sample #2 4 4 4 5 3 4 5 4 4 3 4.0 1.19
Test sample #3 2 3 3 4 3 2 3 3 1 2 2.6 2.05
Test sample #4 3 3 4 3 5 4 4 3 3 4 3.6 1.30
Test sample #5 4 3 4 3 4 3 3 4 4 4 3.6 1.32
Test sample #6 4 4 3 3 3 5 5 5 3 4 3.9 1.23
Test sample #7 3 4 2 3 4 3 4 3 4 3 33 1.55
Test sample #8 2 4 3 1 2 3 3 2 3 3 2.6 2.19
Test sample #9 4 5 3 5 4 4 5 3 4 5 4.2 1.15
Test sample #10 2 2 1 3 3 2 2 1 3 4 2.3 222
Test sample #11 5 5 4 5 5 4 4 4 4 4 44 0.61
Test sample #12 4 4 4 3 3 4 4 4 3 3 3.6 1.34
Test sample #13 4 3 3 2 3 3 4 3 3 4 3.2 1.57
Test sample #14 5 4 3 3 4 4 4 4 4 3 3.8 1.27
Test sample #15 3 3 4 3 4 4 2 3 3 3 32 1.65
Test sample #16 4 4 5 4 4 5 4 5 4 4 43 1.02
Test sample #17 3 3 3 4 3 4 3 4 4 4 3.5 1.43
Test sample #18 3 3 4 4 4 5 3 3 5 3 3.7 1.29
Test sample #19 2 2 3 3 1 1 2 2 1 2 1.9 232
Test sample #20 4 3 3 3 3 3 2 3 4 4 3.2 1.81

the test set, and the remaining 180 pairs as the training
set. For the LSSVR model, the regularization parameter
C and RBF kernel parameter 8> are optimized by iterative
feedback adjustment. The initial C is set to 1000, and & is
set to 100. To measure the reconstruction error, we define
the average reconstruction error. The average reconstruc-
tion error is the average of the distance between all the
points on the reconstructed face and their corresponding
points on the real face, and the unit of the distance is

mm. The average reconstruction error (averageError) is
defined as

1 n
averageError = — ZHreconFacei - realFace;||,
i=1

(17)

where n is the number of vertices in the reconstructed
face, i is the vertex index, reconFace; is a vertex in the
reconstructed face, realFace; is the corresponding vertex
in the real face, and ||-|| is the Euclidean distance.

4.1. Reconstruction Results. In this section of the experiment,
we use 180 pairs of training samples in the database in Sec-
tion 2 to establish an LSSVR model, and then verify on 20
pairs of test set samples, and finally compare the recon-
structed face with the real face of the test case. Figure 7 shows
the reconstruction results of some of our samples. We also
conducted a subjective evaluation of the reconstruction
results of the 20 test cases. We recruited 10 volunteers to
compare the reconstruction results with the photos of the test
cases and gave the evaluation scores. Ten volunteers were
numbered with P1~P10. All the volunteers observed the

TABLE 2: Average reconstruction error results of test samples.

Min error Max error Mean error S.D. of error

Region (mm)  (mm)  (mm) (mm)
Left eye 0.54 171 1.12 0.73
Right eye 0.56 1.72 1.04 0.66
Nose 0.42 1.59 0.90 0.59
Mouth 0.60 1.93 1.24 0.75
Frame 0.78 3.36 2.05 1.26
Face after 0.61 232 1.49 1.14

regional fusion

recovery results and photos for the first time, and each volun-
teer scored independently and was not affected by others.
The evaluation score is defined as 1 means very poor, 2
means poor, 3 means up to grade, 4 means good, and 5 means
very good. The subjective evaluation scores and reconstruc-
tion errors of each test sample are shown in Table 1. We also
calculated the minimum reconstruction error, maximum
reconstruction error, average reconstruction error, and stan-
dard deviation of the five region reconstruction results of test
samples, as well as the minimum reconstruction error, max-
imum reconstruction error, average reconstruction error,
and standard deviation of the whole face reconstruction
results after regional fusion. The results are shown in Table 2.

Due to the limited space, Figure 7 shows the reconstruc-
tion results of five randomly selected samples, the best-case
reconstruction results, and the worst-case reconstruction
results. As can be seen from Figure 7, from the perspective
of visual effect, the reconstructed face is very similar to the
real face. Sample 19 is the worst-case reconstruction result,
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(c) Error analysis

FiGUrE 8: Global-based reconstruction method.

and sample 11 is the best case reconstruction result. From the
perspective of visual effect, in the reconstruction results of
sample 19, the facial features and the real face are very simi-
lar, but the face shape is different; in the reconstruction
results of sample 11, the facial features and face shapes are
similar to the real face, and the degree of similarity is higher
than other test samples. As can be seen from Table 1, there
are 16 samples with an evaluation score greater than 3, and
4 samples with an evaluation score greater than 4. Therefore,
from the perspective of subjective evaluation, the reconstruc-
tion method in this paper is still very effective. Although the
subjective assessment method is not scientific enough, it can
also reflect the reconstruction effect to a certain extent,
because one of the practical uses of craniofacial reconstruc-
tion is to identify the skull. In addition, it can be seen that
the reconstruction error is 0.61 mm in the best case and
2.32mm in the worst case. It can be seen from the error
results of the five regions and the complete reconstruction
face in Table 2 and that the eye region has the smallest error
and the frame region has the largest error, which is consistent
with the research conclusion of Deng et al. [25]. In addition,
the average reconstruction error of the method in this paper
is 1.49 mm, which is smaller than the average reconstruction
error of the other four regions except for the frame region,
which indicates that the frame region reconstruction results
have a bad impact on the overall reconstruction results.

4.2. Comparison of Global and Local-Based Reconstruction
Methods. To verify the superiority of the region-based cra-
niofacial reconstruction method proposed in this paper, we
compared with the global reconstruction method. We call
the method in this paper a local craniofacial reconstruction
method. We describe a global-based craniofacial reconstruc-
tion method as follows: the method proposed in this paper is
used, but the data of the skull and face are not divided into
regions. The skull and face are directly used as objects, and
the GP-LVM is used to map the skull and face to the low-
dimensional latent space, respectively. The LSSVR model is
trained in the latent space to establish the mapping relation-
ship between the whole skull and the whole face, and then the
trained LSSVR model is used to reconstruct the face for the
unknown skull. The LSSVR model is trained on the training

set by using the global reconstruction method and the local-
based reconstruction method, respectively. The parameters
of the training stage are the same, and then the test is carried
out on the test set.

Figures 8 and 9 show the results of the global reconstruc-
tion method and the local reconstruction method, respec-
tively. Figure 10 shows a comparison of the average
reconstruction errors of the two methods on the test samples.
From the visual point of view, it can be seen from
Figures 8(b) and 9(b) that the reconstruction results of the
two methods are good, which is close to the real face. From
the error analysis diagrams in Figures 8(c) and 9(c), it can
be seen that the proposed method is superior to the global-
based craniofacial reconstruction method. A rainbow is used
to show the difference between each corresponding point.
Purple represents minimum distance, and yellow represents
maximal distance. From the quantitative point of view, it
can be seen from Figure 10 that for most (almost all) samples,
the average reconstruction error of the proposed method is
smaller than that of the global craniofacial reconstruction
method. On all test samples, the average reconstruction error
of the proposed method is 1.49 mm, while that of the global
craniofacial reconstruction method is 1.63 mm. Therefore,
from the perspective of quantitative analysis, the method in
this paper is better than the global-based craniofacial recon-
struction method. This also shows that compared with the
whole method, the regional method is more suitable for cra-
niofacial reconstruction, because the human craniofacial
structure is very complicated, and the relationship between
the skull and the face is different in different craniofacial
regions. Regional analysis of skull and face can achieve a
more accurate internal relationship between skull and face.

4.3. Comparative Analysis of Different Craniofacial
Reconstruction Methods. To compare with other regression
methods, we compare the method in this paper (referred to
as GP-LVM+LSSVR) with the ridge regression method [16]
and the method of Li et al. [30] (referred to as PCA+PLSR).
Ridge regression is a regularized least square regression.
When multicollinearity exists between data variables, the
general least square regression becomes an ill-posed prob-
lem, while ridge regression can solve the multicollinearity
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F1GURE 9: Local-based reconstruction method (our method).

3.0

2.8

2.6

2.4+

Average reconstruction error (mm)

1 2 3 4 5 6 7 8 9

Test sample n

10 11 12 13 14 15 16 17 18 19 20

I Global based craniofacial reconstruction method

I 1ocal based craniofacial reconstruction
method (Our proposed method)

FIGURE 10: The average reconstruction error of the local and global craniofacial reconstruction method on 20 test samples was analyzed.

problem by adding penalty terms. PLSR is a relatively new
linear regression modeling method, which integrates the
functions of PCA, multiple linear regression, and canonical
correlation analysis to obtain more effective prediction
results. We use the same setting for three regression methods
in the comparison, that is, both the data and the procedure

are the same for two methods. Ridge regression, PCA+PLSR,
and GP-LVM+LSSVR were used to reconstruct the face of 20
test cases in the test set, and the average reconstruction error
of each sample was calculated. Figure 11 shows the visual
reconstruction error of the reconstruction results of the three
methods. Figure 12 shows the average error comparison of
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FiGure 11: Comparison of the results of the three reconstruction methods.

the three methods on the test set sample. In addition, we also
count the minimum error, maximum error, and standard
deviation of the three methods on the test set, as shown in
Table 3.

It can be seen from Figures 11 and 12 that this method is
superior to the other two methods in both visual and quanti-
tative analysis. It can be seen from Figure 11 that this method
is significantly better than the other two methods in local
regions such as cheeks, mouth, and forehead, and from the
entire face, it can be seen that the area of the smaller error
region of this method is also smaller than the other two
methods. As can be seen from Figure 12 that for most sam-
ples, the reconstruction error of this method is smaller than
the other two methods, and the reconstruction error of
PCA+PLSR is smaller than that of the ridge regression
method. As can be seen from Table 3 that the minimum
error, maximum error, average error, and standard deviation
of the ridge regression method are 0.83mm, 2.96mm,
1.80 mm, and 1.37mm, respectively; the minimum error,
maximum error, average error, and standard deviation of
the PCA+PLSR method are 0.74mm, 2.89 mm, 1.72 mm,
and 1.39 mm, respectively; the minimum error, maximum
error, average error, and standard deviation of the GP-LVM
+LSSVR method are 0.6l mm, 2.32mm, 1.49mm, and
1.14 mm, respectively. The results of the quantitative analysis
also show that this method is better than the other two
methods; the PCA+PLSR method is better than the ridge
regression method.

Because the GP-LVM proposed in this paper extracts the
high-order nonlinear features between the shape of the skull
and face, it can describe the correlation between skull and
face more accurately. On the other hand, due to the kernel
technology used in SVR, it is very suitable for extracting the
nonlinear relationship between variables. The other two
methods are to extract the linear features of the skull and face
through principal component analysis and then establish a
linear regression relationship for craniofacial reconstruction;
this linear mappings method cannot well reflect the complex
essential relationship between skull and face. Based on the
above analysis, the advantages of GP-LVM and LSSVR

enable the proposed method to model the relationship
between skull and skin more accurately. Therefore, this
method is more effective.

4.4. Effects of Age and BMI on Reconstruction Results. Because
the thickness of human soft tissue changes with the changes
of BMI and age, the face will also be affected by these
attributes. Therefore, we added BMI and age into the
regression model to analyze the influence of attributes on
the reconstruction results. Figure 13 shows the reconstruc-
tion results of the sample with BMI and age. The first row
is the reconstruction result with age, and the second row is
the reconstruction result with BMI. Since BMI is calculated
from weight and height, the change of BMI can be controlled
by directly changing weight. As can be seen from Figure 13,
as BMI and age increase or decrease, the face can become fat-
ter or thinner, older or younger. It indicates that variations of
the reconstruction result are approximately rational. This
shows that attribute factors will affect the results of craniofa-
cial reconstruction. When conducting craniofacial recon-
struction, researchers should appropriately consider the
influence of attributes such as BMI and age on the recon-
struction results.

5. Discussion and Conclusion

The goal of ridge regression is to get a stable estimate by reg-
ularizing the least square problem, while PLSR is to extract
the most relevant latent variables from skull and face and
then establish the mapping relationship through regression
modeling. Therefore, PLSR is more effective for the small
sample problem of craniofacial reconstruction. PCA+PLSR
method is to extract the linear characteristics of the skull
and skin through principal component analysis and establish
a regression model. This method reflects the global change of
the data set and does not represent the local morphological
changes of the craniofacial region; the PLSR linear method
is used for modeling, which is not sufficient to represent the
nonlinear craniofacial deformation. In this paper, the nonlin-
ear features of the skull and skin are extracted in different
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FIGURE 12: Average reconstruction error of different methods on the test sample set.

TaBLE 3: Reconstruction error comparison of Ridge regression,
PCA+PLSR, and GP-LVM+LSSVR.

Min error Max error Mean error S.D. of error

Methods

(mm) (mm) (mm) (mm)
Ridge 0.83 2.96 1.80 1.37
regression
PCA+PLSR 0.74 2.89 1.72 1.39
GP-LVM
+LSSVR 0.61 2.32 1.49 1.14

regions, and the least square support vector regression
(LSSVR) is also used to establish the nonlinear relationship
between variables. Therefore, the same conclusion can be
obtained from the analysis of experimental results and
methods, that is, this method is better than the PCA+PLSR
method, and the PCA+PLSR method is better than the ridge
regression method.

This paper designs four groups of experiments from dif-
ferent angles. The experimental results prove the effective-
ness of our method, and four conclusions can be drawn.
Firstly, the nonlinear modeling method can obtain a more
accurate correlation between skull and face. Secondly, the
reconstruction result of the regional method is better than
that of the whole method. Third, consideration of properties
can improve the craniofacial reconstructions. Last but not
least, it is reasonable that the subjective evaluation method
is used to evaluate the results of craniofacial reconstruction.

The results are basically consistent with the results of the
quantitative analysis. Usually, the error of two faces with sim-
ilar visual effects is also small in quantitative analysis.
Craniofacial reconstruction is the last useful tool to iden-
tify the unknown corpse if no other evidence is available in
forensic investigation. This paper proposes a new method
of craniofacial reconstruction based on regional fusion. The
method first divides the skull and face into five regions,
namely, the left eye, right eye, nose, mouth, and frame region.
Then, the high-order nonlinear features of the skull and face
are extracted by GP-LVM, and the mapping relationship
between skull and skin is established by LSSVR in the latent
space of the skull and face. Finally, this relationship was used
to reconstruct the face of the unknown skull. We designed
four groups of experiments. The first group evaluated the
reconstruction results of the proposed method from both
subjective and objective aspects. In the second group of
experiments, we compare the proposed method with the
whole method, the results show that the reconstruction effect
of this method is better, and the reconstruction error is
smaller. In the third group of experiments, we compare this
method with other regression methods, and the results show
that this method is better than the other two methods. In the
fourth group of experiments, we analyzed the influence of
attributes on the reconstruction results. With the change of
BMI, the face will become fat or thin; and with the change
of age, the face will become older or younger. The experimen-
tal results demonstrate that the local regional shape correla-
tion modeling approach is a more scientific and effective
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FiGure 13: The reconstruction results with variation of attributes.

modeling approach in describing craniofacial shape correla-
tion and our reconstruction method can significantly
improve the craniofacial reconstruction accuracy.

Some extensions can be proposed for further improve-
ment. Firstly, according to the anatomic knowledge and cra-
niofacial morphology, a more precise and reasonable region
definition and segmentation method is proposed. Anatomic
landmarks are extracted from the skull and face automati-
cally, which makes the whole process of regional division
automatic. In addition, it is necessary to continue to search
for the feature attributes that can effectively represent the fea-
ture regions of the craniofacial model, mine the dependency
relationship between the skull and the face, and divide the
skull and the face into more precise regions according to
the human physiological structure. At the same time, the
ear should be considered as a local area, which will make
the craniofacial reconstruction result more complete. Sec-
ondly, texture information is added in the reconstruction
process to make the result more realistic and reliable. For
example, skin color information, hair information, and even
eye color information can be added to the reconstructed face.
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