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Abstract: A large number of low-resolution models have been proposed in the last decades to reduce
the computational cost of molecular dynamics simulations for bio-nano systems, such as those
involving the interactions of proteins with functionalized nanoparticles (NPs). For the proteins,
“minimalist” models at the one-bead-per residue (Cx-based) level and with implicit solvent are
well established. For the gold NPs, widely explored for biotechnological applications, mesoscale
(MS) models treating the NP core with a single spheroidal object are commonly proposed. In this
representation, the surface details (coating, roughness, etc.) are lost. These, however, and the
specificity of the functionalization, have been shown to have fundamental roles for the interaction
with proteins. We presented a mixed-resolution coarse-grained (CG) model for gold NPs in which
the surface chemistry is reintroduced as superficial smaller beads. We compared molecular dynamics
simulations of the amyloid 32-microglobulin represented at the minimalist level interacting with NPs
represented with this model or at the MS level. Our finding highlights the importance of describing
the surface of the NP at a finer level as the chemical-physical properties of the surface of the NP are
crucial to correctly understand the protein-nanoparticle association.

Keywords: molecular dynamics; multiscale modeling; amyloid proteins; functionalized metal
nanoparticles; coarse-grained models

1. Introduction

In the last few years, several different types of nanoparticles (NPs) have been considered as
therapeutic agents due to their capability of interfering with the proteins’ activity [1,2]. Particularly
interesting are the gold NPs [3,4], allowing covalent versatile functionalization via thiol chemistry [5].
Thiol-protected gold NPs functionalized with phenyl groups, have been considered capable of
interfering with protein aggregation [6,7], the biomolecular process pivotal in amyloidosis [8].
Their action depends on the size and chemical functionalization, which change the properties
of the NP (e.g., hydrophobicity, global charge, size, and in part shape) both globally and locally.
The rational optimization of the size and decoration of the NPs for the therapeutic use would
greatly benefit of computer modeling of the NP-protein interaction [9,10], which, however, requires
large-scale simulations of crowded particles ensembles at different concentrations. While the single or
few NPs-proteins interactions are routinely feasible, the extensive exploration of different NPs size,
decoration, and (relative) NPs/protein concentrations calls into play the use of low-resolution models
for both interacting components.
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For the protein component, the natural structural organization has suggested several kinds of
residue-level coarse-grained (CG) models [11,12]. The maximum computational advantage is obtained
with C«x single bead per amino-acid models with implicit solvent, also called “minimalist” [13,14],
previously used and tested with a large number of different proteins [15,16] even in interaction with
coarse representations of the cytoplasm component [17]. The available CG models for NPs, conversely,
are rather sparse and diverse. The presence of the gold core suggests treating it at the mesoscale (MS) as
a single spheroidal object [18], while the specificity of the chemical decoration [19,20] have fundamental
roles for the interaction with proteins and must be treated at a higher resolution [10,21-23], to account
for the hydrophobicity and/or electric charge borne by functionalizing groups.

In this work, we reported molecular dynamics simulations of the interaction between the
amyloidogenic 32-microglobulin (32p) and the phenylated gold-core NP AuysLig (L=S(CH;),Ph),
performed with coarse-grained models. The protein was represented with the minimalist one-bead per
residue model, while two different representations of the NP were considered: (i) a mesoscale one
(MS) [24], with the NP represented with a single negatively charged sphere and (ii) a more refined
model with a single sphere for the gold core (positively charged) decorated with residue-level
beads representing the functionalizing groups (negatively charged), which we simply named
coarse-grained (CG). We compared simulations from the two different resolution representations of the
NP, and validated them based on atomistic simulations, to show how far coarse-graining can be pushed
to the aim of extending the size and time scale of simulations. Simplified representations were also
adopted for the time evolution of the system: besides standard molecular dynamics (MD) simulations,
we used (and compared) Brownian dynamics (BD) associated to rigid body representations and implicit
solvent. The next section reports the detail of the used methods. A section of results illustration
follows, while comparison among different methods is reported in the subsequent discussion section.
Conclusions and perspective are finally illustrated.

2. Results and Discussion

2.1. Binding Modes and Binding Energies of Couples of Proteins and Nanoparticles

The results of our CG and MS simulations (Figure 1B,C) were analyzed and compared with
atomistic data (AA) on the same system (Figure 1A). In particular, by using BD rigid-body docking
and classical MD, the molecular driving forces that guide the binding of 32u to phenyl-functionalized
gold NPs were studied. To establish the predictive power of our lower resolution protein minimalist
model, we compared our results to AA simulations. Here, we performed rigid BD docking calculations,
of the CG protein with respect to the CG NP model. We additionally compared with the MS model to
investigate the role of the NP roughness and chemical functionalization, explicitly included in CG
but not in MS. In Figure 1, a comparison between the binding modes obtained with the AA model
(Figure 1A), the CG model (Figure 1B), and the MS (Figure 1C) is reported.

The relative adsorption free energies of 321 on the gold NP were computed for the structures
resulting from the docking, see Table 1.

The binding energy of the protein-NP complexes was described by three main terms: van der
Waals (vdW) energy described by sitesite Lennard—Jones, Ey, together with the non-polar desolvation
energy of the complex, Uy, interactions, and the electrostatic interaction energy, Ugp (see Table 1).
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Figure 1. A pictorial description of binding modes. Most populated encounter complexes of 32u
(B2-microglobulin) on gold nanoparticle obtained by AA atomistic model (A) (reprinted with permission
from Brancolini G., Toroz D., Corni S. (2014) Nanoscale, 6, 7903-7911) [7], with the CG (coarse-grained)
model (B), and with the MS (mesoscale) model (C), respectively. The structures of representative
complexes are ordered by decreasing cluster population. The protein backbone is shown in cartoon
representation for the atomistic model and van der Waals representation for the CG and mesoscale
models. In (B) and (C), each pose is labeled with the letter of the most similar AA atomistic pose.

The results showed that when the same BD docking protocol was applied to the CG model of
the B2u system with the gold NP, it yielded four different orientations (Figure 1B) with respect to
the six orientations obtained with the AA model (Figure 1A). We wish to remark, that the CG model
was able to capture the most representative complexes, namely complex AA-a and AA-b, from fully
atomistic MD simulations, in which the binding is driven mainly by non-polar (hydrophobic) Ugs
+Ey; interactions and electrostatics is smaller. The CG model was able to capture also the complexes
AA-e, AA-d found at the atomistic level. Four over six binding patches were obtained, revealing the
capability of the CG model to capture the main AA complexes, as a result of the roughness of the NP
surface, which was re-introduced including explicitly eighteen decorating spherical beads representing
“surface ligands atoms” of 3.5 A vdW radius, respectively. The first two most populated complexes,
CG-a and CG-b in Table 1, had patches corresponding to the AA-e and AA-d atomistic complex,
whereas complex CG-C and CG-D corresponded to AA-b and AA-a complex, respectively. A limitation
of the CG model is due to the absence of the side chains, which affect the global orientation of the NP
with respect to the protein. However, the main binding site for the anchoring of 32 to the NP was
captured. The strongest binding (CG-a, CG-¢c, and CG-d) was associated with the presence of positively
charged residues contacting the surface of the negatively charged NP, with a small preference for LYS
as already found in atomistic simulations. However, the predominant binding patches (see complexes
CG-a and CG-b) were composed of a higher hydrophobic term, which reflected the high affinity of the
protein for the phenyl-ligand hydrophobic patches on the surface of the NP.
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Table 1. Summary table of the results for protein-NP (nanoparticle) binding modes/energies.

Label RelPop @ Usep (b) Eyj + Ugs © Uep @ Spread (e Contact Residues
CG-aAr-e) 59 —44.1 -30.3 -13.8 10.4 THR4, PRO5, LYS6, LEU87, LYS91, VAL93
LYS6, ILE7, GLNS8, TYR26, VAL27, SER28, SER55
_1,(AA-d) _ _ _ ', ’ 7 7 ’ y ),
CG-b 2 436 35.0 85 93 SER57, TYR63, LEU64, LEU65
CG-c(AAD) 12 450 -346 -105 0.6 NTR1, ARG3, HIS31, PRO32, TRP60, SER61
THR4, PRO5, LYS6, VALS2, HIS84, ASN83,
_d(AA-a) _ _ _ 2 2 , ’ , 3
CGd 6 46.2 30.9 153 154 THRS6, LEUS7, GLN89, LYS91, VAL93
MS-a(AA-e) *) -48.8 -28.7 -20.1 (**) VAL93 LYS91 LEU87 PRO5 THR4 LYS6 ILE7
LEU64 TYR63 SER57 SER55 SER28 VAL27 TYR26
' 1.(AA-d) . _ _ *
MS-b ) 459 409 50 ) GLN8 LEU65 SER52
AA-a 28 —48.0 —27.4 -20.6 22 TYR10, LYS91, ASP96, ARG97
AA-a’ 28 445 -27.5 -17.1 15.2 GLY43, GLU44, ARG45
AA-b 18 419 -31.7 -102 2.67 LYS58, ASP59, TRP60
AA-c 16 424 —483 5.9 7.9 MET99, HIS13, PRO14, GLU16, LYS19
SER33, ASP34, ILE35, LEU54, ASP53, LEU64,
AA-d 4 —473 —445 —28 18 GLU36, VAL37, HIS51, TYR66
AA-e 6 —46.5 494 2.8 14 THR86, LEU87, SER88, GLN89, LYS91

(@ Relative population of this cluster ® Upep: total interaction energy of the representative of the given cluster in kT
with T= 300 K, © Ej}: Lennard-Jones energy term for the representative complex, Ugs: non-polar (hydrophobic)
desolvation energy of the representative complex, in kT, @ Ugp: total electrostatic energy of the representative
complex, in kT, © Spread: (Root Mean Square Deviation) of the structures within the cluster with respect to the
representative complex, A, ® Contact Residues: Residues at 5.5 A distance (CG and MS) and at 3.5 A distance (AA)
from the NPs in the final most representative patch, (*) See binding energy maps in Figure 2 for RelPop (**) not
available for mesoscale calculation.
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Figure 2. Schematic representation of the energy binding sampling and the binding energies results for
the MS model. (A) A point on the surface of the protein can be represented by the pair of angles (D,0).
(B) The total potential energy is calculated for each pair if (®,0) and a function of the distance from the
center of the NP to the COM of the protein, dcopy, is known. The binding energy for each orientation is
defined as the minimum of the total potential energy. (C) Binding energy map for 32 interacting with
Auys(S(CH;),Ph)187, Red areas show regions in the protein that bind more strongly to the NP.

For the MS model, two main binding patches were identified, as reported in Table 1, and showed
by the two main minima in the binding energy map in Figure 2. This binding energy map also shows
that big areas (meaning a big number of orientations) have binding energies lower than —30 kgT,
which in practice means that more than just a few orientations give relatively strong adsorption.
Hence, the MS model predicted that the protein would bind to NP at room temperature in various
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orientations. Regarding the two most favorable ones, these corresponded to the structures AA-d and
AA-e obtained from AA simulation, but for the MS-a orientation, the weight of vdW and electrostatic
potential contributions to the binding energies were not well captured. The binding energy of the MS-a
orientation substantially overestimated the electrostatic. This might be due to the oversimplification of
representing the whole distribution of charges of the NP as a single charge place at the center of the MS
model. This finding highlights the importance of well representing the surface of the NP as ignoring its
details can translate into proposing a model that does not represent the right chemical properties of the
NP. Remarkably, by introducing the roughness of the NP surface in the CG model with respect to the
simplest single sphere MS representation, we were also able to predict another representative binding
patch, namely AA-b, which was not observed at the MS point of view. In this binding patch, the protein
was contacting the NP through the N-Terminal tail and the BC-loop (including residue HIS31), which
are known to play a crucial role in the protein-NP binding, as observed upon the refinement of the
docking poses with MD simulations [7].

2.2. Simulation of Ensembles of Nanoparticles and Proteins

To shed light on the mechanisms of association of protein-NP in aqueous solution, BD simulations
were carried out using 40 NP and 40 proteins that were initially randomly positioned (avoiding
overlaps) in a rectangular box with periodic boundary conditions, with concentrations of 24 g/L and
46 g/L, respectively. A pH of 7 and an ionic strength of 30 mM was assumed [7].

Looking at the encounter complexes identified in the simulations, we could hypothesize the
following mechanism for the formation of larger protein-NP complexes: the initial formation of smaller
protein-NP complexes (see Figure 3A) is followed by the association into larger aggregates occurring
through the NP-NP association (see Figure 3B).

Figure 3. Formation of larger protein-NP aggregates during multiple solute simulations. (A) Formation
of protein-NP oligomers with the NPs intercalating between protein-protein complexes especially
by contacting the protein through the apical regions (B) The separated protein-NP complexes are
associating into larger aggregates through the NP-NP interaction occurring via protein apical region
already covered with NPs. Protein all-atom reconstruction was performed with PULCHRA [25,26].

The formation of larger complexes is stabilized mainly by non-polar hydrophobic protein-NP
interactions and protein-protein electrostatic interactions, but at longer timescale is mediated by the
NP-NP interactions (see Figure 4A).
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Figure 4. Summary of the CG simulations of ensembles of nanoparticles and proteins. (A) Energies
terms contributing the most to the Total Binding Energy (in kcal/mol) collected during the dynamics
of 1 ps of simulation at 300 K. (B) Radial Distribution Function of the pairs NP-NP, NP-Protein,
and Protein-Protein at the CG level. (C) Snapshot of the final configuration. Protein all-atom
reconstruction was performed with PULCHRA [25].

As a result of the interplay between different competing forces, we observed an initial aggregation
of protein with NP, which once formed, remained stable during the entire length of the simulations.
The NP-protein binding was able to interfere with the protein-protein binding, blocking protein sites
for the binding with another protein, thus leading to a potential protein-protein aggregation inhibition
depending on the interaction strength between the NP and the protein atoms. Given to the hydrophobic
character of the NP, an additional competing force, namely NP-NP hydrophobic interaction, provided
a picture in which the initial NP-protein complexes were associating into larger aggregates via NP-NP
hydrophobic interactions (Figure 4C). Our study underlies the crucial role of the relative concentrations
between proteins and NPs, on amyloid aggregation. Therefore, to theoretically characterize the effects
of NPs on amyloid aggregation, more investigations need to be conducted, and it is necessary to study
a wide range of NP-protein ratios. This is the subject of an upcoming paper.

Using the MS model, we again simulated the dynamics of 40 NP and 40 proteins in the same
conditions as the simulations performed with the CG model. The total potential energy of the system
as a function of time is shown in Figure 5A.
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Figure 5. (A) Time evolution of total potential energy dynamic simulations using the MS model.
(B) Snapshot of the final configuration. (C) The radial distribution function of the pairs NP-NP,
NP-Protein, and Protein-Protein. Protein all-atom reconstruction was performed with PULCHRA [26].

For the first 50 ns, we observed a quick drop of the potential energy indicating a fast formation
of aggregates. After this rather fast process, the time evolution of the potential energy showed
step like drops, which were due to the combination of clusters. The final state of the system is
presented in Figure 5B, and it shows that the aggregates were mainly composed of a cluster of NP
and proteins attached to these clusters. To further characterize the final state, we calculated the pair
radial distribution functions, g(r), of the NP-NP, NP-protein, and protein-protein for the CG model
(Figure 4B) and the MS model (Figure 5C). In the case of the protein, we used the COM of the protein
for the calculation of g(r). The NP-NP g(r) showed the first peak at ~15 A for both models which
corresponded roughly to the diameter of the NP, which indicated the formation of a cluster of two NPs.
By eye inspection of the trajectories, it was confirmed that cluster of two or more NPs was present for
both models, but their structures were qualitatively different. In the CG model, the aggregates tended
to be compact and spherical, while for the MS model, they appeared more linear. This observation
could be confirmed by the g(r)’s. For the CG model, a rather shallow peak was observed at two times
the diameter. In contrast, the MS model presented a sharp second and the third peak at two and three
times the diameter of the NP, which indicated the formation of NP-NP linear clusters of three and even
four NPs. In the case of NP-protein interaction, from the binding energy calculations for the MS model,
we observed that the most favorable binding orientation was of the type of what can be called side-on
(see Figure 2C), i.e., if one represents the protein as a flat rod, the most favorable configurations in
which the protein attaches to the NP are on the flat faces. The NP-protein g(r) showed the first peak
at ~17 A, which corresponded to these orientations as the width of the protein, plus the radius of
the NP was approximately this value. A small secondary peak was also observed and might reflect
the presence of a small number of other configurations. For the CG model, the peak at ~17 A was
also observed, but other two relevant peaks for larger » were also present, indicating that for the CG
model, other modes of attaching apart for the side-on configuration were also important. For the CG
model, the protein-protein g(r) presented a series of peaks starting at ~21 A, indicating the presence of
protein-protein complexes. On the other hand, the protein-protein g(r) for the MS model presented the
first peak at ~28 A, which suggested that protein-protein binding was due to a different configuration
than the ones obtained with the CG model and probably mediated by NPs. It is important to notice that
the comparison of the dynamic results was done based on a single trajectory for each method. Hence,
further statistical sampling is needed to better compare the formation of the aggregation process and
the structure of the aggregates.
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3. Materials and Methods

In this work, several different representations of the molecular species involved were used (see
Figure 6): the 32u was represented using a Cx-based minimalist CG model; the NPs were represented
at two levels of coarse-graining, i.e., with a sphere for the gold core and single smaller spheres for the
18 functionalizing groups (in yellow and green in Figure 6), or with a single larger sphere representing
the whole NP. Atomistic MD simulations were also performed for both systems, separated and in
interaction. Details of the models and setup are reported in the following subsections. We remark
that the optimization and parameterization of the two models is already, at least partially, an original
contribution of this work.

Figure 6. Coarse-graining procedures. (A) atomistic and CG-minimalist model of the 2u (the
zoomed-in detail reports a loop, with the atomistic detail and the Cx beads for the CG case in green)
(B) atomistic and CG model for the NP. The detail reports the Au (orange) coordinated S atoms (yellow)
with the first C atom of the functionalizing chain, colored according to the two possible different
coordinations of their bound S, and named CSo (outer) and CSi (inner), respectively. (C) the mesoscale
model for the NP, i.e., a single larger bead.

3.1. The Protein Minimalist Models

The minimalist representation of the protein has been previously used and validated for several
proteins in different situations [15,16]. The protein is an un-branched chain of beads, representing
as single amino-acids and placed on the Cas (Figure 6A). In general, the force field (FF) consists of
bonded and non-bonded terms similar to those present in standard atomistic FFs, though using less
simple functional forms, parameterized based on a combination of structure-based and statistics-based
parameterization [27]. The latest version includes a set of numerical pair potentials (including both the
hydrophobic/steric component and electrostatics, and with implicit solvent) for the non-bonded part,
capable of reproducing the different amino acids aggregation tendencies [17], even in the presence
of other elements, such as cytoplasm “crowders” molecules [28]. In this work, while we wanted to
maintain the amino-acid specificity of the interaction, we also needed to separate electrostatics to
treat different ionic strength of the solution. Therefore, we adopted a standard decomposition of the
hydrophobic/steric (hs) and electrostatic interactions (el)

u= Z uZi?j(rﬁ) + Z uzll,qm(ri]-) )

i>j i>j
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and used analytical forms for the two components. Additionally, to use the standard implementation
of rigid Brownian dynamics and Rigid Docking software packages, in this work, we neglected the
internal dynamics of the protein (and NPs).

3.2. The Nanoparticle Models and Its Interaction with the Protein

The NP CG model (Figure 6B) was built to be compatible with the protein minimalist model.
Taking as a reference the Auy5(S(CH;),Ph)13~, we used a single bead (named Au) for the gold core and
18 beads representing the functionalizing chemical groups, named CS. By placing the CS bead on the C
atom bound to the bridging S, we obtained, for the (CH;),Ph group, a representation analogous to the
protein phenylalanine, which allowed to use similar parameters for the CS and Cx phenylalanine beads.
At variance with those, however, the CS beads bore a negative charge, which needed to overbalance
the positive Au charge, leading to a total charge of —1. Also, the 18 CS beads belonged to two different
groups bound to S with different coordination, namely 12 inner beads (CSi) and 6 outer beads (CSo).
These might bear different charges. The charges optimization procedure is reported in the next sections,
as the optimization of their relative location.

Besides the CG representation, in this work, we also used a coarser (mesoscale MS) representation,
with the NP represented by a single bead, bearing the whole mass and charge of the NP. It was expected
that this representation could account only roughly for the binding mode geometry of the protein to
NP; however, it was much less computationally expensive and required the optimization of fewer
parameters. Furthermore, as the simulated NP is highly hydrophobic, the interaction parameters
for the NP-P can be chosen by analogy with [24,29]. In this model, the NP and the amino acids
were characterized by a hydrophobicity index, which can be defined in different ways, and only one
single free parameter was needed to parameterize the FF. Following the same scheme as in [24,29],
electrostatics was represented with a Debye-Htickel potential, to account for the ionic strength of the
solution. The functional forms and other details are reported in the Supplementary Materials (Section
S2). The comparison between the results of the CG minimalist protein model with the CG and MS
models for the NP is the focus of this work.

3.3. Optimization of the Parameters

The parameters to be optimized were the vdW radii, the hydrophobicity scales, and the charges.
For the NP CG model, additionally, also the relative bead location need to be assigned. As far as possible,
the parameterization was based on a combination of physics-based previously optimized parameters
(e.g., the hydrophobic interaction). Missing parameters were obtained from atomistic simulations.

For the NP-CG model, one needed to, first of all, fix the relative position of the AU bead and the 18
beads corresponding to the functional groups. As mentioned before, their representative atoms were
chosen to be the C bound to S (CS). The procedure to find their optimal location is described in Figure 7.
Using a 500 ns atomistic simulation of a single fully hydrated nanoparticle, we first aligned the NP
atomistic structure to the gold core atoms (Figure 7A) and then “coarse-grained” the trajectory leaving
only AU and CS (Figure 7B). Subsequently, we built a volume map from the space superposition of CSs
and found the centroids of the 18 space clusters [30] (Figure 7C-E), which are as CS beads locations.
Further details are reported in the Supplementary Materials (Section S3).
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(D)

Figure 7. (A) Atomistic structure of the NP, (B) CG representation (only CS beads), (C) space clustering
of the CS beads, (D) volume map based on CS positions, (E) CS location based on the volume
map, (F) Complete CG model with AU. Representation of the electrostatic potentials around the NP:
(G) atomistic model based on RESP (Restrained Electrostatic Potential) from GolP force field atom-based
charges and (H) 19 beads CG model with charges obtained as sum of the constituent RESP atom charges
(UHBD, University of Houston Brownian Dynamics, isosurfaces drawn at positive +0.5 kcal/e (red)
and negative —0.5 kcal/e (blue) values).

Remarkably, the location of the beads reflects the symmetry of the gold core, the outer 6 CSo
located at the vertices of an octahedron, and the 12 CSi approximately at the center of the edges.
This naturally suggests that the model should have three different charges, for Au, for CSo, and CSi.
The procedure for the charge assignment is also illustrated in Figure 7. The charges on the CG sites had
been taken as the sum of the constituent atomic charges of the atoms belonging to the beads, namely
the RESP atomic charges [31,32] based on ab initio calculations (details reported in the Supplementary
Materials. The derivation of the CG charges based on the atomistic components [31-33] was able to
predict the dependence of CG charges on the bead type (gold or ligand) and NP symmetry (Figure 7H).
The comparison of atomistic with CG electrostatic potential showed that the general shape of the
iso-surfaces was preserved (Figure 7H), while the atomistic detail was lost. The CG model was able
to reproduce the global net prevalence of negative character (in blue), and some positive areas (in
red), and reproduce the relevant features of the electrostatic field. The assignment of the bead masses
might be done simply assigning to each bead the sum of the masses of its component. However,
this can be shown to bring an unbalanced inertia momentum because the very massive gold atoms are
concentrated in a single point-like bead in the model. We corrected this by making CS beads heavier
(and AU lighter), as outlined in the Supplementary Materials (Section S1).

For the NP-protein short-range interactions, two classes of parameters were needed, namely
the equilibrium distances (or vdW radii or diameters or o) and the hydrophobic interaction strength
e. These are based on atomistic simulations. While the ¢ value was initially taken from that of
phenylalanine, the o values of the interaction were tuned until the radial distribution functions (RDF) of
CS-CS, CS-AU, and AU-AU from 500 ns of standard MD of 2 NPs atomistic (see SI) and CG simulations
were matched. The o values for the protein beads interactions were taken from previous works [7]
For the CS-protein interactions, the linear combination rule was first considered and shown to give
a good match with the RDF evaluated from atomistic simulations of single NP-protein interaction.
In the case of the mesoscale model, the parameter ¢ for the phenyl rings of the NP was first assigned as
that of phenylalanine according to the hydrophobicity scale previously defined [24] The optimized
parameters are reported in Table S2 in the Supplementary Materials, together with other details about
the parameters optimization.
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3.4. Simulations Methodology and Setup

3.4.1. Setup of the Atomistic Simulations

A set of reference atomistic data of the isolated NP and of a dimer of two interacting NPs was
used for the parameterization CG model for the NP. Atomistic simulations were performed with the
Gromacs 4.6.7 [34] package implementing the GolP force field [35], which includes specific parameters
for the thiol-protected AuNP [7]. The system was solvated with the SPC/E water model. Classical
MD simulations were performed at constant volume and room temperature, using periodic boundary
conditions (Particle-Mesh-Ewald algorithm within simulation box size 80 A x 80 A x 80 A). A 2 fs
integration time step was used, constraining the hydrogen bond lengths with the LINCS algorithm.
For the optimization of protein-NP CG model, we used a series of independent MD simulations of
2u/NP interacting with different relative orientations previously performed with the same protocol [4].

3.4.2. Setup for CG Rigid Docking Simulations

SDA?7 [36] for the rigid docking of molecules code was adapted from atomistic to CG representation.
Very briefly, SDA7 evaluates the free energy of the system by summing four types of interaction
described as “charges” of beads on solute 1 interacting with a potential grid of solute [37]: (i) the
Coulombic electrostatic interaction, evaluated as the bead effective charge of solute 1 interacting
with the potential grid of solute 2 (averaged with exchanged terms), (ii) the electrostatic desolvation
interaction, evaluated similarly to term (i) but using the desolvation grid and depending on the squared
effective charges, (iii) the non-polar part of desolvation energy, evaluated using the solvent-accessible
surface of solutes interacting and the non-polar desolvation grid, (iv) the repulsive softcore term,
evaluated using the Lennard-Jones grid. The SDA interaction potentials are then

AG = %224 qbellq& + %Zf ¢el2qj1 + 224 (.‘bealesolvlin2 + 214 ¢edesolv2qj12 + ZéqbnpedesolvlSASAmZ‘I“
i j i i m

+ Y, Oupedesoto2SASAm1 + 51 Eijy + 31 Eij2 @
ml i2 j1

where ¢, is the electrostatic potential of solute 1 and g;; is the effective charge of bead i on solute 2 (¢,
is the electrostatic potential of solute 2 and g;; is the effective charge of bead j on solute 1), Pegesorvn is the
electrostatic desolvation potential of solute 1 (¢egeso102 i the electrostatic desolvation potential of solute
2), Pupedesolv1 is the non-polar burial potential of solute 1 and SASA,;; is the solvent-accessible surface
area of bead m on solute 2 (¢ypedesorv2 is the non-polar burial potential of solute 2 and SASA,,; is the
solvent-accessible surface area of bead m on solute 1), E; i1(Ejjp) isa softcore repulsive potential of solute
1 (solute 2). Effective charges, vdW radii, and specific surface desolvation and hydrophobic energy
were involved. The adaption of the AA method to the CG models consisted of the re-optimization of
the VAW radii and charges. Details are reported in the SI.

In addition to two solute docking, multiple solute BD simulations were performed with
SDAMM [38] of a mixture of 40 NPs and 40 proteins. Simulations at 300 K, 1 us long were performed
on each system, using 0.4 ps as timestep. Thermalization was checked through the control of the
convergence of average energies and radial distribution functions, and the run length was shown to
be sufficient for equilibration, according to these criteria. The dumping frequency of position and
orientation of proteins and energies was 0.5 ns.

The self-diffusion translational and rotational coefficients were calculated for the protein and NP
with HYDROPRO [39] and included in the calculation.

3.4.3. Dynamics MS Simulations Setup

Dynamic simulations using the MS model were performed using HOOMD [40,41]. The box size
and number of NPs and proteins were the same as in the CG simulations. A Langevin thermostat
with a friction coefficient of 0.001 ps~! was used, and the time step was set to 0.15 ps. NPs were
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assigned a mass of 7.4 kDa, while all amino-acids were assigned a mass of 0.12 kDa. This value
comes from dividing the total mass of the protein (12 kDa) by the number of residues of the protein
(99). The proteins were kept rigid during the simulation using the rigid body tool implemented in
HOOMD [42].

3.4.4. NP-Protein Binding Modes and Energies Evaluation in the MS System

Because in the MS model, the NP does not have any surface structure, the characterization of the
binding modes and energy can be characterized using only two coordinates, namely the azimuthal and
polar angles (8,¢) described by the vector connecting the centre of mass (CM) of the protein and NP
with respect to a fixed orientation of the protein itself [24] (See Figure 4A). For any pair (0,¢), the point
in the surface was faced to the surface of the NP, and the total potential energy was calculated as a
function of the distance between the COM of the protein and the center of the NP denoted as dcopm
(see Figure 4B). The binding energy for a particular orientation (6,¢) was calculated as the minimum
of total potential energy, Upnin(6,¢). Once a set of N orientations were sampled, the average binding
energy Ep, was calculated as the Boltzmann average,

N
Y. PijUmin (¢, 0))
Ep =~ €)

N
X Pij
L]

where Pj; is the Boltzmann weighting factor. In practice, we systematically sampled ¢ from 0 to 350° in
steps of 10° and 6 from 0 to 170° in steps of 10°.

4. Conclusions

We have developed a low-resolution CG model to describe the $32-microglobulin interaction with
coated gold nanoparticles and compared results obtained with two different representations of the NPs,
i.e., the CG level with explicit representation of the chemical coating and the MS model, representing
the NP as an unstructured sphere. Our results showed that neglecting the surface roughness and the
chemical details of specific NPs, important properties contributing to the protein association to the
NP could be omitted. For example, our dynamic simulations showed that the structure of aggregates
differed for the MS and the CG models. In particular, the MS NPs tended to form linear aggregates,
while the CG NPs formed more globular ones. In part, this was because the simplified spherical model
of the NP was not able to capture the variability of the different possible orientation of the NP-protein
and NP-NP binary. At the same time, we showed that the combination of a CG model for the NP and
minimalist model for proteins included all the crucial elements for a low-cost and large scale molecular
dynamics simulations of the interaction of proteins with NPs, that could be used for systematic studies
of NP-protein solution dynamics. In our opinion, the minimalist model for proteins and the CG model
for the NPs are the minimal resolution representations including all the crucial elements, such as the
specificity of chemical decoration and the coherency between the NPs and proteins representation.
Additionally, we proposed a parameterization strategy involving atomistic simulations, which is easily
extensible to different chemical functionalization (possibly introducing different global charges in the
NPs) and different NPs size, being the choice of decorating bead location (CS) independent of the
decorating moiety.

We envision that our approach could be used to unravel the different biophysical contributions to
protein motion and interaction in NP environments by systematically varying NP properties, such as
molecular weight, size, shape, and electrostatic interaction. This work opens the way to a fast and
systematic study of the effect of size and decoration of NPs over therapeutic efficiency.



Int. ]. Mol. Sci. 2019, 20, 3866 13 0f 15

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/20/16/
3866/s1.

Author Contributions: G.B. and H.L. produced simulations, analyzed data, and wrote the manuscript. G.B.
and H.L. contributed equally to this work. S.C. contributed ideas supervised and wrote the manuscript. V.T.
contributed ideas, supervised, analyzed some data, and wrote the manuscript.

Funding: H2020 ERC GA 681285—TAME Plasmons.

Acknowledgments: G.B. acknowledges Oak Ridge National Laboratory by the Scientific User Facilities Division,
Office of Basic Energy Sciences, and U.S. Department of Energy for the supercomputing project CNMS2018-338.
G.B. also acknowledges Facilities of the National Energy Research Scientific Computing Center (NERSC), which is
supported by the Office of Science of the U.S. Department of Energy under Contract No. DE-AC02-05CH11231.
The ISCRA staff at CINECA (Bologna, Italy) is acknowledged for computational facilities and technical support.
H.L. acknowledges the financial support from the Deutsche Forschungsgemeinschaft (DFG 316738961) and the
Agence Nationale de la Recherche (ANR-16-CE92-0009, ImmunoglobulinCrowding). H.L. wish to acknowledge
the DJEI/DES/SFI/HEA Irish Centre for High-End Computing (ICHEC) for the provision of computational facilities
and support.

Conflicts of Interest: The authors declare no conflict of interest.

References

1.  Howes, P.D.; Chandrawati, R.; Stevens, M.M. Colloidal nanoparticles as advanced biological sensors. Science
2014, 346, 1247390. [CrossRef] [PubMed]

2. Pelaz, B,; Alexiou, C.; Alvarez-Puebla, R.A.; Alves, F; Andrews, A.M.; Ashraf, S.; Balogh, L.P,; Ballerini, L.;
Bestetti, A.; Brendel, C.; et al. Diverse Applications of Nanomedicine. ACS Nano 2017, 11, 2313-2381.
[CrossRef] [PubMed]

3.  Alex, S,; Tiwari, A. Functionalized gold nanoparticles: Synthesis, properties and applications—A review.
J. Nanosci. Nanotechnol. 2015, 15, 1869-1894. [CrossRef] [PubMed]

4. Moyano, D.E; Rotello, VM. Gold Nanoparticles: Testbeds for Engineered Protein—particle Interactions.
Nanomedicine 2014, 9, 1905-1907. [CrossRef] [PubMed]

5. Hakkinen, H. The gold-sulfur interface at the nanoscale. Nat. Chem. 2012, 4, 443—-455. [CrossRef] [PubMed]

6.  Brancolini, G.; Maschio, M.C.; Cantarutti, C.; Corazza, A.; Fogolari, E; Corni, S.; Esposito, G. Citrate stabilized
gold nanoparticles interfere with amyloid fibril formation: D76N and ANG6 variants. Nanoscale 2018, 10,
4793-4806. [CrossRef] [PubMed]

7. Brancolini, G.; Toroz, D.; Corni, S. Can small hydrophobic gold nanoparticles inhibit 32-microglobulin
fibrillation? Nanoscale 2014, 6, 7903-7911. [CrossRef]

8. Chiti, F; Dobson, C.M. Protein misfolding, amyloid formation, and human disease: A summary of progress
over the last decade. Annu. Rev. Biochem. 2017, 86, 27—68. [CrossRef]

9.  Brancolini, G.; Tozzini, V. Multiscale modeling of proteins interaction with functionalized nanoparticles.
Curr. Opin. Colloid Interface Sci. 2019, 41, 66-73. [CrossRef]

10. Charchar, P; Christofferson, A.J.; Todorova, N.; Yarovsky, I. Understanding and Designing the Gold-Bio
Interface: Insights from Simulations. Small 2016, 12, 2395-2418. [CrossRef]

11. Krupa, P; Halabis, A.; Zmudzinska, W.; Otdziej, O.; Scheraga, H.A.; Liwo, A. Maximum likelihood calibration
of the UNRES force field for simulation of protein structure and dynamics. J. Chem. Inf. Model 2017, 57,
2364-2377. [CrossRef] [PubMed]

12. Kmiecik, S.; Gront, D.; Kolinski, M.; Wieteska, L.; Dawid, A.E.; Kolinski, A. Coarse-grained protein models
and their applications. Chem. Rev. 2016, 116, 7898-7936. [CrossRef] [PubMed]

13. Tozzini, V. Minimalist models for proteins: A comparative analysis. Q. Rev. Biophys. 2010, 43, 333-371.
[CrossRef] [PubMed]

14. Trovato, F; Tozzini, V. Minimalist models for biopolymers: Open problems, latest advances and perspectives.
AIP Conf. Proc. 2012, 1456, 187-200.

15.  Rocchia, A.W.; Tozzini, V. Complexes of HIV-1 integrase with HAT proteins: Multiscale models, dynamics,
and hypotheses on allosteric sites of inhibition. Proteins Struct. Funct. Bioinform. 2009, 76, 946-958.

16. Trylska, J.; Tozzini, V.; Chia-en, A.C.; McCammon, J.A. HIV-1 protease substrate binding and product release
pathways explored with coarse-grained molecular dynamics. Biophys. J. 2007, 92, 4179-4187. [CrossRef]
[PubMed]


http://www.mdpi.com/1422-0067/20/16/3866/s1
http://www.mdpi.com/1422-0067/20/16/3866/s1
http://dx.doi.org/10.1126/science.1247390
http://www.ncbi.nlm.nih.gov/pubmed/25278614
http://dx.doi.org/10.1021/acsnano.6b06040
http://www.ncbi.nlm.nih.gov/pubmed/28290206
http://dx.doi.org/10.1166/jnn.2015.9718
http://www.ncbi.nlm.nih.gov/pubmed/26413604
http://dx.doi.org/10.2217/nnm.14.114
http://www.ncbi.nlm.nih.gov/pubmed/25343345
http://dx.doi.org/10.1038/nchem.1352
http://www.ncbi.nlm.nih.gov/pubmed/22614378
http://dx.doi.org/10.1039/C7NR06808E
http://www.ncbi.nlm.nih.gov/pubmed/29469914
http://dx.doi.org/10.1039/C4NR01514B
http://dx.doi.org/10.1146/annurev-biochem-061516-045115
http://dx.doi.org/10.1016/j.cocis.2018.12.001
http://dx.doi.org/10.1002/smll.201503585
http://dx.doi.org/10.1021/acs.jcim.7b00254
http://www.ncbi.nlm.nih.gov/pubmed/28809487
http://dx.doi.org/10.1021/acs.chemrev.6b00163
http://www.ncbi.nlm.nih.gov/pubmed/27333362
http://dx.doi.org/10.1017/S0033583510000132
http://www.ncbi.nlm.nih.gov/pubmed/20707940
http://dx.doi.org/10.1529/biophysj.106.100560
http://www.ncbi.nlm.nih.gov/pubmed/17384072

Int. ]. Mol. Sci. 2019, 20, 3866 14 0f 15

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.
27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

Trovato, F.; Nifosi, R.; Di Fenza, A.; Tozzini, V. A minimalist model of protein diffusion and interactions:
The green fluorescent protein within the cytoplasm. Macromolecules 2013, 46, 8311-8322. [CrossRef]

Vacha, R;; Linse, S.; Lund, M. Surface Effects on Aggregation Kinetics of Amyloidogenic Peptides. J. Am.
Chem. Soc. 2014, 136, 11776-11782. [CrossRef]

Tavanti, F.; Pedone, A.; Menziani, M.C. A closer look into the ubiquitin corona on gold nanoparticles by
computational studies. New. J. Chem. 2015, 39, 2474-2482. [CrossRef]

Cantarutti, C.; Raimondi, S.; Brancolini, G.; Corazza, A.; Giorgetti, S.; Ballico, M.; Zanini, S.; Palmisano, G.;
Bertoncin, P.; Marchese, L.; et al. Citrate-stabilized gold nanoparticles hinder fibrillogenesis of a pathological
variant of 32-microglobulin. Nanoscale 2017, 9, 3941-3951. [CrossRef]

Tavanti, F.; Pedone, A.; Menziani, M.C. Competitive Binding of Proteins to Gold Nanoparticles Disclosed by
Molecular Dynamics Simulations. J. Phys. Chem. C 2015, 119, 22172-22180. [CrossRef]

Cardellini, A.; Alberghini, M.; Rajan, A.G.; Misra, R.P.; Blankschtein, D.; Asinari, P. Multi-scale approach for
modeling stability, aggregation, and network formation of nanoparticles suspended in aqueous solutions.
Nanoscale 2019, 11, 3979-3992. [CrossRef] [PubMed]

Brancolini, G.; Corazza, A.; Vuano, M.; Fogolari, F; Mimmi, M.C.; Bellotti, V.; Stoppini, M.; Corni, S.;
Esposito, G. Probing the influence of citrate-capped gold nanoparticles on an amyloidogenic protein. ACS
Nano 2015, 9, 2600-2613. [CrossRef] [PubMed]

Lopez, H.; Lobaskin, V. Coarse-grained model of adsorption of blood plasma proteins onto nanoparticles.
J. Chem. Phys. 2015, 143, 243138. [CrossRef] [PubMed]

Rotkiewicz, P.; Skolnick, J. Fast method for reconstruction of full-atom protein models from reduced
representations. J. Comp. Chem. 2008, 29, 1460-1465. [CrossRef]

PULCHRA—omicX. Available online: https://omictools.com/pulchra-tool (accessed on 7 August 2019).
Spampinato, G.L.B.; Maccari, G.; Tozzini, V. Minimalist model for the dynamics of helical polypeptides:
A statistic-based parameterization. J. Chem. Theory Comput. 2014, 10, 3885-3895. [CrossRef]

Trovato, F.; Tozzini, V. Diffusion within the cytoplasm: A mesoscale model of interacting macromolecules.
Biophys. ]. 2014, 107, 2579-2591. [CrossRef]

Lopez, H.; Brandt, E.G.; Mirzoev, A.; Zhurkin, D.; Lyubartsev, A.; Lobaskin, V. Multiscale Modelling of
Bionano Interface. Adv. Exp. Med. Biol. 2017, 947, 173-206.

Arkhipov, A.; Freddolino, PL.; Schulten, K. Stability and dynamics of virus capsids described by
coarse-grained modeling. Structure 2006, 14, 1767-1777. [CrossRef]

Terakawa, T.; Takada, S. RESPAC: Method to Determine Partial Charges in Coarse-Grained Protein Model
and Its Application to DNA-Binding Proteins. |. Chem. Theory Comput. 2014, 10, 711-721. [CrossRef]
McCullagh, P.; Lake, P.T.; Mccullagh, M. Deriving Coarse-Grained Charges from All-Atom Systems:
An Analytic Solution. J. Chem. Theory Comput. 2016, 12, 4390-4399. [CrossRef] [PubMed]

Baker, N.A; Sept, D.; Joseph, S.; Holst, M.].; McCammon, J.A. Electrostatics of nanosystems: Application to
microtubules and the ribosome. Proc. Natl. Acad. Sci. USA 2001, 98, 10037-10041. [CrossRef] [PubMed]
Van Der Spoel, D.; Lindahl, E.; Hess, B.; Groenhof, G.; Mark, A.E.; Berendsen, H.].C. Gromacs: Fast, flexible,
and free. J. Comput. Chem. 2005, 26, 1701-1718. [CrossRef] [PubMed]

Tori, F,; Di Felice, R.; Molinari, E.; Corni, S. GolP: An atomistic force field to describe the interaction of
proteins with Au(111) surfaces in water. J. Comput. Chem. 2009, 30, 1465-1476. [CrossRef] [PubMed]
Gabdoulline, R.R.; Wade, R.C. Simulation of the diffusional association of barnase and barstar. Biophys. .
1997, 72, 1917-1929. [CrossRef]

Martinez, M.; Bruce, N.J.; Romanowska, J.; Kokh, D.B.; Ozboyaci, M.; Yu, X,; Oztiirk, M.A.; Richter, S.;
Wade, R.C. SDA 7: A modular and parallel implementation of the simulation of diffusional association
software. J. Comput. Chem. 2015, 36, 1631-1645. [CrossRef]

Mereghetti, P.; Gabdoulline, R.R.; Wade, R.C. Brownian dynamics simulation of protein solutions: Structural
and dynamical properties. Biophys. |. 2010, 99, 3782-3791. [CrossRef]

Ortega, A.; Amords, D.; Garcia de la Torre, J. Prediction of hydrodynamic and other solution properties of
rigid proteins from atomic- and residue-level models. Biophys. . 2011, 101, 892-898. [CrossRef]

Anderson, J.A.; Chris, D.; Lorenz, C.D.; Travesset, A. General purpose molecular dynamics simulations fully
implemented on graphics processing units. . Comput. Phys. 2008, 227, 5342-5359. [CrossRef]


http://dx.doi.org/10.1021/ma401843h
http://dx.doi.org/10.1021/ja505502e
http://dx.doi.org/10.1039/C4NJ01752H
http://dx.doi.org/10.1039/C6NR09362K
http://dx.doi.org/10.1021/acs.jpcc.5b05796
http://dx.doi.org/10.1039/C8NR08782B
http://www.ncbi.nlm.nih.gov/pubmed/30768101
http://dx.doi.org/10.1021/nn506161j
http://www.ncbi.nlm.nih.gov/pubmed/25695203
http://dx.doi.org/10.1063/1.4936908
http://www.ncbi.nlm.nih.gov/pubmed/26723623
http://dx.doi.org/10.1002/jcc.20906
https://omictools.com/pulchra-tool
http://dx.doi.org/10.1021/ct5004059
http://dx.doi.org/10.1016/j.bpj.2014.09.043
http://dx.doi.org/10.1016/j.str.2006.10.003
http://dx.doi.org/10.1021/ct4007162
http://dx.doi.org/10.1021/acs.jctc.6b00507
http://www.ncbi.nlm.nih.gov/pubmed/27541500
http://dx.doi.org/10.1073/pnas.181342398
http://www.ncbi.nlm.nih.gov/pubmed/11517324
http://dx.doi.org/10.1002/jcc.20291
http://www.ncbi.nlm.nih.gov/pubmed/16211538
http://dx.doi.org/10.1002/jcc.21165
http://www.ncbi.nlm.nih.gov/pubmed/19037859
http://dx.doi.org/10.1016/S0006-3495(97)78838-6
http://dx.doi.org/10.1002/jcc.23971
http://dx.doi.org/10.1016/j.bpj.2010.10.035
http://dx.doi.org/10.1016/j.bpj.2011.06.046
http://dx.doi.org/10.1016/j.jcp.2008.01.047

Int. J. Mol. Sci. 2019, 20, 3866 15 of 15

41. Glaser, J.; Nguyen, T.D.; Anderson, J.A.; Lui, P; Spiga, F.; Millan, ]J.A.; Morse, D.C.; Glotzer, S.C. Strong
scaling of general-purpose molecular dynamics simulations on GPUs. Comput. Phys. Comm. 2015, 192,
97-107. [CrossRef]

42. Nguyen, T.D,; Phillips, C.L.; Anderson, J.A.; Glotzer, S.C. Rigid body constraints realized in massively-parallel
molecular dynamics on graphics processing units. Comput. Phys. Comm. 2011, 182, 2307-2313. [CrossRef]

® © 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
@ article distributed under the terms and conditions of the Creative Commons Attribution

(CC BY) license (http://creativecommons.org/licenses/by/4.0/).



http://dx.doi.org/10.1016/j.cpc.2015.02.028
http://dx.doi.org/10.1016/j.cpc.2011.06.005
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Results and Discussion 
	Binding Modes and Binding Energies of Couples of Proteins and Nanoparticles 
	Simulation of Ensembles of Nanoparticles and Proteins 

	Materials and Methods 
	The Protein Minimalist Models 
	The Nanoparticle Models and Its Interaction with the Protein 
	Optimization of the Parameters 
	Simulations Methodology and Setup 
	Setup of the Atomistic Simulations 
	Setup for CG Rigid Docking Simulations 
	Dynamics MS Simulations Setup 
	NP-Protein Binding Modes and Energies Evaluation in the MS System 


	Conclusions 
	References

