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ABSTRACT
Understanding the molecular mechanisms behind the capacity of cancer cells to adapt to the tumor
microenvironment and to anticancer therapies is a major challenge. In this context, cancer is
believed to be an evolutionary process where random mutations and the selection process shape
the mutational pattern and phenotype of cancer cells. This article challenges the notion of
randomness of some cancer-associated mutations by describing molecular mechanisms involving
stress-mediated biogenesis of mRNA-derived small RNAs able to target and increase the local
mutation rate of the genomic loci they originate from. It is proposed that the probability of some
mutations at specific loci could be increased in a stress-specific and RNA-depending manner. This
would increase the probability of generating mutations that could alleviate stress situations, such as
those triggered by anticancer drugs. Such a mechanism is made possible because tumor- and
anticancer drug-associated stress situations trigger both cellular reprogramming and inflammation,
which leads cancer cells to express molecular tools allowing them to “attack” and mutate their own
genome in an RNA-directed manner.
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Introduction

One of the currently prevailing models inspired by
Darwin’s central hypotheses defines cancer as an evo-
lutionary process, fueled by random and chaotic
somatic genomic rearrangements and mutations, with
sequential selection of different cell populations.1-4 In
this model, the random mutational process generates
two major types of mutations: the “driver” mutations
that are causally implicated in oncogenesis by confer-
ring a selective advantage and the “passenger” muta-
tions that are a consequence of the chaotic mutational
process but do not confer a selective advantage.1-4

In contrast to organismal evolution which has a
unique history, cancer can be considered in some
sense as a repeated experiment.4 In this context,
despite intra- and inter-tumoral genetic heterogeneity,
some mutations are repeatedly identified (hotspot
mutations), some genes (e.g., oncogenes) are more fre-
quently mutated than others in a cancer-type depen-
dent manner and different genes that are mutated in
specific cancer types are often involved in the same

pathway or network.1,5,6 In addition, it is now widely
recognized that anticancer treatment resistance is the
norm and some resistance mechanisms involving
genetic modifications reproducibly appear in different
patients.7-11 It is believed that reproducible events in
cancer rely on a number of random mutations that
create tumor cell genetic heterogeneity, which allows
for adaptation to stress situations (e.g., anticancer
therapies) after selection2,7,8 (Fig. S1A). While chance
and selection constitute an explanation of reproduc-
ibility, we need to look for other potential mechanisms
that may contribute to the high adaptability of cancer
cells.

It is not clear yet whether mutations always initiate
the cancer process or whether cancer-associated and
-driving mutations occur at the end of a set of, more
or less, long-term adaptive responses to sustained
stress situations, in which epigenetics could play an
important role12-19 (Fig. S1C). In an attempt to under-
stand the initiation of the mutational process involved
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in unicellular organism adaptation to stress situations,
some authors have proposed that the selective pres-
sure (e.g., a stress imposed to a cell) could induce a
general increase in the cellular mutational rate.20-24

This concept of “adaptive mutations” implies that
high mutational rate is a direct consequence of selec-
tive pressure that induces genomic plasticity and leads
to random mutations, which would be further selected
depending on the resulting phenotype (Fig. S1A). A
concept that goes a step forward implies “directed
adaptive mutations” and postulates that selective pres-
sure induces targeted mutations that directly contrib-
ute to cellular adaptation.20-24 This concept is
controversial because of the absence of proven molec-
ular mechanisms (Fig. S1A), but worth exploring for
its ability to help explain the contribution of the muta-
tional process to the high adaptive capacity of tumor
cells.

The reproducibility of specific mutations or of
mutations affecting the same set of genes can in prin-
ciple result from specific and reproducible causative
mutational molecular mechanisms. This would nar-
row the number of possible mutations within a
genome and consequently increase the probability of
some mutations to occur. In this context, sequencing
of billions of bases from tumor samples led to the
recent discovery of cancer-type specific “mutational
signatures” demonstrating that the appearance of
mutations is context dependent and that some regions
of the genome have a higher propensity for sequence
changes.25-27 As detailed in BOX 1, these mutational
signatures rely, in part, on the molecular mechanisms
involved in the mutational process (e.g., DNA repair
pathway or editing enzymes).25-37 There is also
increasing evidence indicating that chromatin and
DNA modifications and topology are associated with
local mutational rate (BOX 1).19,34,35,37-42 The charac-
terization of molecular links between regional muta-
tional rate with chromatin or DNA modifications or
topology is particularly interesting as it raises the
intriguing possibility that cellular mechanisms could
influence the mutational rate at specific genomic loci
by impacting on local chromatin and DNA modifica-
tions (Fig. S1D).

In this setting, it must be underlined that there is
considerable evidence demonstrating that RNA mole-
cules can direct chromatin and DNA modifications at
specific loci43-57 (BOX 2). Some recent reports have
even demonstrated that RNA molecules can direct

DNA-editing enzymes to specific loci and also that
RNAs can serve as templates during DNA repair and
for de novo DNA synthesis.58-77 Based on these
observations, several authors have proposed that RNA
molecules could direct DNA sequence modifica-
tions.68,70,73,74,78,79 Therefore, RNA molecules could be
part of cellular mechanisms that influence the muta-
tional rate at specific genomic loci (Fig. S1D). What
would be the origin of these RNAs and could they
really direct mutations in response to cellular environ-
ment variations?

The hypothesis defended here, inspired from the
concept of “directed adaptive mutations,” is that some
tumor cells produce small RNAs derived from
mRNAs encoding for proteins directly engaged in cel-
lular stress situations. It is postulated that these
mRNA-derived small RNAs would target the genome
regions they originate from and increase the local
mutational rate of the targeted regions. Therefore,
mRNA-derived small RNAs could link the cellular
environment and stress situations to the mutational
rate of coding genes. This article develops this hypoth-
esis in two parts based on recent published observa-
tions. In the first part, I will describe the molecular
pathways that could be involved in the biogenesis of
small RNAs derived from mRNAs encoding stressed
proteins and in subsequent RNA-directed mutations.
Part one is divided in three sub-parts. The first subpart
will show that mRNAs undergoing translation are in
close physical proximity to the intended site of action
of the coded proteins raising the possibility of a direct
association of a specific stressor with specific proteins
and the metabolism of the encoding mRNAs (Fig. 1,
“step 1”). The second subpart will propose that stress-
induced translationally-stalled mRNAs are used to
generate mRNA-derived small RNAs (Fig. 1, “step 2”).
In the third subpart, I will review the literature that
highlights the role of small RNAs in targeting genomic
regions and driving chromatin and/or DNA modifica-
tions as well as DNA editing (Fig. 1, “step 3”).

In the second part, I will explore the possibility that the
molecular pathways described above might be specific to
cancer cells because of their requirement for dedicated
molecular machineries that appear to be expressed in
tumor cells exposed to sustained stressful environment.
Cells exposed to sustained stresses express factors that
are normally restricted to stem and/or germ cells and
that may contribute to the biogenesis of mRNA-derived
small RNAs. Sustained stress also creates an

TRANSCRIPTION 165



inflammatorymicroenvironment that mimics viral infec-
tion; many factors involved in small RNA biogenesis and
small RNA-mediated effects that could contribute to can-
cer cell mutations are known to be involved in virus host
defense and in retrotransposon inactivation. Therefore,
the possibility will be discussed that mRNAs coding for
stress-associated proteins are “mistaken for” virus or ret-
rotransposon RNAs, which cause stress-inducedmRNA-
derived small RNAs to “attack” the corresponding geno-
mic region in cancer cells.

In the proposed model, the probability of mutations at
specific loci is increased in a stress-specific and RNA-
dependent manner, which in turn leads to an increased
probability of generating mutations that alleviate the
stress situation (Fig. S1B). Therefore, the described

molecular mechanisms may contribute to the capacity of
tumor cells to adapt to the tumor microenvironment and
to anticancer drug treatment. It is important to underline
that RNA-directed adaptive mutations would act along-
side the currently characterized cancer-associated muta-
tional framework and would account for some of the
more frequently observed mutations by increasing the
probability of mutations occurring at specific loci.

From stressed-proteins to RNA-directed DNA
mutations

Coupling protein activities and mRNA metabolism

mRNA localization and local translation: Proteins are
transported by specialized transporter systems, some

BOX 1: Context-dependent mutations

The appearance of mutations (from single-base mutations to complex genomic rearrangements) relies on the com-
plex interplay between DNA repair and DNA injuries, or damage, caused by endogenous or exogenous mutators.
Mutation probability increases by increasing DNA damage and/or by the modulation of DNA repair efficiency and
fidelity, as some DNA repair mechanisms are error-prone processes, notably because of the transient formation of
ssDNA during the DNA repair process.25-27,32-34 Supporting a model where mutation pattern depends on specific
DNA damage and/or repair mechanisms, genome-wide analysis of cancer mutations led to the recent discovery of
more or less specific mutational signatures in each cancer type analyzed.25-27 In addition, it is now widely accepted
that contextual DNA sequence, local DNA structure, DNA replication timing, chromatin status, and genome topol-
ogy influence both DNA damage and DNA repair. DNA methylation is a good example of a direct link between
DNA context and mutations. Indeed, DNA methylation by cytosine-5-methyltransferases, that plays an important
role in genome imprinting and transcription regulation, increases the mutational probability owing to spontaneous
deamination, further modifications of methylated cytosines, and active demethylation processes.38 Mutation spec-
tra in cancers and mechanistic studies have demonstrated that chromatin organization is a major determinant of
variation in regional mutation rate since chromatin modifications can impact on (i) DNA accessibility by DNA
damage agents and/or by the DNA repair machineries; and (ii) some specific histones modifications that recruit
DNA repair machineries; iii) and some DNA repair complexes (e.g., transcription-coupled repair) that cooperate
with the transcriptional machinery.19,35,39 Local DNA structures, like G-quadruplex structures and R-loops (see
also BOX 4), render chromosomes fragile by increasing DNA DSBs and forming ssDNA. Indeed, these structures
are resolved by endonucleases of the DNA repair process pathway leading to DSBs and may block DNA
polymerase progression during replication causing fork collapse and subsequently DSBs.36,37 DSBs can then result
in translocation events and can increase local mutational rate because of error-prone DNA synthesis that occur
during repair of DSBs or because of unrepaired lesions in regions of ssDNA created around break sites. The forma-
tion of ssDNA in local DNA structures, like R-loops, also contributes to an increase in the mutational rate, as
ssDNA is more accessible to DNA-damaging agents and is the preferential substrate of DNA-editing enzymes, like
APOBECs (apolipoprotein B mRNA editing enzymes) and AID (activation-induced deaminase).35-37 Indeed, edit-
ing enzymes induce deamination of cytosines in ssDNA leading to uracils, which can either be repaired or lead to
cytosine to thymine transition. By mutating DNA sequences, editing enzymes of the AID/APOBEC family play a
major role in physiological functions such as driving immunoglobulin diversity and inhibiting retrotransposon and
virus propagation.71,72,75,212-214 Both APOBECs and AID enzymes play a major role in generating mutations in
cancer cells.28-31
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of which are associated with the endomembrane sys-
tem, to specific subcellular locations where they per-
form their functions.80,81 However, increasing
evidence indicates that subcellular protein localization
also relies on the subcellular targeting of their coding
mRNAs and subsequent on-site mRNA translation or
local translation82 (Fig. 2A). Local translation is
involved, for example, in the dynamic and spatially-
regulated translation of proteins playing a role in cell
polarity, protrusion, and migration.82 While mRNA
transport relies on cytoskeleton microfilaments and
microtubules, an emerging concept is that mRNA
transport involves the endomembrane system that

may therefore coordinate protein and mRNA flow.83

Interestingly, mRNA metabolism and small RNA bio-
genesis pathways also involve the endomembrane sys-
tem (see section entitled “mRNA-derived small
RNAs”). In addition, the endomembrane system con-
stitutes a signaling pathway platform, or hub, as trans-
membrane receptors can still operate when present on
endosomal vesicles.84 Therefore, local translation
results in mRNAs being in close physical proximity to
the site of their encoded protein’s action and endo-
membrane-associated mRNAs tend to be physically
close to signaling complexes, as further detailed below.

Co-translational events: Contrary to common belief,
protein modifications (in the general sense of the term)
can occur during translation, i.e., on the nascent peptides
emerging from ribosomes as they are translatingmRNAs.
For example,mRNAs coding for proteins that function in
specific organelles are localized on these organelles and
the protein’s importation into the organelles occurs co-
translationally.85 Folding of the nascent polypeptide
chains occurs co-translationally thanks to chaperones
(e.g., HSP70) that associate with translating ribosomes.85

Proteins undergo several modifications during
translation, including removal of the first methionine,
N-a-acetylation, N-myristoylation, N-glycosylation, and
N-terminal O-GlcNAc glycosylation.86 An increasing
number of phosphorylation modifications have been
demonstrated to occur on nascent polypeptide chains.
For example, DYRK1A and PKA induce their own
co-translational auto-phosphorylation.87-89 Kinases, like
PKA, p38 MAPK, and MTORC2 can also phosphorylate
different nascent polypeptide targets.90-93

How are these co-translational modifications exe-
cuted? Certainly the implication is that protein-modi-
fying enzymes are in close proximity to the translated
mRNAs. One possibility is that the modifying
enzymes are attached to the translating ribosomes, as
it has been shown for enzymes involved in N-terminal
modifications (Fig. 2B).85,86 Another possibility is that
the precise location of the local translation process
positions nascent proteins next to regulatory factors
(Fig. 2B). Finally, another possibility is that protein-
modifying enzymes bind to mRNAs and modify the
nascent proteins coded by the bound mRNAs
(Fig. 2B).

This latter possibility is supported by several excit-
ing observations. First, there are an increasing number
of “unconventional” non-specialized RNA-binding
proteins such as metabolic enzymes and kinases that

BOX 2: RNA-directed chromatin modifications

Increasing evidence supports the notion that RNAs
direct chromatin modifications in human cells.
Indeed, many proteins involved in RNA-mediated
chromatin modifications, including the Dicer and
Argonaute proteins, have been detected in nuclei
and have been shown to play a role in chromatin
modifications in mammalian somatic cells.43-47

There are also many examples of long non-coding
RNAs (lncRNAs, >200 nts) that play a role in his-
tone and DNA modification, acting either in trans
(i.e., on different loci from their production site) or
in cis (i.e., they tether proteins involved in chroma-
tin modification on the loci or in proximity to the
loci where they are produced).48 For example, pro-
duction of the p15 antisense lncRNA controls the
silencing of the sense p15 gene in cis by triggering
heterochromatin formation in a Dicer-dependent
manner.49 In addition, the transfection of designed
small RNAs, similar to naturally occurring ones,
induces targeted-gene expression modification
(either repression or activation), chromatin modifi-
cations, or DNA methylation in human cell lines.50

For example, several repeated sequences in the
human genome have been shown to produce small
RNAs that, when transfected into cells, induce
locus-specific histone and DNA modifications.51,52

Likewise transfection of various human cells with
piRNA-like molecules results in targeted histone
and DNA modifications.47,53-56 Also, some miRNAs
seem to target specific gene promoters and to modu-
late gene transcription activity and local chromatin
modifications, even though more experiments are
needed to ascertain whether these effects are direct.57
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have been shown to bind mRNAs in vivo.94-96 Second,
it has been reported in yeast that some mRNAs are
bound by proteins that interact co-translationally with
the mRNA-encoded proteins.97,98 A similar mecha-
nism has recently been demonstrated in human cells,
where the 30 UTR of CD47 mRNA is bound by the
HuR and SET proteins, which facilitates the interac-
tion of SET with the newly-synthetized CD47 protein
and which in turn targets CD47 to the plasma mem-
brane.99 Further evidence for mRNA-directed protein
interactions include examples of co-translational pro-
tein complex assembly in several organisms.100 It has
been proposed that co-translational assembly might
be particularly important for efficient homo-dimer

formation as in the case of p53.100,101 Likewise, the
NFkB p50-p105 complex is assembled co-translation-
ally.100,102 Finally, recent data in Drosophila have
demonstrated that the binding of the same protein on
different mRNAs contributes to the coordinated
actions of the mRNA-encoded proteins.103 These
observations physically position the mRNA molecules
at the heart of protein functions.

Coupling co-translational events and mRNA metabo-
lism: There is now considerable evidence demonstrat-
ing that co-translational events can feed-back to
control mRNA metabolism. This is particularly well
documented for the unfolded protein response
pathway that is activated when misfolded proteins

Figure 1. (A) By altering the biochemical properties of targeted proteins during translation, a molecular stressor causes the inhibition of
translation of the corresponding mRNAs. Stress-induced translationally-stalled mRNAs are cleaved by stress-induced endoribonucleases
(step 1). The mRNA fragments are next used as substrates for the biogenesis of small RNAs (step 2). The mRNA-derived small RNAs
target the genomic region corresponding to the mRNA precursors and enhance the recruitment of proteins modulating local mutation
rate in a direct- or indirect-manner (step 3).

Figure 2. (A) The subcellular location of proteins (colored circles) rely on the subcellular targeting of their coding mRNAs and subse-
quent on-site mRNA translation or local translation. The nascent proteins are in different subcellular environment, which may impact on
subsequent modifications and interactions with different partners. (B) Co-translational modifications rely on the binding of the protein-
modifying enzymes to the translating ribosomes (black circle), or on local translation that positions the nascent proteins in the proximity
of specific modifying enzymes (orange circle), or on the binding of protein modifying enzymes to the mRNA 30-UTR (red circle). The
binding of a protein (yellow circle) to mRNA 30UTR may increase the probability of its interaction with the newly-synthetized protein
(blue circle). (C) A stressor affecting a nascent polypeptide chain impact on the mRNA undergoing translation by inhibiting its transla-
tion, thus inducing its storage, cleavage, or degradation.
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accumulate in the endoplasmic reticulum lumen.104,105

Co-translational detection of misfolded proteins acti-
vates the endoplasmic reticulum transmembrane
endoribonuclease, called IRE1 that cleaves the XBP1
mRNA leading to mRNA splicing and translation of
the XBP1 transcription factor. The IRE1-mediated
cleavage of XBP1 mRNA and of several other mRNAs
localized to the endoplasmic reticulum membrane
occurs co-translationally when the coded nascent
chains are imported into the endoplasmic reticu-
lum.104,105 A similar coupling between co-translational
folding and mRNA decay happens in the cytoplasm
since the detection of misfolded nascent polypeptides
induces both co-translational polypeptide ubiquitina-
tion and mRNA decay.106-108 This strengthens the con-
cept of coupling between proteostasis and mRNA
metabolism.109-111

Co-translational events (e.g., quality control, protein
modifications, and complex assembly) are not restricted
to cytoplasmic, transmembrane, or secreted proteins.
They also apply to proteins with well-characterized
nuclear functions. Indeed, nuclear proteins are produced
in the cytosol and nuclear protein-encoding mRNAs
may be translated while being anchored on the endoplas-
mic reticulum.112 It is notable that many proteins that
were originally identified as having functions at the cell
periphery can act as nuclear transcriptional regulators
and, conversely, many proteins with nuclear functions
also have cytosolic or mitochondrial roles.113-115 Finally,
co-translational complex assembly has been demon-
strated for nuclear proteins.97,98,100,116,117

Local translation and coupling between translation
and mRNA metabolism is a straightforward
mechanism for ensuring local protein homeostasis. It
is likely a powerful mechanism to improve functional
complex assembly as it avoids potential toxic protein–
protein interactions as well as protein or RNA
aggregation.82,100,104,106,107,109,118 However, as a direct
consequence, these mechanisms imply that a stressor
affecting a nascent protein will impact on the
encoding mRNA by directly inhibiting its translation
(Fig. 2C and Fig. S2).

Stress-induced translationally-stalled mRNAs can
then have several destinies (Fig. 2C). They can be
degraded by exoribonucleases. Also an increasing num-
ber of endoribonucleases that have been shown to be
activated under stress situations can fragment stress-
associated mRNAs (see section entitled “mRNA-derived
small RNAs”). While mRNA cleavage is often associated

with degradation by exoribonucleases, there is increas-
ing evidence that cleaved-RNAs are used to generate
small-derived RNAs with regulatory functions (this will
be described in the following section). Finally, stressed-
induced translationally-stalled mRNAs can be stored in
cytoplasmic granules like stress granules (Fig. S3). Inter-
estingly, stress granules contain many enzymes involved
in mRNA metabolism and small RNA biogenesis,
including several endoribonucleases. These granules
could also play a role in mRNA cleavage initiating the
biogenesis of small RNAs deriving from stress-induced
translationally-stalled mRNAs (Fig. 1A, “step 1” and see
below).

mRNA-derived small RNAs

Endoribonucleases and mRNA fragments: The degra-
dation of mRNA depends on 50- to 30- or 30- to 50-
exoribonucleases. It occurs after removal of the
mRNA’s 50-cap and/or 30-polyadenylated tail, both of
which are added to mRNAs during transcription in
the nucleus to protect mRNAs from degradation in
the cytoplasm. However, uncapped mRNAs have been
detected and re-capping can occur in the cyto-
plasm.119-121 Likewise, non-polyadenylated mRNAs
have been detected and de novo polyadenylation can
occur in the cytoplasm.122 The ability to re-cap and
re-polyadenylate cleaved mRNAs, as well as the diver-
sity of cytoplasmic processes affecting mRNA 50- and
30-ends,123,124 might be particularly relevant in the
context of RNA cleavage by endoribonucleases since
these mechanisms could contribute to generate
mRNA-derived products.

Many endoribonucleases have been characterized
in recent years125-128 (Fig. S4). Remarkably, most of
them play a role in cleaving mRNAs when cells are
exposed to stress situations and during virus infection.
For example, the IRE1 endoribonuclease, described
above, cleaves mRNAs during the unfolded protein
stress response. RNAse L plays a very important role
in cellular innate immunity and stress response by
cleaving RNAs from viruses, as well as endogenous
mRNAs, and leads to the production of small RNAs
that amplify the antiviral signaling pathway.129,130

Regnase-1, which associates with polysomes and the
reticulum endoplasmic, cleaves mRNAs coding for
proteins involved in inflammation.131 RNASET2 plays
a role in host defenses against RNA viruses and in
extracellular RNA scavenging.132 RNASET2 is also
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detected in cytoplasmic RNA granules and is associ-
ated with the endomembrane system, autophago-
somes, and lysosomes.132 Endoribonuclease V133 and
TUDOR-SN134,135 have been shown to cleave
ADAR1-edited RNAs, which is believed to contribute
to cellular protection from double-stranded viral
RNAs. TUDOR-SN also plays a very important role in
stress granule dynamics.134,135 In addition, an increas-
ing number of proteins that are structurally unrelated
to RNases have been shown to behave as endoribonu-
cleases. For example, PMR1 (polysome ribonuclease
1) cleaves polysome-associated mRNAs in a regulated
manner and also localizes to stress granules.125-128 The
G3BP proteins are major inducers of stress granule
formation and can cleave several mRNAs.125-128,136 In
addition to several other poorly characterized endori-
bonucleases,125-128 there are other well-characterized
endoribonucleases involved in small non-coding RNA
biogenesis (Fig. S4) that have also been reported to
cleave mRNAs. For example, the miRNA biogenesis
factor, Drosha cleaves nuclear pre-mRNAs and/or
mRNAs.137-140 As Drosha has been detected in the
cytoplasm during viral infection,141 it is tempting to
speculate that it may contribute to cytoplasmic
mRNA cleavage. Likewise, some proteins of the Argo-
naute family (Ago and Piwi proteins) can cleave
mRNA when guided by small RNAs (e.g., miRNAs or
piRNAs, see below) that hybridize to target
mRNAs.142 Although this mechanism is involved in
post-transcriptional gene silencing (PTGS), since it
induces targeted mRNA degradation, the slicing activ-
ity of some Argonaute proteins can also contribute to
small RNA biogenesis (see section entitled “piRNAs
and piRNA-like molecules”).

RNA fragments and biogenesis of small RNAs: While
endoribonuclease activity is often associated with
mRNA degradation, cleaved-mRNA fragments may
be used under certain circumstances to generate func-
tional mRNA-derived small RNAs. Several pieces of
evidence support this possibility. First, fragmentation
of short or long mature RNAs (e.g., tRNAs, snoRNAs,
vault RNAs, Y RNAs, rRNAs, and miRNAs) yields
functional smaller non-coding RNAs with regulatory
functions.143-146 For example, tRNAs are cleaved in
stress situations to generate tRNA-derived small
RNAs that induce stress granule formation and inhibit
translation.147 Second, mRNA fragments have been
identified and correspond to different parts of
mRNAs, including 30- and 50-UTRs and internal

exons.120,121,143,144,148,149 For example, the YB-1 RNA-
binding protein, which plays a major role in cellular
stress response, associates with short RNAs, some of
which are derived from mRNAs.150 Third, some small
RNAs, related to classical small non-coding RNAs
(e.g., piRNAs) correspond to mRNA fragments (see
section entitled “piRNAs and piRNA-like molecules”).
Therefore, successive cleavages of RNA can produce
functional RNAs all along the fragmentation cascade
(Fig. 3A). The hypothesis of this manuscript is that
mRNA-derived small RNAs can function during
stress. To illustrate the capability of cells to generate
small RNAs derived from single-stranded RNAs like
mRNAs, I will next present recent findings on piRNA
biogenesis.

piRNAs and piRNA-like molecules: PiRNAs com-
pose a heterogeneous group of 24–35 nucleotide-long
small RNAs that are produced from single-stranded
RNA precursors and that associate with Piwi pro-
teins151-153 (Fig. S4). The biogenesis and functions of
piRNAs have been particularly well characterized in
drosophila and mouse germ cells, where one of their
main functions is to repress retrotransposons that are
repeated sequences expressed in germ cells during
chromatin de-condensation (BOX 3). In summary,
single-stranded RNA precursors (e.g., retrotransposon
RNAs) are cleaved and generate the small piRNAs
that are loaded onto Piwi proteins (Fig. 3B). PiRNAs
can next direct Piwi proteins onto complementary
mature RNAs thus inducing PTGS or nascent RNAs
inducing transcriptional gene silencing (TGS).151-153

PiRNAs have been detected in human fetal ovary
and adult testis, where they may originate from about
200 piRNA genomic clusters, some of which map to
retransposon elements.154,155 The potential function
of human piRNAs needs further investigation. Even
though the human genome contains evolutionary-
conserved genes involved in the piRNA biogenesis
pathway, it is important to underline that we do not
know yet how much of the piRNA biogenesis pathway
described in BOX 3 is conserved in human cells.
Recent findings have shown first, that piRNAs are
produced not only from repeat element-derived RNAs
but also from other single-stranded RNAs, including
mRNAs53-56,154,156-172 and second that piRNAs or
piRNA-like molecules are produced in different kind
of somatic cells, including cancer cells,54,165-172 where
several proteins of the piRNA-pathway are often over-
expressed (see next part). It is important to note that
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cancer cells do not only express major factors involved
in the piRNA-pathway and produce piRNAs or
piRNA-like molecules 55,56,156-161; in addition, manip-
ulation of the expression of Piwi proteins and some
cancer-associated piRNA-like molecules has been
shown to mediate PTGS or chromatin or DNA modi-
fications of the targeted loci. Overall, these studies
support the notion that the piRNA pathway is active
in the cancer cellular model tested.47,55,56,158,159

In conclusion, mRNA fragments can be generated
after mRNA cleavage by endoribonucleases, many of
which are mobilized in stress situations. Small RNAs,
including those belonging to the piRNA family, deriving
from single-stranded RNAs, including mRNAs, have
been reported. An interesting hypothesis is that stressed-
induced translationally-stalled mRNAs can be frag-
mented by endoribonucleases and can initiate the bio-
genesis of mRNA-derived small RNAs such as piRNA-
like molecules (Fig. 1A, “step 2,” Fig. 3C and Figures S5
and S6). Before describing the cancer-associated cellular

context in which such molecular process may occur (see
section entitled “Microenvironnement and cellular con-
text”), I will review the literature on the functions of
small RNAs in directing biochemical, topological, and
sequence modifications of DNA and chromatin .

RNA-directed chromatin modifications
and genome editing

RNA-mediated chromatin and DNA structure modifica-
tions: Small RNAs have been shown in many organisms
to target specific genome loci and induce chromatin
modifications by guiding Argonaute protein-containing
complexes and triggering the local recruitment of his-
tone- andDNA-modifying enzymes.173 This mechanism
is known as TGS since it often leads to the formation of
compacted chromatin and repression of gene expression.
For example, piRNAs generated in the cytoplasm are
loaded onto Piwi proteins and imported into the nucleus,
where piRNAs bind to complementary nascent

Figure 3. (A) The cleavage of “precursor” RNAs (primary transcripts) is required for the production of mature RNAs with biological
functions. “Mature” RNAs are also cleaved and generate intermediate fragments that are themselves cleaved and modified to generate
“derived-small RNAs” having cell regulatory functions. (B) Retrotransposon sequences are transcribed from both DNA strands. Precursor
sense RNAs are cleaved by Zucchini. Intermediate RNA fragments are next loaded into Piwi proteins and trimmed by an exoribonuclease
up to the regions where Piwi proteins protect small RNA regions from degradation. The resulting sense piRNAs then hybridize to
antisense transcripts and induce their cleavage by some Piwi proteins, generating antisense piRNAs that in turn target sense transcripts,
into the so-called “ping-pong” process. Several proteins (on the right) involved in piRNA biogenesis are (over)-expressed in cancer cells;
protein names followed by � are classified as Cancer/Testis Antigens. (C) A stressor affecting a nascent polypeptide chain impacts on the
mRNA undergoing translation by inhibiting its translation and inducing its cleavage. The generated mRNA fragments are then used to
produce mRNA-derived small RNAs.
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transcripts and induce local chromatin compaction.174 It
is not clear yet how many details of these mechanisms
are conserved in mammals and how widespread such
regulation is in human. However, increasing evidence
supports the notion that similar mechanisms do exist in
human cells as detailed in BOX 2.

At least four mechanisms may contribute to RNA-
directed modulation of chromatin. First, RNAs can be
produced from promoter regions or intragenic regions
and directly and locally recruit chromatin-modifying
proteins173(Fig. 4A). Second, small RNAs form Wat-
son–Crick base-pairs with complementary nascent
RNAs, leading to the formation of complexes on spe-
cific loci that enhance the recruitment of proteins
involved in chromatin and/or DNA modifications173

(Fig. 4B). A third mechanism relies on the formation

of RNA:dsDNA triple-helices (triplexes) that are
formed by sequence-specific binding rules where an
RNA molecule binds in the major groove of the tar-
geted double-strand DNA (dsDNA) by Hoogsteen
hydrogen bonding between purine-rich strands of
dsDNA and pyrimidine-rich RNA 175 (Fig. 4C). As an
example, it has been shown that promoters located in
the intergenic space upstream of rDNA genes produce
RNAs that are cleaved into 150-250 long fragments
that form triplex structures with rDNA promoters
and that these triplexes recruit DNA methyltransfer-
ases.176 FMR1 mRNA interacts with its own promoter
and induces epigenetic silencing.177 It has also been
proposed that miRNAs act on targeted promoters by
forming RNA:dsDNA triplexes.57,175 Fourth, RNAs
can theoretically target specific loci and induce the

BOX 3: piRNA biogenesis

The biogenesis and functions of piRNAs have been particularly well characterized in drosophila and mouse
germ cells, where one of their main functions is to repress retrotransposons, which are repeated sequences
expressed in germ cells likely due to chromatin decondensation at specific stages of gametogenesis. In these
organisms, single-strand piRNA precursors transcriptionally derived from retrotransposon sequences are
exported to the cytoplasm where they are cleaved by the Zucchini endoribonuclease, which contains an N-ter-
minal transmembrane domain attached to mitochondria, in the vicinity of which several steps of piRNA bio-
genesis occur151-153 (Fig. 3B). Maelstrom is another mouse endoribonuclease that cleaves piRNA precursors.238

The cleaved piRNA intermediates are next loaded into Piwi proteins and trimmed by a 30 to 50 exoribonuclease,
which degrades the RNAs until the region of the RNAs protected by the Piwi protein is reached. In drosophila,
this primary process can next initiate a second mechanism of piRNA production known as “ping-pong” that
relies on the presence of sense and antisense piRNA precursors. First, an antisense piRNA, produced as
described above, is used to cleave a targeted sense transcript, whose product produces a mature sense piRNA,
which can in turn, induces cleavage of an antisense piRNA precursor (Fig. 3B). This “ping-pong” amplification
mechanism allows the cell to adapt the production of piRNAs depending on the abundance of the precur-
sors.151-153 Overall, it is estimated that the piRNA biogenesis pathway is composed of 50 proteins most of which
have been conserved during evolution.151-153 These include several RNA helicases like DDX4 (MVH) and
Mov10L1, as well as a large family of proteins that contain Tudor domains (TDRDs), including TDRD1 to
TDRD12 that function as scaffolds and platforms in the piRNA biogenesis pathway, which mostly occurs in
cytoplasmic granules in the vicinity of mitochondria. TDRD proteins are key regulators of the piRNA biogene-
sis pathway as recently shown for TUDOR-SN or TRDR11151-153 and contribute to the selectivity of the piRNA
biogenesis pathway. Indeed, it has been shown in mice that TDRD4 (or RNF17) and TDRD1 play a major role
in selecting appropriate piRNA precursors, as depletion of TDRD1 or TDRD4 leads to the amplification of
mRNA-derived piRNAs.239,240 Notably, recent reports in mice have suggested that some piRNAs can trigger
mRNA cleavage, which in turn initiates a ping-pong like process.153,162,163 These observations are supported by
the identification of piRNA-like molecules mapping to protein-coding genes in several species including
human, as piRNA-like molecules derived from mRNA 30 UTRs or from mRNA internal exons have been
reported.53,54,154,162-169 Several recent reports have indicated that piRNA-like molecules also derive from pseu-
dogenes and are capable of inducing the cleavage of their parental gene’s transcripts.166,170-172 Collectively, these
observations support the idea that mRNAs are used to generate piRNAs or piRNA-like molecules, which seems
to occur in cancer cells.
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formation of R-loops (Fig. 4D). R-loops result from
the Watson–Crick base-pairing of an RNA molecule
to the cDNA strand displacing the second DNA
strand in a single-stranded conformation.41 As
detailed in BOX 4, recent evidence has indicated that
dedicated mechanisms favor the formation of R-loops.

The mechanisms described above demonstrate the
ability of RNAs to target specific genomic loci. As a con-
sequence, RNAs can direct chromatin or DNA, bio-
chemical, or topological modifications (BOX 2). As
these modifications can modulate the local mutational
rate (BOX 1), an interesting possibility is that RNAs can
target specific loci and modulate the mutational rate of
the targeted regions (Fig. 4E). Further supporting such a
possibility, small RNAs have been recently shown to
play a direct role in both DNA repair and editing.

RNA-directed DNA repair and editing: Increasing
evidence indicates that RNAs play an important role
in DNA repair. It has been shown that small non-cod-
ing RNAs are produced from sequences in the vicinity
of double-stranded DNA break (DSB) sites in a Dicer-
dependent manner and that RNAs contribute to DSB
repair by homologous recombination.58-63 It has been
proposed that small RNAs form a complex with Ago2
and bind to the nascent transcripts produced around
DNA break sites or directly bind to DNA at DSB sites.
This complex may then induce chromatin modifica-
tions to aid DSB repair or play a more direct role by
allowing the recruitment of proteins involved in DNA
repair by homologous recombination. Indeed, Ago2
interacts with RAD51 and the recruitment of RAD51
on DSB sites is Dicer and Agor2 dependent.58-65

Recent work has also suggested that RNA can be used
as a template for homologous recombination in bacte-
ria, yeast, and human.66-70 Indeed, the assumption
that homologous recombination strand exchange
occurs only between two DNA molecules has recently
been challenged by the discovery that RNA can be
used as a template during DNA recombination and
repair. It has been proposed that RAD52 anneals RNA
to complementary DSB-like DNA ends and that the

Figure 4. (A) RNAs produced from intergenic, promoter, or intra-
genic regions directly and locally recruit proteins (in yellow)
involved in chromatin or DNA modifications. (B) Small RNAs form
Watson–Crick base-pairing with complementary nascent RNAs
leading to the formation on specific loci of complexes enhancing
the recruitment of proteins (in yellow) involved in chromatin or
DNA modifications. (C) RNA:dsDNA triple-helices (or triplexes) are
formed by sequence-specific binding rules where a single-
stranded RNA binds in the major groove of the targeted dsDNA
by Hoogsteen hydrogen bonding between a purine-rich strand
of dsDNA and either a pyrimidine-rich or a purine-rich ssRNA
strand. By this mechanism, RNAs direct proteins (in yellow)
involved in chromatin or DNA modifications at specific loci. (D) R-
loops result from the Watson–Crick base-pairing of an RNA mole-
cule to the cDNA strand displacing the second DNA strand in a
single-stranded conformation. (E) RNAs target specific genomic
loci by several mechanisms and induce local chromatin and DNA
modifications with potential consequences for the local accessi-
bility of mutators and enzymes involved in DNA metabolism.
RNAs also induce the formation of structures (e.g., R-loops) that
induce ssDNA formation and double-stranded DNA breaks, both
of which increase the local mutational rate. Finally, RNAs guide,
DNA endonucleases and editing enzymes to targeted loci. There-
fore, RNAs could increase the local probability of mutations
(RNA-directed mutations) by inducing chromatin modifications
(e.g., compaction), DNA modifications (e.g., methylation, ssDNA
formation), DNA injuries (e.g., dsDNA breaks), DNA error-prone
repair mechanisms, or recruitment of DNA endonucleases and
editing enzymes.
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annealed RNA serves as a template for DNA repair by
reverse transcription.66-70

In this context, it is well established that RNA mol-
ecules can serve in cancer cells for de novo genomic
DNA sequence synthesis as they are used as templates
for reverse transcription during telomere elongation
and during genomic de novo integration of retrotrans-
posons or processed pseudogenes (Fig. S5). In this set-
ting, it is also important to highlight that genomic
neo-integration of retrotransposons is associated with
high mutation rate since the neo-synthetized single-
strand DNA (ssDNA) is targeted by editing enzymes
during the reverse-transcription process, which is
believed to limit retroelement expansion.71,72 There-
fore, if RNAs can be used as templates during homolo-
gous recombination, this may go with DNA editing.

There is also increasing evidence that RNAs can be
used as guides for targeting editing enzymes and DNA
endonucleases to specific loci. For example, in several
examples of lower organisms, including ciliates, RNAs
can target genomic regions and lead to DNA elimination

by enhancing endonuclease recruitment.73,74 Bacterial
DNA contains DNA elements, named CRISPRs that
generate small RNAs (guide RNAs) that recognize virus
DNAs through R-loop formation and lead to virus DNA
cleavage by the Cas9 nuclease.178 Human genome edit-
ing is now routinely performed by co-expressing Cas9
endonuclease and a guide RNA targeting a specific geno-
mic region. Remarkably, RNA-guided DSBs made by
this system is associated with increasing local mutational
rate, with some of the mutations being generated by
APOBEC-editing enzymes.32,179

It has recently been shown that the human Acti-
vation-induced cytidine deaminase (AID) editing
enzyme is also guided by RNAs to specific genomic
regions. AID mediates somatic class-switch recom-
bination and hyper-mutation in B cells. Class-switch
recombination is a deletion-recombination event
that allows antibodies to diversify. Several studies
have shown that the targeting of AID to specific loci
is an RNA-mediated mechanism.75-77 A recent
report has demonstrated that the switch regions,

BOX 4: R-loops and G-quadruplexes

RNAs can theoretically target specific loci and induce the formation of R-loops (Fig. 4D). R-loops result from
the Watson–Crick base-pairing of an RNA molecule to the cDNA strand which displaces the second DNA
strand into a single-stranded conformation.41 Until recently, it was postulated that R-loops only occur during
transcription, when the nascent RNA hybridizes to the cDNA strand, and during replication, where DNA copy-
ing is initiated by the transcription of RNA primers.41 It was believed that RNA invasion into dsDNA is limited
by the stability of nucleosome-bound dsDNA structures. However, recent evidence has suggested that the pres-
ence of R-loops does not depend solely on transcription and some intriguing recent results have suggested that
dedicated mechanisms favor the formation of R-loops.41 In particular, factors involved in homologous recombi-
nation may support the formation of RNA:DNA hybrids. For example, the bacterial RecA and the human
RECQL5 proteins have both been shown to promote RNA:dsDNA hybrids in vitro.241,242 It has recently been
shown in yeast that Rad51 (the homolog of RecA), which is known to promote ssDNA invasion of a homolo-
gous DNA region at DNA DSBs, also promotes RNA:DNA hybrid formation in vivo.243 As described in the part
“RNA-directed DNA repair and editing,” this mechanism may play a role in the recently discovered mechanism
of DSB homologous recombination repair in which RNAs are used as templates. This opens the possibility that
some proteins may promote RNA invasion into dsDNA and induce the formation of R-loops.243 Another mech-
anism that may favor the invasion of dsDNAs by RNA relies on specific DNA structures that expose short
ssDNA regions. In this context, a strong association between R-loop formation and G-quadruplex structures
has been reported. G-quadruplex structures are hairpins and stacks of Hoogsteen base pair-stabilized guanine
tetrads that can form within G-rich DNA strands and displace the C-rich complementary single strand.37,244

The strong association between R-loops and G-quadruplexes may result either from RNA:DNA hybrid favoring
G-quadruplex formation within the G-rich displaced ssDNA, or conversely, from G-quadruplex occurring first
and the displaced C-rich ssDNA being more prone to be hybridized by complementary RNAs. If the interacting
RNAs contain G-tracts, it may contribute to the stabilization of the G-quadruplex structures since it has been
shown that intermolecular G-quadruplexes between RNA and DNA further stabilize the G-rich hybrids.245
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which are intronic repeated sequences within immu-
noglobin loci, produce guide RNAs that form G-
quadruplex structures to which AID binds; then,
these RNAs guide AID to the complementary geno-
mic switch regions in a sequence-specific manner,
probably by forming R-loop structures. These struc-
tures lead to the displacement of ssDNA that is the
preferential substrate for AID de-amination activity.
Deaminated DNA next engages the base excision
and mismatch repair machineries to generate DSBs
that lead to deletion-recombination.76 This mecha-
nism may also occur outside the immunoglobin loci
(off-targets) in regions potentially forming G-quad-
ruplex structures; the AID and APOBEC enzymes
have been shown to associate with different classes
of small RNAs.76,180,181 Therefore, a variety of RNA
guides might be able to target editing enzymes at
different loci (Fig. 4E).

In conclusion, there is large body of evidence indi-
cating that RNAs target specific genomic loci by several
mechanisms (Figs. 4A–D). RNAs thus induce local
chromatin modifications with potential consequences
for the local accessibility of mutators and enzymes
involved in DNA metabolism (BOX 1 and 2, Fig. 4E).
RNAs also induce DNA conformational changes (e.g.,
R-loops) that induce DNA DSBs and single-stranded
DNA (ssDNA) formation, both of which increase the
local mutational rate (BOX 4). Finally, RNAs have the
ability to guide DNA endonucleases and editing
enzymes to targeted loci. Therefore, RNA may contrib-
ute to the genesis of directed mutations and these
observations already led several authors to propose that
RNAs direct DNA sequence modifications.68,70,73,74,78,79

Obviously, DNA sequence modifications are highly
toxic for cells. The molecular pathway described above
is unlikely to occur in normal somatic cells as it
requires several molecular tools (e.g., enzymes) that
are generally not co-expressed in these cells. In the
next part, I will describe the tumor-specific cellular
context (e.g., exposition to sustained stress) that could
allow tumor cells to express the factors required for
the biogenesis of mRNA-derived small RNAs and for
RNA-directed mutations.

Microenvironment and cellular context

Sustained stress and transcriptomic plasticity

Cancer/testis antigens: It is now widely accepted that
normal somatic cells retain the capacity to change

their fate through gene expression reprogramming,
through dedifferentiation (from a given differentiated
state into a more primordial state) or trans-differenti-
ation (from a given differentiated state to another
one). In this context, it is believed that cell “plasticity”
plays a major role in the cellular adaptation to stressful
conditions: (i) by generating a gene expression pattern
that drives toward an adapted phenotype; and (ii) by
allowing some cells to turn back into less mature cells
to provide new stem cells for repopulation in damaged
tissues.12-19 Whether the cancer cell of origin is a stem
cell or a differentiated cell, it is well established that
cancer cells that are exposed to stressful conditions
share many features with stem cells, including the
expression of stem cell-restricted factors.12-19,182

A particular class of genes that may contribute to can-
cer stem-ness is the so-called cancer/testis antigens
(CTAs). CTAs are proteins (»200) that are expressed
preferentially in adult male germ cells and that are
detected in tumor cells.182 Interestingly, several genes
involved in piRNA biogenesis are members of the CTA
family and a substantial number of the piRNAbiogenesis
factors are over-expressed in cancer cells (Fig. 3B).161,182-
193 The expression in cancer cells of factors involved in
piRNA biogenesis factors is in agreement with the many
reports indicating expression of piRNA-like molecules
in cancer cells.55,56,156-161 Although caution must be
taken in classifying the identified small RNAs as bona
fide piRNAs, the manipulation of the expression of Piwi
proteins and some cancer-associated piRNA-like mole-
cules support the notion that the piRNA pathway is
active in cancer cells.47,55,56,158,159 While the expression
of key piRNA biogenesis factors is obviously required for
piRNA production in cancer cells, other factors are likely
to be involved.

Retrotransposons and antisense transcription: As
shown in Fig. 3B, amplification of piRNAs requires
sense and antisense RNA precursors. In this setting,
there are numerous evidences indicating that antisense
transcription within coding genes is more common
than originally thought. A recent report has demon-
strated the dysregulation of antisense transcripts over-
lapping cancer-related genes in cancer cells.194-196,197

Furthermore, retrotransposon expression may play an
important role in promoting antisense transcription in
cancer cells. It is now widely accepted that retrotranspo-
sons that are normally expressed in germ cells only, are
re-expressed (and active) in cancer somatic cells, where
their expression level is further enhanced by many
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stresses198-201 (Fig. S5). The expression of retrotranspo-
sons in stressed cancer cells is likely to play a major role
in cellular adaptation, notably by increasing the

transcriptome diversity.198-201 Several reports have
shown that retrotransposons drive antisense transcrip-
tion in several gene loci.194-196 Several other reports

Figure 5. (For figure legend, see the following page.)
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have also demonstrated that antisense transcripts can be
produced from pseudogenes.202-204 Therefore, as
described in more details in Figure S5, natural antisense
transcripts, retrotransposon-driven antisense tran-
scripts, and pseudogene-derived antisense RNAs could
contribute to the biogenesis of piRNAs or piRNA-like
molecules derived from mRNAs in cancer cells. This
would explain why piRNAs corresponding to coding
genes and pseudogenes have been detected.54,165-172

In conclusion, sustained stresses that impact on
chromatin remodeling trigger cell reprogramming
(e.g., dedifferentiation) and retrotransposon
expression.12-19,198-200,201 These stresses may be
responsible for the expression of stem-cell restricted
factors and CTAs, including piRNA biogenesis factors,
in cancer cells. The same molecular mechanisms may
also contribute to the production of antisense tran-
scripts that could play an important role in the bio-
genesis of mRNA-derived small RNAs (Fig. 5A and
Figs. S5, S6, and S7).

Innate cell-autonomous autoimmunity

Virus mimicry: A major challenge in the understand-
ing of the potential RNA-directed mutational process
described above will be to characterize the mecha-
nisms that license some RNAs to target genomic loci.
A possible explanation is that the pathogenic infec-
tion-like microenvironment of cancer cells triggers an
“autoimmunity process” leading cancer cells to edit
some parts of their own genome that they mistake for
parasite genomic sequences. Several exciting observa-
tions support this possibility.

Cancer cells exist within an inflammatory environ-
ment that resembles a site of virus infection resulting
in part from cell death. In this setting, several recent
reports have indicated that anticancer therapies induce

an immune response mimicking those induce by
pathogens.205-209 For example, DNA demethylating
agents, which kill cancer cells, induce the production
of double-stranded RNAs (derived in particular from
retrotransposon sequences), which triggers an immune
cell response and immunogenic cancer cell death.205-209

In addition, the cancer cell inflammatory microenvi-
ronment relies on the release or cellular secretion of
damage-associated molecular pattern molecules
(DAMPs) recognized by pattern recognition receptors
that initiate an immune and inflammation response, as
they do in the presence of pathogen-associated molec-
ular pattern molecules (PAMPs) deriving from micro-
organisms210,211 (Fig. 5B). While DAMP-mediated
mechanisms contribute to induce immunogenic cancer
cell death,207-211 they may also activate some of the
molecular tools that are normally dedicated to fight
against RNA or DNA from parasites. For example,
pathogenic infection-like microenvironment of cancer
cells may explain why these cells over-express several
DNA-editing enzymes. Indeed, the expression of these
enzymes is normally more or less restricted to immune
and sometimes to stem cells. However, many reports
have shown that the expression of DNA-editing
enzymes can be enhanced in various somatic cell types
by virus infection, by stresses and more importantly by
inflammation; this may explain why many cancer-
associated mutations are generated by (over)-expressed
DNA-editing enzymes.28-31,35-37,71,72,75,212-215

Extracellular RNAs: Recent discoveries have indi-
cated that cancer cells release RNAs within extracellu-
lar vesicles. It was believed that extracellular vesicles
allow cells to discard unwanted or damaged material
through their release to the extracellular environment.
However, extracellular vesicles also play a role in cellu-
lar communication.216-222 In this setting, much evi-
dence now shows that RNAs can be exchanged from

Figure 5. (see previous page) (A) Sustained stress situations trigger chromatin remodeling and the expression of retrotransposons,
increasing the transcriptome diversity by impacting for example on antisense transcription. Gene expression reprogramming induced
by sustained stresses and retrotransposons can lead to the expression of stem cell-restricted factors and Cancer/Testis Antigens (CTAs),
some of which participate in small RNA biogenesis pathways. Antisense transcription of coding genes and of pseudogenes combined
with the expression of small RNA biogenesis factors would contribute to the biogenesis of mRNA-derived small RNAs. (B) Tumor cells
are in an inflammatory microenvironment due to the release or cellular secretion of DAMP molecules from dead, dying, stressed, or
senescent cells. This inflammatory microenvironment mimics a virus infection, which triggers the cell-autonomous innate immune
response. (C) In a stressed cell (donor cell), endoribonucleases (e.g., RNase L, IRE1) cleave stress-associated mRNAs in stress granules or
on the endoplasmic reticulum. In the context of the tumor inflammatory microenvironment, mRNA fragments may trigger the cellular
innate immune response through the activation of receptors like RIG-I and may be released or secreted into the extracellular space by
multi-vesicular bodies (MVBs) and extracellular vesicles or by autophagy. A stressed “recipient cell” can capture extracellular RNAs, which
(in the context of the tumor inflammatory microenvironment) may be “mistaken” for virus RNAs. The confusion of captured exogenous
RNAs for virus RNAs (non-self RNAs), as well as endogenous antisense transcripts produced by the recipient cancer cell, could license
mRNA-derived small RNAs to target the corresponding genomic loci for editing.
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one cell to another through extracellular vesicles gen-
erated from multi-vesicular bodies and sharing fea-
tures with the assembly and release of virus
particles.216-222 The presence of RNA within these
vesicles is likely to rely on mRNA metabolism being
tightly connected to the endomembrane system.223,224

Meanwhile, mitochondria and stress granules can be
degraded and cleared by autophagy, which is a selec-
tive mechanism enhanced during stress situations
(e.g., induced by DAMPs) allowing to degrade specific
cytoplasmic contents.225,226 Autophagy occurs by de

novo formation of a double membrane that engulfs
cytoplasmic contents within autophagosomes. The
autophagosomes fuse with lysosomes and sometimes
with multivesicular bodies, which can lead to the
secretion of the autophagosome’s content.226,227

Therefore, several mechanisms contribute to the
secretion of RNAs into the extracellular space
(Fig. 5C). Remarkably, stresses induce cleavage of
mRNAs by endoribonucleases, some of those (e.g.,
RNase L and IRE1) are involved in production of
virus- and cellular-cleaved RNAs that are detected as

Figure 6. (A) Stressor can affect a nascent polypeptide chain and trigger translation inhibition, which can momentarily limit the synthe-
sis of proteins in an unfavorable local environment (“co-translational quality control,” “escape 1”). However, if the stress persists in induc-
ing, for example, an unfolded protein response (ER stress) and if translationally-stalled mRNAs accumulate, they may form stress
granules activating a cellular stress response that can collectively either alleviate the stress situation or induce cellular senescence or
apoptosis (“Cellular stress response,” “escape 2”). Sustained-stress situations within a cell population induce cell reprogramming (dedif-
ferentiation), leading in particular to retrotransposon expression and antisense transcription. In these conditions, stress-associated
mRNAs could be used as substrates to generate mRNA-derived small RNAs through either the “piRNA” or the “endo-siRNA” pathways.
Antisense small RNAs could trigger the degradation of the corresponding mRNAs, thereby providing a post-transcriptional adaptive reg-
ulatory loop for limiting the accumulation of translationally-stalled mRNAs (PTGS, “escape 3”). mRNA-derived small RNAs may also target
the corresponding genomic loci and induce chromatin and DNA modifications leading to transcriptional gene silencing, thereby provid-
ing a transcriptional adaptive regulatory loop for limiting the synthesis of stress-associated mRNAs (TGS, “escape 3”). In the context of
the virus infection-like microenvironment, which induces the expression of DNA metabolic enzymes that contributing to “genomic plas-
ticity,” including DNA-editing enzymes, small RNAs may increase the local mutational rate of the corresponding and targeted genomic
loci through different mechanisms, which would increase the probability of mutation appearance contributing to alleviate the stress sit-
uation (escape 4).
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“non-self” and activate antiviral cellular
response.104,129,130,228,229 It would therefore be inter-
esting to test whether stress-induced mRNA frag-
ments are secreted by cancer cells (as a result of
autophagy or within extracellular vesicles) and
whether they induce an immune response from neigh-
boring cancer cells that have the ability to incorporate
extracellular RNAs.230

In conclusion, cancer cells are within an inflamma-
tory environment that resembles a pathogenic infec-
tion-like microenvironment, which likely contributes to
activate antiviral host defense response205-209 and
molecular tools, including editing enzymes that are nor-
mally dedicated to mutate the genome of parasites but
that have been shown to be major mutators of the
genome of cancer cells. The unexpected release of
mRNA fragments into the extracellular space by cancer
cells could, within the cancer inflammatory environ-
ment, further mimic a virus infection as endoribonu-
cleases cleaving mRNAs in stress situations can also
cleave parasite RNAs and induce the biogenesis of
RNAs that activate antiviral cellular response. Virus-like
captured exogenous RNAs and antisense transcripts
produced by cancer cells may contribute to produce
small RNAs licensed to target genomic loci (Fig. 5C).
Conceptually, this RNA-dependent mechanism is sup-
ported by the recently proposed model where small
RNAs, including piRNAs and endo-siRNAs, play a gen-
eral role in “genome immunity” by recognizing, elimi-
nating, or mutating viruses and transposons that may
otherwise colonize the genome.161,231-236

Conclusion

Cancer cells live in a stressed microenvironment, partic-
ularly when they are exposed to anticancer treatments
aimed at killing cells. Several mechanisms exist that
allow cells to survive and adapt to stress situations. In
this context, the concept of a “continuous adaptation
spectrum” has recently been proposed, where organisms
adapt by progressing through the adaptation spectrum
as necessary starting with physiological changes (gene
expression) and epigenetic changes and ending with
structural re-arrangements of the genome (e.g., gene
copy number) and changes in DNA sequences.237

RNA’s many facets make it likely that small RNAs play
a role in this “continuous adaptation spectrum.”

During the translation of an mRNA, a perturbation
(or “local stressor”) affecting the nascent protein can

inhibit translation (Fig. 6). A “local stressor” is defined
as anything that can disturb events occurring during
the translation of an mRNA (Fig. S2). This could be
(i) a molecule that interferes directly with a nascent
protein target; (ii) a protein modification; (iii) a muta-
tion affecting the folding or activity of the protein
coded by the translated mRNA; (iv) a mutation affect-
ing a protein interacting with the nascent protein; and
(v) or the alteration of the concentration of a protein,
interacting with the nascent protein that is important
for its folding or its assembly within a complex. Mech-
anisms involving translation-inhibition of local stress-
associated mRNAs are part of the well-characterized
co-translational quality control process, which can
momentarily limit the synthesis of proteins in an
unfavorable local environment (Fig. 6, “escape 1”).
However, if the mRNAs encoding the stress targets
are continuously locally delivered and if the stress situ-
ation persists, translationally-stalled mRNAs may
aggregate and form stress granules activating survival
pathways (the well characterized so-called “cellular
stress response”). The cellular stress response, which
includes mRNA cleavage by endoribonucleases, either
alleviates the stress situation or induces cellular senes-
cence or apoptosis (Fig. 6, “escape 2”).

Within a population of cells exposed to the same
stress, the cellular microenvironment can become
overloaded with dying and senescent cells, which
can activate local inflammation. In addition, cellu-
lar reprogramming plays an important role within
a damaged tissue (i.e., the tumor exposed to killing
agents) as it allows some cells to express gene net-
works driving a potential adaptive phenotype (e.g.,
trans-differentiation); it also allows some cells to
de-differentiate and to provide new stem cells for
repopulation. Therefore, long-term stress exposure
of a cell population results in cell reprogramming
and expression of stem and germ cell-restricted fac-
tors, including retrotransposons and factors
involved in small RNA biogenesis. In this situation,
stressed-induced mRNA fragments may initiate the
production of mRNA-derived small RNAs, either
within the same cell or after being released and
captured by a neighboring cell.

Sense mRNA fragments combined with antisense
transcripts can trigger the production of sense and
anti-sense small RNAs (e.g., piRNAs and endo-siR-
NAs, Fig. 6, Figs. S5 and S6). Antisense small RNAs
could trigger the degradation of the corresponding
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mRNAs, therefore providing a post-transcriptional
adaptive regulatory loop (i.e., PTGS) for limiting the
accumulation of translationally-stalled mRNAs
(Fig. 6, “escape 3”). Both sense and antisense mRNA-
derived small RNAs may also target the corresponding
genomic loci and induce chromatin and DNA modifi-
cations leading to TGS, therefore providing a tran-
scriptional adaptive regulatory loop for limiting the
synthesis of stress-associated mRNAs (Fig. 6, “escape
3”). Small RNAs present on DNA may increase the
local mutational rate of the corresponding genomic
loci through direct or indirect mechanisms. Therefore,
they may increase the probability of generating muta-
tions that alleviate the stress (Fig. 6, “escape 4”).

In this scenario, RNAs allow a “continuous adapta-
tion spectrum” whose progression is driven by the sus-
tained stress situation. The proposed model relies on
the recently recognized “plasticity” of cancer cells that,
when exposed to sustained stress situations, adapt by
“reactivating” various pathways and retrotransposon
expression patterns that are normally restricted to stem
and/or germ cells. However, these reprogramming
events occur in a microenvironment that mimics viral
infection, which activates molecular tools involved in
cell immunity, including DNA-editing enzymes. The
combination of these processes may provide tumor cells
with the conditions for RNA-directed adaptive muta-
tions and cell-autonomous autoimmunity (Fig. S7).

Anticancer drug resistance has become a major
clinical and public health problem. Understanding the
molecular mechanisms behind the capability of cancer
cells to adapt to the tumor microenvironment and to
anticancer therapies, which are basically nothing other
than new stressful situations for the tumor cells, is a
major challenge toward the design of new therapeutic
strategies. There is an urgent need to develop “evolu-
tion-based methods” that take into account cancer cell
plasticity as recently proposed 7-11 and to develop
strategies restricting the genomic plasticity of cancer
cells.
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