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Abstract

The structure of a back propagation neural networkwas optimized by a particle swarm

optimization (PSO) algorithm, andabackpropagationneural networkmodel basedona

PSOalgorithmwas constructed. By comparisonwith a general backpropagationneural

network and logistic regression, the fitting performance and prediction performance

of the PSO algorithm is discussed. Furthermore, based on the back propagation neu-

ral network optimized by the PSO algorithm, the risk factors related to hypertension

were further explored through the mean influence value algorithm to construct a risk

prediction model. In the evaluation of the fitting effect, the root mean square error

and coefficient of determination of the back propagation neural network based on the

PSO algorithm were 0.09 and 0.29, respectively. In the comparison of prediction per-

formance, the accuracy, sensitivity, specificity, and area under the receiver operating

characteristic curve of the back propagation neural network based on PSO algorithm

were 85.38%, 43.90%, 96.66%, and 0.86, respectively. The results showed that the

backpropagation neural network optimized by PSO had the best fitting effect and

prediction performance. Meanwhile, the mean impact value algorithm could screen

out the risk factors related to hypertension and build a disease prediction model,
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which can provide clues for exploring the pathogenesis of hypertension and preventing

hypertension.
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1 INTRODUCTION

As one of the most common diseases in the world, hypertension and

its complications are the leading cause of death in the world, and it

is called the “silent killer”. Hypertension is a key factor determining

the degree of atherosclerosis, which increases the risk of cardiovas-

cular and cerebrovascular diseases, poses a great threat to the health

of the population, and seriously affects the quality of life of patients

with hypertension. Hypertension accounts for almost half of the mor-

bidity and mortality of cardiovascular diseases worldwide.1 With the

improvement of people’s living standards and changes in lifestyle, the

proportion of the global disease burden of hypertension continues to

rise. It is estimated that 1.6 billion adults in the world will suffer from

hypertension in2025.2 Thehighprevalence rate consumesmany finan-

cial and material resources, which challenges the management of the

health system and causes a large economic burden.3 Before the occur-

rence of hypertension, lifestyle and diet interventions to avoid or delay

the occurrence of the disease are the most effective and economi-

cal way to control the disease,4 but the factors affecting hypertension

have not been completely elucidated, and themeasures to prevent and

control hypertension have yet to be optimized. The disease predic-

tion model can help to identify the high-risk population of the disease

and screen out the main potential risk factors affecting the occur-

rence and development of the disease. Therefore, it is particularly

important to construct prediction models that can accurately identify

the potential risk factors, protective factors, and risk of hyperten-

sion, which will play a beneficial role in the prevention and control of

hypertension.

Todate,most disease riskmodels are basedon several risk factors to

predict the disease or through logistic regression or Cox proportional

hazards regression to further determine the risk factor category with

respect to the prescreened risk factors and establish amultivariate sta-

tistical model to better predict the risk of disease. However, it should

benoted that the collinearitybetween the influencing factors increases

thedifficulty ofmodel fitting and leads to someerrors in the application

of classical models, thus exposing certain limitations of the traditional

method. In the era of big data, artificial intelligence (AI) methods

such as machine learning algorithms that parse complex, multidimen-

sional, and multiscale data have been increasingly applied in disease

prediction and engineering. Machine learning algorithms can imitate

the human thinking process for knowledge learning and storage,5 and

have better accuracy and predictive ability than traditional regres-

sion models.6 A backpropagation (BP) neural network is a multilayer

feedforward neural network trained according to the error backprop-

agation algorithm, which is the most widely used artificial neural

network (ANN) at present. It has advantages unmatched by traditional

statistical methods in complex model fitting and distribution approxi-

mation and has great potential compared with other machine learning

test algorithms.7 The algorithm is currently widely used in clinical,

physicochemical, and engineering fields and has a certain promotion

ability and generalization ability. Weng coworkers used four machine

learning algorithms to predict the risk of cardiovascular events, and the
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results showed that the BP neural network has the highest sensitivity

rate and the best prediction performance.8 Ahmadi coworkers used a

variety of machine learning algorithms, including ANNs, to predict the

porosity and permeability of oil reservoirs. The results showed that the

difference between the model estimates and the actual data is very

small, indicating that the application of machine learning can make the

prediction results more reliable.9 Moosavi coworkers demonstrated

the excellent prediction performance ofANNs inCO2-foam flooding.10

Moreover, ANNs are also widely used in the prediction of the ther-

mal conductivity ratio of nanofluids andurbanplanning prediction.11,12

When the sample size is small, the BP neural network can always

show good performance, but when the sample set size increases, the

training time of the algorithm will become lengthy and the efficiency

will drop sharply.13 In addition, in the training of neural networks,

there may be defects such as local minima and slow convergence

rates caused by unsatisfactory network generalization, especially in

the process of fine-tuning the control parameter set weight and

deviation.14

In recent years, many scholars have adopted hybrid algorithms to

improve the parameters of BP neural networks, among which the par-

ticle swarm optimization (PSO) algorithm has been widely used. The

PSO algorithm is a method for optimizing continuous nonlinear func-

tions, by modifying adjustable parameters to make the error between

the predicted output and the expected output as small as possible.

Its advantage is that it can significantly improve the performance of

recognition tasks and optimize the structure of deep neural networks

without adjusting redundant parameters.15 In addition, the calculation

process of the BP neural network contains a certain degree of ran-

domness, which has poor restrictions on the objective function and

has the characteristics of strong local search ability and poor global

search ability. The PSO algorithm can find the optimal solution clos-

est to the global through cooperation and information sharing among

individuals in the group, with strong global search ability but poor

local search ability.16 Therefore, the construction of the combined

model is expected to overcome the limitations of each component.17,18

Ramezanizadeh coworkers predicted the dynamic viscosity of nanoflu-

ids basedon the least squares support vectormachinemodel optimized

by the PSOalgorithm, and found that themodel improved the accuracy

of predicting the dynamic viscosity of nanofluids.19 Ahmadi cowork-

ers used the PSO algorithm to optimize an ANN and compared it

with a traditional ANN. The results showed that the PSO algorithm

is effective in predicting reservoir permeability.20 Liu coworkers also

constructed a BP neural network model based on the PSO algorithm

for intelligent emergency risk avoidance of sudden financial disasters

and compared it with other algorithms. The results showed that the

hybrid PSO-BP algorithm is superior to other algorithms in simula-

tion andprediction.21 The above research showed the good application

prospects of the PSO algorithm, which provides the basis and ideas

for applying the PSO algorithm to the evaluation and prediction of

diseases.

Based on the above, this study attempted to complete the con-

struction of the hypertension risk model by constructing a BP neural

network optimized by PSO. Furthermore, themean impact value (MIV)

algorithm was used to screen the risk factors for hypertension in the

PSO-BP neural network model, and the risk factor analysis of hyper-

tension in the Guangdong region was completed, thereby providing

new insights into the prevention and control of the occurrence and

development of hypertension.

2 METHODS

2.1 Research object

This study was based on the monitoring data of chronic disease risk

factors in the Guangdong region from 2016 to 2018. The research

subjects were randomly sampled by cluster. After data cleaning, 3012

people (cross-sectional research subjects, including the normal pop-

ulation and hypertensive patients) were ultimately included. Patients

with hypertensionwere diagnosed using the 1999WorldHealthOrga-

nization (WHO) - International Society of Hypertension (ISH) criteria:

systolic blood pressure ≥ 140mmHg and/or diastolic blood pressure ≥

90mmHg.22

2.2 Data collection and pretreatment

By consulting the literature and combining the monitoring data of the

subjects (including the on-site questionnaire survey, physical exami-

nation, etc.), 17 independent variables (X1–X17) were preliminarily

screened out, including gender, age, educational status, occupation,

smoking, drinking, sleep duration, body mass index (BMI), heart rate,

blood glucose, hemoglobin, cholesterol, triglycerides, high-density

lipoprotein cholesterol, low-density lipoprotein cholesterol, daily salt

intake, anddaily oil intake, andwhile highbloodpressure statuswas the

dependent variable (Y). The data were sorted, abnormal values were

eliminated, and missing values were filled with mode (categorical vari-

ables) or mean (continuous variables). The data were normalized by

Min-Max normalization. In the process of model construction, 80% of

the sampleswere randomly selected as the training set to train the clas-

sification model, and 20% were selected as the test set for evaluating

the quality of the model. The number of hypertension and nonhyper-

tension cases in the training setwere 316 and 2094, respectively, while

in the test set, these values were 56 and 546, respectively. In the pro-

cess of neural network training, the training set was further divided

into three subsets, namely, the training set, validation set, and test set.

The training set was used to determine themodel parameters, the vali-

dation setwas used for the final optimization of themodel, and the test

set was used to test the generalization ability of the trainedmodel.

2.3 Establishment of the hypertension prediction
model

After preprocessing the data, a BP neural network was constructed by

MATLAB. The optimal weights and thresholds were assigned to the BP
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neural network by the PSO algorithm, and the BP neural network pre-

diction model optimized by PSO was constructed. The input vector of

the BP neural network was the 17 variables (X1–X7) initially screened,

and the output vector (Y) waswhether the patient had high blood pres-

sure. The PSO-BP neural network was consistent with the BP neural

network. The parameters of the BP neural network and PSO-BP neural

network are shown in Table S1. The construction of the logistic model

was completed through SPSS version 21.0.

2.4 Evaluation of prediction models

The rootmean squareerror andcoefficient of determinationwereused

to evaluate the fitting ability of the model. The accuracy, sensitivity,

specificity, and area under the receiver operating characteristic (ROC)

curve (AUC) were used to evaluate the prediction effect of themodel.

2.5 Screening of risk factors for hypertension

As one of the best indicators to evaluate the correlation of variables

in the neural network algorithm, the MIV algorithm does not change

the total information extracted from the network in the process of

variable screening, and can exclude the influence of variables with

interference in themodel. Moreover, theMIV algorithm can reflect the

matrix change of the weight of each variable in the neural network

and quantitatively evaluate the importance of the influence of inde-

pendent variables on the dependent variable to improve the analysis

effect of the model.23 Therefore, based on the PSO-BP neural net-

work, this study explored the risk factors related to hypertension in the

Guangdong region by the MIV algorithm and ultimately constructed a

hypertension risk predictionmodel.

2.6 Statistical analysis

The MATLAB version R2019b (mathematical software produced by

MathWorks in the United States) was used to complete the con-

struction of the BP neural network model, the optimization of the

BP neural network model by particle swarms, and the analysis of

data and screening of risk factors. Through SPSS version 21.0, binary

multivariate logistic regression analysis was used to complete the con-

structionof the logistic regressionmodel and the comparisonof related

models.

3 RESULTS

3.1 Baseline characteristics

In this study, 3012 participants were included at baseline. The total

prevalence of hypertension each year from 2016 to 2018 was 18%,

15.8%, and 18.6%, respectively (Table S2).

F IGURE 1 Mean square error curve of the BP neural network. BP,
backpropagation

3.2 BP neural network

3.2.1 Model training effect

(1) Effect of the BP neural network

In the model training process of the BP neural network, with the

gradual increase in the number of iterations, consisting of approxi-

mately 50 steps, the model prediction errors of the validation set and

the test set gradually tended towards stability, and the model predic-

tion error of the training set gradually decreased. In the green circle

in the figure (approximately four steps), although the model error of

the training set is relatively large, the model predictions for the valida-

tion set and test set are close to expectations, and the minimum mean

square error is 0.11156 (Figure 1).

(2) Effect of the BP neural network-training state

The BP neural network showed gradient descent in the training, the

learning rate was 0.0001, and the effective test times were 996 times

stopped, indicating that the error curve of the confirmed sample did

not decline for 996 consecutive iterations during the training process

of the network using the training samples (Figure S1).

(3) Effect of BP neural network-fitting ability

The correlation coefficient of the training set of the BP neural net-

work was 0.41866, the correlation coefficient of the validation set was

0.33997, the correlation coefficient of the test set was 0.39906, and

the total correlation coefficientwas 0.40259, indicating lowdegrees of

positive correlation. Moreover, the association line did not fall on the

diagonal, which comprehensively indicates that the fitting ability of the

BP neural network was relatively general, and there was no overfitting

phenomenon (Figure 2).
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F IGURE 2 Training regression of the BP neural network. BP,
backpropagation

F IGURE 3 Area under ROC curve of the BP neural network. BP,
backpropagation; ROC, receiver operating characteristic

3.2.2 Prediction performance of the BP neural
network

The AUC value of the BP neural network was 0.76103, which is in the

range of 0.7 to 0.85, indicating that the effect of the BP neural net-

work model was general (Figure 3). The comparison diagram of the

prediction effect of the BP neural network test set shows the pre-

diction category of the real category and the BP neural network for

the test set. The greater the overlap, the better the model effect was

(Figure S2). For the convenienceof analysis, themodel confusionmatri-

ces of the test set was counted (Table S3). In light of the fact that there

was no overfitting phenomenon in the BP neural network in this study,

the prediction evaluation was completed through the test set. In the

TABLE 1 Performance indicators of the threemodels

Model Accuracy Sensitivity Specificity AUC

BP neural

network

80.56% 13.82% 97.70% 0.76103

PSO-BP neural

network

85.38% 43.90% 96.66% 0.85815

Logistic

regression

55.81% 58.54% 55.11% 0.48749

Abbreviations: AUC, area under the curve; BP, backpropagation.

test set, 17 out of 28 positive cases (hypertension) were correctly pre-

dicted and 11 were misjudged, for a correct rate of 60.71%. Among

the 574 negative cases (nonhypertension), 468 were correctly pre-

dicted, and 106 were misjudged, for a correct rate of 81.53%. There-

fore, the overall accuracy of the training set prediction was 80.56%

(Table 1).

3.2.3 Risk factors for MIV assessment in the BP
neural network

The absolute value of MIV was greater than 0.002 as the screen-

ing limit, and the average value of multiple runs was taken. After

feature selection, the risk factors were ranked from heavy to light

according to the MIV weight. If the MIV value were positive, these

factors would be positively correlated with the dependent variable,

and the prevalence of hypertension would increase with an increase in

these influencing factors. If theMIV value were negative, these factors

would be negatively correlated with the dependent variable, and the

prevalence of hypertension would increase with a decrease in these

influencing factors. The results showed that factors positively associ-

ated with hypertension included low-density lipoprotein cholesterol,

cholesterol, triglycerides, daily oil intake, daily salt intake, smoking,

age, BMI, and drinking, and negatively associated factors included

sleep duration, heart rate, high-density lipoprotein cholesterol, and

hemoglobin (Table 2).

3.3 PSO-BP neural network

3.3.1 Model training effect

(1) Effect of the PSO-BP neural network

In the model-training process of the PSO-BP neural network, as the

number of iterations increased to the initial maximum iteration num-

ber of 5000 steps, themodel prediction errors of the validation set and

the test set gradually tended toward stability, and themodel prediction

error of the training set gradually decreased. At that time, the mini-

mum mean square error was 0.085778, indicating that the model no

longer showed evidence of overfitting or underfitting, and the model

reached the optimal level (Figure 4), but there are more iterations
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TABLE 2 MIV screening results in the BP neural network and PSO-BP neural network

BP neural network PSO-BP neural network

Numbers Variables MIV value Weight MIV value Weight

1 LDL-C 0.022848 0.16202 0.027307 0.069858

2 Cholesterol 0.0092056 0.10992 0.63461 0.61935

3 Sleep duration −0.010039 0.10027 −0.021362 0.072334

4 Triglycerides 0.0017972 0.079886 0.011243 0.030626

5 Daily oil intake 0.007317 0.078942 0.0036201 0.032021

6 Daily salt intake 0.0089765 0.074292 0.011187 0.029155

7 Smoking 0.0062768 0.060133 0.0058964 0.026019

8 Age 0.0072 0.053676 0.0062726 0.015869

9 BMI 0.0069582 0.052572 0.0036371 0.012329

10 Blood glucose −0.0012076 0.043836 0.00047164 0.01562

11 Heart rate −0.0053262 0.040962 −0.0015596 0.0052576

12 Gender 0.0011152 0.036111 −0.0054725 0.026225

13 HDL-C −0.0045044 0.033973 −0.0034072 0.014852

14 Drinking 0.0034115 0.028692 0.0026665 0.0085437

15 Hemoglobin −0.0028802 0.021162 −0.0052897 0.013865

16 Occupation −0.0010221 0.018237 −0.0015046 0.0053823

17 Educational status −0.000166 0.0053088 −0.−0.00060963 0.0026992

Abbreviations: BMI, body mass index; BP, backpropagation; HDL-C, high-density lipoprotein cholesterol, LDL-C, low-density lipoprotein cholesterol, MIV,

mean impact value; PSO, particle swarm optimization.

F IGURE 4 Mean square error curve of the PSO-BP neural
network. BP, backpropagation; PSO, particle swarm optimization

and long training times. In addition, with the gradual increase of the

number of iterations, the overall trend of fitness gradually decreased.

Fitness is used to describe the model error; the smaller the fitness is,

the smaller themodel error. After the fifth iteration, the current fitness

and global fitness of themodel begin to unify, and the error converged.

After the number of iterations reached 10, the minimum fitness was

F IGURE 5 Fitness curve of the PSO-BP neural network. BP,
backpropagation; PSO, particle swarm optimization

approximately 0.104, and the optimal solution under this parameter

was obtained (Figure 5).

(2) Effect of PSO-BP neural network-training status

The PSO-BP neural network showed gradient descent during train-

ing. Compared with the gradient descent curve of the BP neural
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F IGURE 6 Training regression of the PSO-BP neural network. BP,
backpropagation; PSO, particle swarm optimization

network, the descent curve of the PSO-BP neural network had less

fluctuation. The learning rate was 0.0001, and the effective test times

were 0 times stopped, indicating that in the process of training the net-

work using the training samples, the error curve of the confirmation

sample did not decrease at the beginning and stayed relatively stable

(Figure S3).

(3) Effect of PSO-BP neural network-fitting ability

The correlation coefficient of the PSO-BP neural network was

0.53627, indicating that the degree of correlation was moderately

positive (Figure 6).

3.3.2 Prediction performance of the PSO-BP
neural network

The AUC value of the PSO-BP neural network was 0.85815, which is in

the range of 0.85 to 0.95, indicating that the BP neural network model

had a good effect (Figure 7). The comparison diagram of the prediction

effect of the PSO-BP neural network test set showed the prediction

category of the real category and the PSO-BP neural network for the

test set (Figure S4). At the same time, the model confusion matrices of

the training set and the test setwere also counted (Table S3). In the test

set, 49 of the 63positive cases (hypertension)were correctly predicted

and 14 were misjudged, for a correct rate of 76.56%. Among the 539

negative cases (nonhypertension), 465 were correctly predicted, and

74 were misjudged, for a correct rate of 86.27%. Therefore, the over-

all accuracy of predictions on the test set was 85.38%. According to

the AUC value, accuracy, sensitivity, and specificity of the PSO-BP neu-

F IGURE 7 Area under ROC curve of the PSO-BP neural network.
BP, backpropagation. PSO, particle swarm optimization; ROC, receiver
operating characteristic

ral network model, it could be shown that the prediction effect of this

model was better (Table 1).

3.3.3 Risk factors for MIV assessment in the
PSO-BP neural network

The factors positively related to hypertension included cholesterol,

low-density lipoprotein cholesterol, daily oil intake, triglycerides, daily

salt intake, smoking, age, BMI and drinking. The factors negatively

related to hypertension included sleep duration, high-density lipopro-

tein cholesterol and hemoglobin (Table 2).

3.4 Logistic regression model

(1) Establishment of the risk predictionmodel

Consistent with the neural network, this study took 17 variables as

independent variables and high blood pressure status as the depen-

dent variable to establish a logistic regression model through SPSS

software, and 17 variables were entered into the MATLAB training

set to evaluate the prediction performance of the logistic regression

(Table S4).

(2) Logistic regression prediction and evaluation

The AUC value of the logistic regression model was 0.48749,

which was less than 0.5, so it was inferred that the model had worse

predictive performance than random guessing and thus had no pre-

dictive value (Figure 8). At the same time, the comparison chart of

the prediction effect of the logistic regression model for the test set

was obtained (Figure S5), and the model confusion matrices of the
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F IGURE 8 Area under ROC curve of the logistic regression. ROC,
receiver operating characteristic

training set and the test set were counted (Table S3). In the test set,

72 of 287 positive cases (hypertension) were correctly predicted, and

five weremisjudged, for a correct rate of 25.08%. Among 315 negative

cases (nonhypertension), 51 were correctly predicted, and 264 cases

were misjudged, for a correct rate of 16.19%. Therefore, the overall

accuracy of the training set prediction was 55.81%. According to the

AUC value, accuracy, sensitivity and specificity of the logistic regres-

sion model, it could be shown that the prediction effect of this model

was not satisfactory (Table 1).

4 DISCUSSION

As a common disease in the population, hypertension is an impor-

tant risk factor for cardiovascular and cerebrovascular diseases such

as heart failure, coronary heart disease, aortic dissection, and stroke,

which have a great impact on the health of the population. With

the increasing proportion of patients diagnosed with this condition,

the disease burden caused by hypertension has also been increasing

year by year. Due to the interaction and multicollinearity between

the risk factors affecting the incidence of hypertension, there will be

errors in the fitting of traditionalmodels, while emergingmachine algo-

rithm research can provide more possibilities for the prevention and

treatment of the disease. The BP neural network has great potential

in research in the medical field, and its prediction and risk assess-

ment performance can be further improved by optimizing the neural

network, which has certain research significance.

4.1 Construction and comparison of neural
network models

In this study, the neural network prediction model of hypertension

was constructed based on the monitoring data of chronic disease risk

factors, and the PSO algorithm was further used to complete the opti-

mization of the neural network. Considering that the excessive number

of neurons in the input layer will have higher requirements with regard

to sample size, this study preliminarily screened out the independent

variables by referring to the literature and combining them with the

existing content of monitoring data and constructed a neural network

model with hypertension as the dependent variable. To prevent model

overfitting and ensure the accuracy of testing, this study divided the

dataset into a training set and testing set at a ratio of 4:1. The estab-

lishment of a neural network is flexible, and there is no unified value of

functions andparameters in theestablishmentprocess. By comparison,

the results showed that the performances of the BP neural network

and the BP neural network optimized by PSO are different in the pro-

cess of modeling than they are after modeling. Therefore, after many

raining iterations, the BP neural network and the PSO-BP neural net-

work were selected as the best prediction indicators for horizontal

comparison.

In the construction model, the iteration times and running time of

the BP neural network and the PSO-BP neural network were quite

different. The BP neural network iterated 4 times and ran for approxi-

mately 10 s to achieve the best performance, while the PSO-BP neural

network needed to iterate the maximum number of times initially set

to achieve the best performance, and its running time is approximately

500 s. Cao coworkers also believed that although the PSO-BP neu-

ral network algorithm improves the performance of the traditional BP

neural network algorithm, as the data size increases, the training time

of theBPneural network increases aswell, eventually raising efficiency

issues.13 However, Zhang Yijun’s research showed that the optimiza-

tion algorithm will lead to a shorter modeling time,24 which contrasts

with the findings from this study. This may be because when the two

algorithms are combined to achieve local and global optimization,more

iterations and running time are required tomake themodel reach opti-

mal performance. In addition, the error of the PSO-BP neural network

converged at the 10th iteration to obtain the optimal solution of this

parameter, but it needed 5000 iterations to obtain the lowest root

mean square error after combination, which comprehensively verifies

that the PSO-BP neural networkmay have poor local search ability and

needmore iterations.

In the performance comparison of the training set of the model, the

rootmean squareerror of theBPneural networkwas0.34, and the root

mean square error of the PSO-BP neural network was smaller at 0.09.

This result is consistent with the research results of most scholars. Li

coworkers used the logarithmic distance lossmodel, the BP neural net-

work, and the PSO-BP neural network to train the Bluetooth received

signal strength indicationdistancemodel, and their results showed that

the PSO-BP neural network had the lowest error rate, which was only

0.25, andhad good robustness.25 The research results of Liu coworkers

also showed that after optimizing the BP neural network through PSO,

the root mean square error of the model was reduced from 0.629 to

0.210, which significantly improved the prediction performance of the

model.26 In evaluating the performance ability of network fitting, the

total coefficients of determination of the BP neural network and the

PSO-BP neural network were 0.16 and 0.29, respectively. Compared
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with the BP neural network, the coefficient of determination of the

PSO-BP neural network was closer to 1, indicating that the dataset of

the PSO-BP model is more related to the real category. Jiang cowork-

ers used a genetic algorithm, ant colony algorithm and PSO to optimize

a BP neural network in the study of predicting fatty acid content in the

flour storage process, and the results showed that the PSO-BP neu-

ral network model had the highest coefficient of determination and

the best optimization effect.27 Moreover, the research results of this

paperwere also consistentwith Liu coworkers’s conclusion aboutusing

the PSO-BP neural network to predict wind turbine blades, that is,

the PSO-BP neural network has small error and higher fitting ability.28

Through the comparison of root mean square error and the coeffi-

cient of determination, it can be concluded that the PSO-BP has better

nonlinear fitting ability. In addition, the gradient descent curve of the

PSO-BP neural network is more stable than that of the BP neural net-

work, which also proves that the PSO-BP neural network has better

stability.

In the comparison of prediction performance, the data for each

model did not change much across multiple runs. Compared with the

logistic model, the BP neural network and the PSO-BP neural network

showed significant improvements in accuracy, specificity and the AUC

value, which indicates that compared with the traditional model, the

neural network has better prediction accuracy. In the comparison of

neural network algorithms, it was found that the accuracy, sensitiv-

ity and the AUC value of the prediction model were improved after

the optimization of the PSO algorithm, which comprehensively shows

that the prediction performance and diagnosis performance of the

PSO-BP neural network are the best. This result is consistent with the

prediction performance comparison between neural networks and tra-

ditional models that are mostly discussed at present. Xin coworkers

constructed a BP neural network optimized by the PSO algorithm to

identify the surface texture roughness of an object. The results showed

that the model has higher convergence accuracy than the BP neu-

ral network, and the accuracy of identifying samples reached 98%.29

Afrakhteh coworkers applied the PSO algorithm to optimize the mul-

tilayer perceptron neural network, and the results showed that the

accuracy of the optimized model increased from 89.36% to 97.66%.30

Suganthi coworkers used a multilayer back propagation neural net-

work combining ant colony optimization and PSO to classify tumors.

The results showed that the accuracyof the systemreached99.5%, and

the AUC value was the highest compared with other models.31 How-

ever, it is undeniable that, different from other studies, the sensitivity

of the neural network in this study decreased, indicating that the diag-

nostic ability of the neural network constructed in this study decreased

whenpredicting the risk of hypertension. In summary, for diseases such

as hypertension, which have many causative factors that may inter-

act with each other, the neural network model has better adaptability

and fitting effect. Although the modeling time of PSO-BP is prolonged,

its error is smaller, the degree of correlation is higher, the nonlinear

fitting ability is better and the prediction performance is better, indi-

cating that the performance of theBPneural network is improved after

optimization, and the PSO-BP neural network can be better applied to

hypertension risk research.

4.2 Comparison of MIV algorithm screening

The MIV algorithm was used to screen the risk factors for hyperten-

sion in the Guangdong region. The greater the absolute value of the

MIV value, the greater the influence of the influencing factors on the

prevalence of hypertensionwas, and the greater theweight of theMIV,

the higher the influence ranking of this factor was. However, there is

no unified standard for how much the MIV value can be considered

an influencing factor. By reviewing the literature and combining pro-

fessional knowledge and comparative prior knowledge, we determined

that when the absolute value of the MIV in this study was greater

than 0.002, it could be considered as the influencing factor of hyper-

tension in this region, and ranked the influencing factors according to

the weight of the MIV. The comparison found that in the BP neural

network and the PSO-BP neural network models, the risk factors for

hypertension obtained by the MIV algorithm analysis were different,

and the risk factorweights also changed, indicating that algorithmopti-

mization will produce differences in the establishment of prediction

models. It is worth noting that compared with the logistic regression

model, the factors screened out by the MIV algorithm in the neural

network were different. The BP neural network screened more fac-

tors, such as hemoglobin, sleep duration, daily oil intake, daily salt

intake and drinking than the logistic regression model, while the PSO-

BP neural network screened more risk factors such as hemoglobin,

sleepduration, daily oil intake, triglycerides, daily salt intake, anddrink-

ing. Furthermore, educational level was not screened out in the neural

network. Some scholars have applied the BP neural network to the

study of metabolic diseases and have screened risk factors with the

MIV algorithm. Their results showed that the risk factors screened

with the MIV algorithm were two greater in number than in the logis-

tic regression model,32 a finding similar to what was reported this

study, which showed that the MIV algorithm based on the neural net-

work was applied to the analysis of the risk factors for hypertension,

and there would also be differences in the screening results. After a

comprehensive comparison of fitting performance and prediction per-

formance, the results showed that the PSO-BP neural network had the

best performance. Therefore, this study ultimately selected the PSO-

BP neural network as the preferred prediction model of hypertension

in the Guangdong region.

4.3 Risk factors and prevention and control
suggestions

Studies have shown that cardiovascular-related risk factors are dif-

fer between elderly and the young.33 In this study, age was a positive

risk factor for hypertension, and its risk increased with age. Gender

was also included as a risk factor, and the results showed a sta-

tistically significant gender difference, with women having a lower

incidence than men. In Tao Hong’s study on the hypertensive popu-

lation, the incidence of hypertension in women was also lower than

that in men, which may be related to the fact that women pay better

attention to hypertension and complywith hypertension-management
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recommendations than men and are better able to adhere to a healthy

lifestyle.34 Therefore, the prevention and control work in this region

can consider taking targeted measures to different groups of peo-

ple to improve the effectiveness and attention-grabbing quality of

publicity.

An increasing number of studies have shown that the prevalence

of hypertension in the dyslipidemia population is higher than that in

normal people.35 The model screening results of this study showed

that cholesterol was the primary positive risk factor in this region, and

the risk of hypertension increased with increasing cholesterol. Fur-

thermore, the risk of hypertension increased with the increase in low-

density lipoprotein cholesterol and triglycerides, and increased with

the decrease in high-density lipoprotein cholesterol and hemoglobin.

The findings of this study are consistent with multiple studies showing

that cholesterol, low-density lipoprotein cholesterol, and triglycerides

are associated with an increased risk of hypertension, while high-

density lipoprotein cholesterol has cardiovascular benefits.36,37 At the

same time, decreased hemoglobin usually indicates a relatively poor

health status of the human body, which may lead to hypertension.38

In addition, studies have shown that the incidence of dyslipidemia

can be effectively reduced by controlling body weight, blood glucose,

blood pressure and the consumption of meat products.39 In conclu-

sion, measures such as lifestyle change and drug intervention can

be considered to reduce the occurrence of dyslipidemia to reduce

the incidence of hypertension. The relationship between this risk fac-

tor and hypertension has received more attention from researchers

in recent years,40 and studies have suggested that adequate sleep

time is conducive to the control of blood pressure,41 which is further

supported by this study. Moreover, daily oil intake, daily salt intake,

smoking, BMI and drinking are factors positively related to hyper-

tension, and the risk of hypertension increases with age. These risk

factors also overlap with the risk factors proposed in the guidelines

for the prevention and control of hypertension in China.42 Therefore,

from the perspective of social prevention and control, health edu-

cation can be carried out in this region to guide people to choose

the right lifestyle to prevent the incidence of hypertension, including

promoting a healthy diet, such as one low in salt and oil,43 and advo-

cating that people reduce the proportion of high cholesterol foods

in their daily diets. In addition, the industry can be pushed in the

direction of minding people’s health, such as opening food counters,

setting upper limits on oil and salt content in finished or semifin-

ished products, and encouraging the development of corresponding

health industries, such as fitness and yoga. On the other hand, from

the perspective of individual prevention, it is necessary to reduce the

frequency of staying up late, develop good work and rest habits, and

actively carry out healthy diet strategies to control the amount of salt

and oil intake in daily life. At the same time, smoking should be con-

trolled or the smoking environment should be avoided, drinking should

be limited, and the body mass index should be kept within a healthy

range. The current study has certain limitations. The data of this study

are the integration of surveillance data of chronic diseases and their

risk factors in the same area for three years, which may introduce

some uncertainty to our results due to inconsistent data-collection

dates.

5 CONCLUSION

In this study, the BP neural network, the PSO-BP neural network

and the logistic regression model were constructed and compared.

The results showed that the PSO-BP neural network had the best

performance. Furthermore, the MIV algorithm was used to screen

hypertension-related risk factors and construct a disease prediction

model to provide suggestions for the prevention and control of hyper-

tension. In addition, due to the good prediction ability of the PSO-BP

neural network model, it can be extrapolated to other diseases in

the future. At the same time, the field should also consider combin-

ing BP neural networks with more optimization algorithms and other

algorithms to be used in the research of disease risk predictionmodels.
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