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1  |  INTRODUC TION

The application of machine learning (ML) algorithms in the manage-
ment of data are transforming the landscape of different scientific 

fields, including clinical medicine.1 ML has the potential to radically 
change the way we practice cardiovascular medicine by providing 
new tools for interpreting data and making clinical decisions. While 
still a new player in cardiology, ML has already made its mark in 
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Abstract
Cardiac remodeling is recognized as an important aspect of cardiovascular disease 
(CVD) progression. Machine learning (ML) techniques were applied to basic clinical 
parameters and electrocardiographic features, in order to detect abnormal left ven-
tricular geometry (LVG) even before the onset of left ventricular hypertrophy (LVH), 
in a population without established CVD. The authors enrolled 528 patients with and 
without essential hypertension, but no other indications of CVD. All patients under-
went a full echocardiographic evaluation and were classified into 3 groups; normal 
geometry (NG), concentric remodeling without LVH (CR), and LVH. Abnormal LVG 
was identified as increased relative wall thickness (RWT) and/or left ventricular mass 
index (LVMi). The authors trained supervised ML models to classify patients with ab-
normal LVG and calculated SHAP values to perform feature importance and interac-
tion analysis. Hypertension, age, body mass index over the Sokolow-Lyon voltage, 
QRS-T angle, and QTc duration were some of the most important features. Our model 
was able to distinguish NG from CR+LVH combined, with 87% accuracy on an unseen 
test set, 75% specificity, 97% sensitivity, and area under the receiver operating curve 
(AUC/ROC) equal to 0.91. The authors also trained our model to classify NG and CR 
(NG + CR) against those with LVH, with 89% test set accuracy, 93% specificity, 67% 
sensitivity, and an AUC/ROC value of 0.89, for a 0.4 decision threshold. Our ML al-
gorithm effectively detects abnormal LVG even at early stages. Innovative solutions 
are needed to improve risk stratification of patients without established CVD, and ML 
may enable progress in this direction.
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clinical diagnostics2,3 and research,4,5 and continues to evolve rap-
idly. Physicians can leverage ML to make more accurate and prompt 
diagnoses, identify hidden opportunities to improve patient man-
agement, and avoid unnecessary spending.

Cardiac remodeling is an important aspect of cardiovascular dis-
ease (CVD) progression and is therefore emerging as a significant ther-
apeutic target.6-9 More specifically, arterial hypertension is associated 
with cardiac geometric adaptations that are matched to systemic 
hemodynamics and ventricular load, and have important prognostic 
implications.6-9 Abnormal left ventricular geometry (LVG) in hyperten-
sives is frequently associated with diastolic dysfunction, and left ven-
tricular hypertrophy (LVH) is a major adverse prognostic risk factor for 
cardiovascular events.10-12 The electrocardiogram (ECG), one of the 
most widely used diagnostic tools, is of paramount importance in the 
initial evaluation of a patient suspected to have a cardiovascular pa-
thology. Nevertheless, the ECG is not a sensitive method for detecting 
LVH, and as far as we know, it cannot detect changes of LVG at early 
stages, especially before LVH is present. Notably, although the most 
commonly used ECG criteria demonstrate relatively high specificity, 
their sensitivity for the detection of LVH is low, approximately 30%13 
and in some studies, it is low as 6.9%.14 For that reason, and given the 
importance of abnormal LVG, the echocardiogram is suggested as an 
additional diagnostic evaluation to hypertensive patients, according 
to the latest European guidelines for arterial hypertension.15

The digital interpretation of ECG via computational methods and 
ML applications allows us to extract information that is not easily 
and directly detected by the human eye, especially within a busy 
clinical setting. On the other hand, echocardiography is a more sen-
sitive approach for the detection of cardiac morphologic changes 
mediated by arterial hypertension, also more valuable for cardiovas-
cular risk assessment. Nonetheless, it is debated whether echocardi-
ography should be part of the diagnostic workup for all hypertensive 
patients, and its routine use in hypertensives is not endorsed by 
some hypertension societies.16 It would therefore be ideal to expand 
the diagnostic capabilities of ECG in detecting hypertensive patients 
with left ventricular remodeling and LVH and refer them for further 
echocardiographic evaluation.

This study was designed to test the hypothesis that a 12-lead 
ECG, a routine and inexpensive screening procedure, can provide 
further accuracy in detecting abnormal LVG, using ML methods, 
even at the early stages before the onset of LVH, in a population 
without established CVD. We also seek to understand which fea-
tures contribute to the ML model's decisions, by calculating global 
feature importance and feature interactions.

2  |  METHODS

2.1  |  Study population

We carried out a cross-sectional single-center study from November 
2019 to September 2020. We enrolled 528 consecutive patients, 
aged 30 years or older, with and without essential hypertension, but 

no indications of CVD. The diagnosis of hypertension was based on 
the recommendations of the European Society of Hypertension/
European Society of Cardiology.15

Patients with any of the following characteristics were excluded: 
pregnant or lactating women; secondary hypertension; tachy- or 
bradyarrhythmia; permanent atrial fibrillation; RBBB, LBBB or other 
conduction abnormalities of ECG; coronary artery disease, moder-
ate or severe valvular heart disease, cardiomyopathy, cerebrovas-
cular, liver or renal disease; history of acute coronary syndrome 
or myocarditis; ejection fraction <55%; history of drug or alcohol 
abuse; any chronic inflammatory or other infectious disease during 
the last 6 months; and thyroid gland disease. Vascular or neoplastic 
conditions were also ruled out. Weight and height were measured; 
using the World Health Organization (WHO) classification of body 
mass index (BMI), the individuals were classified into three groups: 
normal weight (18.5–24.9 kg/m2), overweight (25–29.9 kg/m2), and 
obese (≥30 kg/m2).

Functional tests for myocardial ischemia, coronary computed 
tomography angiography, or invasive coronary angiography were 
performed according to physician's judgment, in order to exclude 
coronary artery disease. The study was conducted in accordance 
with the Declaration of Helsinki, the protocol was approved by the 
Hospital Ethics Committee, and patients gave written informed con-
sent to their participation in the study.

2.2  |  Echocardiography

A full echocardiographic study was blindly performed in all patients 
using a Vivid 7 (General Electric) ultrasound device according to the rec-
ommendations of the European Association of Cardiovascular Imaging 
and the American Society of Echocardiography16,17 by two experi-
enced echocardiographists. Abnormal LVG was identified as increased 
relative wall thickness (RWT) and/or left ventricular mass index (LVMi). 
Left ventricular hypertrophy was considered present if the LVMi was 
≥115 g/m2 and 95 g/m2 for males and females,  respectively. Relative 
wall thickness was defined as 2×PWT/LVIDd (LVIDd—left ventricular 
internal diastolic dimension, PWT—posterior wall thickness) using 2D 
measurements.17 Normal RWT was defined as <0.43.15

Patients were classified into 3 groups based on LVMi and RWT 
as follows: (a) NG, normal geometry, defined as normal LVMi and 
normal RWT, (b) CR, concentric remodeling, defined as normal LVMi 
and increased RWT, and (c) LVH, concentric hypertrophy or eccen-
tric hypertrophy, defined as increased LVMi.

2.3  |  Electrocardiography

A 12-lead ECG in the resting position with 10-sec duration was per-
formed on each patient using a digital 6-Channel machine (Biocare 
iE 6) at the same visit with the echocardiographic study and was 
stored in XML format. Automated measurements were extracted 
from the digital files, using the Biocare software-included package. 
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These measurements were based on representative complexes of 
1 s duration for each lead, produced by averaging over 10 s, and 
were verified and adjusted where needed. Using these representa-
tive complexes, additional measurements of amplitude and duration 
were obtained by our custom-made code written in Python,18 thus 
producing new features, explained below.

2.4  |  Feature engineering

Our Python code extracted additional ECG waveform measure-
ments from the 1 s representative complex for each lead produced 

by the electrocardiograph. With the aid of automated measure-
ments provided by the machine, we calculated several other predic-
tors (features) such as areas under curves, slopes, and peak heights 
of curves (Table 1).19

2.5  |  Feature selection

We performed feature selection to reduce the dimensionality of our 
space by eliminating irrelevant features, and by correcting for high 
correlation among some of the features, as assessed by Pearson's 
correlation test. Keeping only one of two correlated features retains 

TA B L E  1  Clinical, anthropometric, and ECG data (features) used as inputs to the machine learning (ML) model

Feature Description, Units/Classes Range Mean/Mode

Sex Male/Female 2 F

Age Age, years 31–90 61.5

Hypertension History of hypertension* 2 1

BMI group Body mass index class** 3 3

Height Height, cm 137.0–194.0 165

BSA Body surface area, m2 1.3–2.8 1.93

P duration P wave duration, ms 0.0–154.0 113

QRS duration QRS interval duration, ms 68.0–138.0 92.7

QTc duration QT-interval corrected for heart rate***, ms 368.0–510.0 422

ST duration ST segment duration, ms 0.0–277.0 112

S amplitude (V1) S wave amplitude in V1, mV 0.0–1.9 0.732

SL Sokolow-Lyon voltage, mV 0.5–4.5 1.93

R amplitude max Tallest R wave in limb leads, mV 0.3–1.9 0.903

BMI/SL BMI divided by SL voltage, kg/m2mV 6.0–73.8 17.4

ID (V5) Intrinsicoid deflection in V5, ms 24.0–57.0 39.5

Area R (aVF) Area under R wave in aVF, ms·mv 0.0–21.3 3.46

Area S (V1) Area under S wave in V1, ms·mv 0.0–62.2 17.3

Area QRS (V5) Area under QRS interval in V5, ms·mv 11.0–80.2 33.7

Area QRS (12) Total area in all leads (sum), ms·mv 137.5–672.9 285

R amplitude (V2) R wave amplitude in V2, mV 0.0–2.0 0.41

Cornell product [R(aVL)+S(V3)]xQRS duration, ms·mv 3.6–243.8 52.6

S amplitude (V2) S wave amplitude in V2, mV 0.1–2.3 0.784

S amplitude (V5) S wave amplitude in V5, mV 0.0–1.3 0.381

QRS-T angle Planar Frontal QRS-T angle, degrees 0.0–176.0 33.3

QRS axis front QRS axis front, degrees −77.0–97.0 15.6

T axis front T axis front, degrees −59.0–258.0 39.8

T amplitude (aVL) T wave amplitude in aVL, mV −0.3–0.3 0.0815

T amplitude (V2) T wave amplitude in V2, mV −0.3–1.2 0.253

J point (V5) J point deflection, mV −0.2–0.1 −0.0422

R-S vector ratio R-S vector ratio V5/V2 0.0–118.0 5.41

S amplitude (V3) S wave amplitude in V3, mV 0.1–2.7 0.828

Cornell sum R (aVL) + S (V3), mV 0.2–3.8 1.39

*0 = no history of hypertension, 1 = history of hypertension 
**Classes are: normal weight, overweight, obese 
***Calculated using the Bazett formula: QTc =

QT
√

RR
, where QTc (ms), QT (ms), 

√

RR (unitless) 
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all the information, while providing a clearer picture of the remaining 
feature's contribution; a Pearson coefficient >0.90 was our thresh-
old for removal. Our model was trained on 32 features out of an 
initial set of 60 (Table 1).

2.6  |  Datasets

The original dataset was split into a test set (80%) and a test set 
(20%). The test set consisted of data the model had not seen during 
training and was used exclusively for performance evaluation of the 
final model. Reported metrics are on the test set.

2.7  |  ML modeling for classification

Reservoir and ensemble ML methods have been applied success-
fully to a variety of complex physical systems.20,21 A random for-
est (RF)22 is an ensemble-based supervised ML algorithm consisting 
of a collection of de-correlated decision trees.23 Each decision tree 
performs a series of binary decisions, that is, splits, by selecting a 
subgroup of input features (such as age, QTc duration, BMI class), 
effectively trying out different feature order and feature combina-
tions. Each tree gives an estimate of the probability of the class label, 
the probabilities are subsequently aggregated from all the trees in 
the RF, and the highest one yields the predicted class label. The 
RFs are good predictors even with smaller datasets, due to a tech-
nique called bootstrap aggregating, or bagging. Bagging trains mul-
tiple trees on overlapping, randomly selected subsets of the data. 
In order to model the RF, we used scikit-learn,24 an open-source 
Python package for ML. For hyperparameter tuning, we used cross-
validation with grid search, an approach that attempts to overcome 
the problem of overfitting the training data. Finally, for model se-
lection, that is, choosing the number of trees, we used its internal 
out-of-bag (oob) validation procedure and plotted the oob error for 
a wide range of tree number values. While training the model, we 
optimized model parameters by minimizing the RF’s built-in out-of-
bag error estimate; the latter is almost identical to that obtained by 
N-fold cross-validation.23 This technique enables RFs to be trained 
and cross-validated in one pass. We ended up choosing the highest 
number of trees, a procedure stated by some researchers as the best 
approach.25 Stratification for sex, NG class, CR+LVH class, and BMI 
class, done while splitting, provided train and test sets with the same 
proportions of these features as the original dataset. Reported per-
formance results are on the test set. Feature importance graphs are 
on the test set, as using the train set inflates the importance of some 
features that might not be as important in predicting the outcome.

2.8  |  Feature Importance

Explaining predictions from tree models is always desired and is 
particularly important in medical applications, where the patterns 

uncovered by a model are often more important than the model's 
prediction performance. Scikit-learn's tree ensemble implementa-
tion allows for the computing of measures of feature importance. 
These measures aspire to provide insight into which features drive 
the model's prediction. Mean Decrease in Impurity (MDI), an ap-
proach popular among medical researchers, calculates each feature 
importance as the sum over the number of splits (across all trees). 
It was shown that the impurity-based feature importance can in-
flate the role of numerical features and bias the contribution of 
categorical, low cardinality ones.26 Furthermore, the importance is 
computed on the training set statistics and thus does not reflect the 
usefulness of the feature in predictions that generalize to the test 
set. A better method is Permutation Importance, which randomly 
shuffles a feature and calculates the error after running the model; 
if the error increases, then that feature is deemed important. We go 
one step further and calculate a recent feature importance metric 
called SHAP (SHapley Additive exPlanations),27,28 a game theoretic 
approach to explain the output of any ML model. SHAP connects 
optimal credit allocation with local explanations, using the clas-
sic Shapley values from game theory and their related extensions. 
Visualizing feature importance using SHAP values is thought to 
be more accurate for global and local feature importance; we note 
that the importance was calculated on each feature instead for all 
of them. The SHAP values have already been used in the medical 
literature.29

3  |  RESULTS

After careful screening of 903 hypertensive and normotensive 
healthy individuals, we enrolled 528 consecutive patients >30 years 
of age, with and without essential hypertension, and no indications 
of CVD. Of the chosen patients, 296 (56.0%) were female, 232 (44%) 
were male, whereas 375 (71.0%) were hypertensive. Table 2 shows 
the general clinical and echocardiographic characteristics of the en-
rolled participants. The mean age was 62.3 ± 11.9 years for women 
and 60.5 ± 12.4 years for men. Based on BMI, 242 (45.7%) were 
obese, 212 (40.2%) were overweight, and 74 (13.9%) were within 
normal range. CR was present in 197 participants (37.3%), LVH was 
present in 89 (16.8%), while 242 (45.8%) had NG. Figure 1 shows the 
box plots for four features and their distributions among the three 
categories: NG, CR, and LVH. Figure 1D indicates a tendency of 
BMI/SL to discriminate the NG class from the other two. Figure 2 in-
dicates the distribution of patients according to sex, LVMi, and RWT. 
One of the major characteristics of our population is that although a 
large proportion had abnormal LVG, only a minority had LVH.

3.1  |  ML model

Through training on a set of features, an ML classifier's goal is to as-
sign each individual (observation) to one of various classes (response 
variable). We tried combinations of response variables and used 
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accuracy, sensitivity, specificity, area under the receiver operating 
characteristic curve (AUC/ROC), and area under the precision-recall 
curve (AUC/PR), for evaluating the performance of our model. The 
combinations were (a) classifying an individual as NG vs. CR+LVH 
(binary classification), (b) isolating the individuals that have already 
developed LVH, we classify in NG+CR vs. LVH (binary classification), 
and (c) classifying to one of three classes: NG vs. CR vs. LVH (multiple 
classification; Table 3).

3.2  |  Binary classification NG vs. CR+LVH

Initially, we trained our model using only 6 clinical variables (sex, age, 
BMI class, BSA, hypertension, and height) and got an accuracy of 
79% in the test set, with a sensitivity of 84% and a specificity of 
73%. The addition of the 26 chosen ECG-derived features improved 
our accuracy to 87% (in the same test set), with a sensitivity of 97% 
and a specificity of 75% for the default threshold of 0.5. AUC/ROC 
(Figure 3) was 0.91, while AUC/PR was 0.89.

We then visualized the global feature importance and local ex-
planations for the binary classification using SHAP. An interesting 

finding is the effect of specific features on each individual patient 
separately, as well as the interaction effects between pairs of fea-
tures (Figure 4). From Figure 4B, we note hypertension has a strong 
positive effect on being classified as CR+LVH, while non-hyperten-
sive patients have a different risk for being classified as CR+LVH. 
Age plays an important role in the risk of being classified as CR+LVH 
with a cutoff around 65 years, and the risk is higher for men under 
65, while over 65 the risk appears higher for women (Figure 4C).

3.3  |  Binary classification for classes NG+CR 
vs. LVH

Concentrating on the LVH class, we trained the RF to classify NG+CR 
vs. LVH. We achieved an accuracy of 88%, specificity 97%, sensitiv-
ity 44%, AUC/ROC 0.87, and AUC/PR 0.67 for a decision threshold 
of 0.5. Due to imbalance in the data set (ratio of NG+CR to LVH was 
5/1), we performed oversampling for imbalance correction using 
Random Over Sampler.30 When we adjusted the threshold to 0.4, 
our results were accuracy of 89%, specificity 93%, sensitivity 67%, 
AUC/ROC 0.89, and AUC/PR 0.5. We chose the value 0.4 for the 
new threshold by inspecting the intersection point of the precision-
recall plot.

3.4  |  Multiclassification for classes NG vs. CR 
vs. LVH

When trained to classify patients into three classes, NG, CR, and 
LVH, our model achieved an accuracy was 74%, precision 65%, and 
sensitivity 88% for the CR category. Distinguishing the 3 categories 
enables us to gain insight on the features that contribute to an indi-
vidual being classified in the CR category (Figure 5). From Figure 5D, 
we observe that individuals with hypertension combined with high 
QTc duration seem to have an increased risk of abnormal LVG.

3.5  |  Selected model

We selected the RF as our ML method, after trying other relevant 
approaches, such as a Boosting algorithm and a Support Vector 
Classifier (SVC). Specifically, Catboost31 obtained an accuracy of 
83%, while the SVC from the scikit-learn package produced a mean 
accuracy of 83% and an AUC(ROC) value of 0.80, both models on 
the test set for NG vs. CR_LVH. RF was the best performing model 
for our dataset and also provided interpretability through the SHAP 
tools.

4  |  DISCUSSION

To our knowledge, this study is the first to demonstrate the prom-
ising potential of ML modeling for the efficient and cost-effective 

TA B L E  2  General clinical and echocardiographic characteristics 
of enrolled participants

Characteristic n = 528

Sex, male/female 232 / 296

Age, years 61.52 ± 12.18

Diabetes, n (%) 155 (29.3)

Weight, kg 82.5 ± 17.18

Height, cm 165.09 ± 9.81

Waist circumference, cm 102.7 ± 11.78

Hip circumference, cm 109.57 ± 10.56

BSA, m2 1.94 ± 0.24

BMI, kg/m2 30.18 ± 5.26

Systolic blood pressure, mmHg 138.51 ± 17.67

Diastolic blood pressure, mmHg 83.62 ± 10.0

Left ventricular mass index, g/m2 84.58 ± 20.27

Relative wall thickness 0.43 ± 0.06

Left atrial volume index, ml/m2 29.38 ± 7.46

Mitral valve inflow deceleration time,ms 219.6 ± 46.96

e′, cm/sec 7.53 ± 2.12

E / e′ ratio 10.24 ± 3.1

E / A ratio 0.94 ± 0.45

Number of patients with diastolic dysfunction, 
n (%)

217 (41)

Number of patients with left ventricular 
hypertrophy, n (%)

89 (16.8)

Left ventricular ejection fraction, % 62 ± 5

Note: Values are mean (±SD).
Abbreviations: A, transmitral A wave velocity; e′, early diastolic mitral 
annulus velocity; E, transmitral E wave velocity.
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diagnostic screening of abnormal LVG and cardiac remodeling 
through ECG. We found specific clinical and ECG features that can 
predict early pathological LVG changes in patients without estab-
lished CVD. We also identified the population that will benefit from 
a detailed echocardiographic evaluation. We used not only the tra-
ditional ECG criteria for LVH, but also novel ECG markers that in-
creased the accuracy of our ML model. Our findings are especially 

significant, since the majority of study participants had LV remod-
eling at very early stages without LVH, a situation that until now was 
not detectable by ECG but required imaging methods.

The detection of hypertension-mediated organ damage, such 
as abnormal LVG, is a useful approach toward risk stratification 
of a hypertensive population.15 The evaluation of cardiac struc-
ture and function is encouraged since it might influence treatment 

F I G U R E  1  (A-D) Box plots of feature distributions in patients for class NG, CR, and LVH separately. In figure (D), we notice that BMI/
SL shows tendency to discriminate the CR class. The individual dots in the box plots depict outliers, patients with predictor values very 
different from other patients. BMI, body mass index; CR, concentric remodeling; LVH, left ventricular hypertrophy; NG, normal geometry

F I G U R E  2  Distribution of participants 
according to sex, left ventricular mass 
index (LVMi), and relative wall thickness 
(RWT)
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decisions.15 Transthoracic echocardiography has received a strong 
indication for the initial evaluation of suspected hypertensive heart 
disease. Abnormal LVG is the early marker of LV remodeling that 
precedes hypertrophy and is frequently associated with LV dia-
stolic dysfunction.17 In hypertensive patients, the type of LVG and 
LV remodeling (CR, eccentric, and concentric LVH) is predictive of 
the incidence of cardiovascular (CV) events.15

CR not only precedes 
LVH, but also most other cardiac dysfunctions, while it progresses 
asymptomatically. The early detection of abnormal LVG can result 
in timely identification of subclinical hypertension-mediated organ 
damage and may help clinical decision and follow-up.

ML classifiers, specifically RFs, trained on clinical information 
from the ECG (one of the most common non-invasive diagnos-
tic techniques) are capable of identifying patients with either 
LVH or LV remodeling at initial stages, versus normal individuals. 
Ensemble methods outperform any single base learner, such as 
Classification and Regression Decision Trees (CART).22 For com-
plex datasets, such as the one we have, linear-based algorithms 
(eg, Logistic Regression) may not be sufficient in segmenting the 
class labels, leading to poor accuracies. More sophisticated al-
gorithms, such as random forests, which can learn a non-linear 

decision boundary, are more effective and can achieve higher ac-
curacy scores.

Our findings show that age plays an important role in the risk of 
someone having CR or LVH, with a cutoff around 64.5 years of age. 
The risk appears higher for men younger than 64.5 years, while after 
that age, the risk seems higher for women. We also introduce the 
quotient of BMI and the BMI/SL because we hypothesize that body 
mass affects the amplitude of the R and S waves, as the electrical 
currents cover different distances. Indeed, our results indicate that 
BMI/SL seems to differentiate for the CR class. Hypertension, age, 
and BMI were most significant, as expected; the area under the QRS 
complex summed over all 12 leads, the Planar Frontal QRS-T angle, 
and QTc duration, among others, were important in predicting risk.

There are limited studies in the literature that attempt to predict 
cardiac structural or functional abnormalities with ECG data inter-
preted through ML algorithms.32-34 Previous work has focused only 
on patients who have already shown LVH.32-35 There are no data for 
patients in earlier stages of cardiac geometry change prior to hyper-
trophy. The present prospective ML study also differs from previous 
ones in that it involves patients who were very carefully selected, 
thereby excluding those with CVD.32,33 This may explain the fact 
that in our study, analysis of patients with LVH achieved a higher 
AUC in comparison with recently published work,32 despite the fact 
that the number of our patients is smaller. ML is susceptible to major 
errors in interpretation and generalizability. The fact that partici-
pants in our study did not have CVD is a major strength, since in 
effect it eliminates other clinical parameters that could mislead our 
model. In this way, we improve the quality of input data and avoid 
various pitfalls that could arise due to the large diversity of patholog-
ical conditions that formed the basis for the training process.

The population of hypertensives in our study consists of patients 
with a relatively good profile in terms of clinical and echocardio-
graphic characteristics. This is probably due to the fact that the vast 
majority of these patients were from the Hypertension Excellence 
Center of our department that provides a high level of inpatient 
and outpatient care. This further enhances the value of our results 
and indicates that the ECG contains a large amount of information 
directly associated with the underlying cardiac physiology inde-
pendently of a patient's clinical status.

TA B L E  3  Performance metrics for the RF classifier on the test set in various categories. Imbalance correction was applied to the NG+CR 
vs. LVH classification using Random Over Sampler

Features Categories Threshold
Accuracy 
(%) Specificity (%) Sensitivity (%)

AUC/
ROC

AUC/
PR

6 clinical NG vs. CR + LVH 0.5 79 73 84 0.85 0.82

6 clinical + 26 ECG NG vs. CR + LVH 0.5 87 75 97 0.91 0.89

6 clinical + 26 
ECG + oversampling

NG + CR vs. LVH 0.5 88 97 44 0.87 0.67

6 clinical + 26 
ECG + oversampling

NG + CR vs. LVH 0.4 89 93 67 0.89 0.5

Abbreviations: AUC/PR, area under the precision-recall curve; AUC/ROC, area under the receiver operating curve; CR, concentric remodeling; ECG, 
electrocardiogram; LVH, left ventricular hypertrophy; NG, normal geometry.

F I G U R E  3  Receiver operating characteristics curve for 
detecting CR+LVH. True-positive rate (TPR) or sensitivity, false-
positive rate (FPR) or (1—specificity)
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F I G U R E  4  Global and local importance for the 20 most important features in the RF binary classifier for detecting CR+LVH, and feature 
interactions for four of them. All plots are on the test set. (A) Bar chart of mean feature importance for the classification. (B) SHAP summary 
plot showing the effect of each feature on individual patients. (C) Effect of Age on detecting CR+LVH. (D) Effect of the BMI/SL on detecting 
CR+LVH with a visible cutoff of around 18 kg/m2mV. (E) Effect of QRS-T angle on the same risk. Risk appears higher after a value of 27 
degrees (F) Effect of QTc duration on the same risk, with a visible cutoff point at 420 ms BMI, body mass index; BSA, body surface area; 
CR, concentric remodeling; ECG, electrocardiogram; LVH, left ventricular hypertrophy; NG, normal geometry; RF, random forest; SHAP, 
(SHapley Additive exPlanations)
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F I G U R E  5  Global and local importance for 20 most important features in the RF 3-class multiclassifier, detecting NG vs. CR vs. LVH, 
and feature interactions for four of them. All plots are on the test set. (A) Bar chart of mean global feature importance for distinguishing 
among the 3 classes. Colors indicate the importance of each feature to each category, with NG depicted by blue, CR by magenta, and LVH 
by green. (B) SHAP summary plot showing the effect of each feature on detecting specifically CR. (C) Effect of the area under the QRS 
interval summed over all 12 leads. (D) Effect of QTc duration on the same risk, with a visible cutoff point of 410 ms (E) Effect of the BMI/
SL on detecting CR with a visible cutoff around 17 kg/m2mV. (F) Effect of QRS-T angle on the risk of having CR. BMI, body mass index; BSA, 
body surface area; CR, concentric remodeling; ECG, electrocardiogram; LVH, left ventricular hypertrophy; NG, normal geometry; RF, random 
forest; SHAP, (SHapley Additive exPlanations)
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We have shown that a quantitative assessment of abnormal LVG 
can be performed by using easily obtained clinical data and ECG 
features. ECGs are more easily obtainable and cost-effective than 
echocardiography or cardiac magnetic resonance imaging; for those 
reasons, they are more common in current clinical practice. Deep 
learning could potentially detect patients with hypertension-medi-
ated organ damage at an early stage, and with simple and widely 
used clinical tools. Digital methodologies open up new opportuni-
ties in health care quality, with the potential to advance personalized 
medicine at a lower cost. We showed that from basic clinical data 
and the use of the ECG, we can distinguish high-risk patients such as 
the ones beginning to show CR; these are the ones requiring further 
evaluation, closer follow-up and more detailed cardiovascular imag-
ing. This initial evaluation can be performed in primary care facilities, 
or even out of office. Our model contributes to the development 
of human-centered and autonomous technologies and can opti-
mize patient management and treatment. This has become crucially 
important in recent times, due to the unprecedented demands on 
health care systems worldwide that the recent pandemic outbreak 
has imposed.

4.1  |  Limitations

The number of patients we have included is not large since this is 
a single-center study over a specific time period. Nonetheless, our 
results are clear, especially due to the fact that our patient popula-
tion is carefully chosen not to have CVD that could influence ECG 
features.

The RWT is not always reflective of true LVG in patients with 
asymmetric hypertrophy. On the other hand, it is the most widely 
used index for this purpose in routine clinical practice for hyperten-
sive patients.15,17 More studies are needed to test the applicability 
and transferability of our patients to other patients’ cohorts. Finally, 
we did not employ an external validation cohort, since this is a sin-
gle-center study, although 20% of our patients constitute validation 
(test) set. We currently plan to increase population size, as well as 
to obtain external validation. We cannot rule out the possibility that 
medications taken by some patients may change some of their ECG 
features. However, the analysis of this effect was beyond the scope 
of this study.

Finally, this model includes characteristics of QRS and QT from 
the ECG, so it cannot be easily applied in the presence of QRS or QT 
abnormalities.

5  |  CONCLUSION

In this study, we developed novel ML algorithms that are effective 
in the detection of patients with abnormal LVG even at very early 
stages, before the progression to LVH. Hypertension, age, BMI over 
the Sokolow-Lyon voltage, QRS-T angle, and QTc duration were 

some of the most important features used for this purpose. Our 
method offers an innovative strategy to improve health care man-
agement and personalized care at lower cost, especially in patients 
at risk for CVD, such as the hypertensive population. Further stud-
ies are required to determine whether our criteria can be broadly 
applied to other populations. Although there are still challenges in 
ML-based applications to cardiology, research should be expanded 
since ML models can efficiently identify actionable insights into dis-
ease processes.
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