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Abstract
Objective  In dynamic susceptibility contrast MRI (DSC-MRI), an arterial input function (AIF) is required to quantify per-
fusion. However, estimation of the concentration of contrast agent (CA) from magnitude MRI signal data is challenging. A 
reasonable alternative would be to quantify CA concentration using quantitative susceptibility mapping (QSM), as the CA 
alters the magnetic susceptibility in proportion to its concentration.
Material and methods  AIFs with reasonable appearance, selected on the basis of conventional criteria related to timing, 
shape, and peak concentration, were registered from both ΔR2* and QSM images and mutually compared by visual inspec-
tion. Both ΔR2*- and QSM-based AIFs were used for perfusion calculations based on tissue concentration data from ΔR2*as 
well as QSM images.
Results  AIFs based on ΔR2* and QSM data showed very similar shapes and the estimated cerebral blood flow values and 
mean transit times were similar. Analysis of corresponding ΔR2* versus QSM-based concentration estimates yielded a 
transverse relaxivity estimate of 89 s−1 mM−1, for voxels identified as useful AIF candidate in ΔR2* images according to 
the conventional criteria.
Discussion  Interestingly, arterial concentration time curves based on ΔR2* versus QSM data, for a standard DSC-MRI 
experiment, were generally very similar in shape, and the relaxivity obtained in voxels representing blood was similar to 
tissue relaxivity obtained in previous studies.
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Introduction

Dynamic susceptibility contrast magnetic resonance imag-
ing (DSC-MRI) is a common MRI technique for assessment 
of brain perfusion and perfusion-related parameters. For 

estimations of cerebral blood flow (CBF), cerebral blood 
volume (CBV), and mean transit time (MTT) using DSC-
MRI, the concentration of an exogenous contrast agent (CA) 
is normally determined using the effect of the CA on the 
transverse relaxation time. In gradient-echo (GRE) DSC-
MRI, the increase in R2* caused by the CA is conventionally 
assumed to be proportional to the concentration of CA. Also, 
the transverse relaxivity r2*, describing the linear relation-
ship between the concentration and the change in relaxation 
rate, ΔR2* has, as a first approximation, been assumed to 
be the same for blood and all types of brain tissue [1]. How-
ever, it has been reported that the relationship between ΔR2* 
and CA concentration is non-linear for pure blood and it 
has also been predicted that the transverse relaxivity of the 
CA in blood differs from the relaxivity of brain tissue com-
partments such as grey and white matter [2–4]. To obtain 
quantitative values of CBV, CBF, and MTT in absolute 
terms, an arterial input function (AIF) representing the true 
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concentration of CA in pure blood is needed. Several of the 
methodological complications associated with quantitative 
DSC-MRI derive from the difficulties in estimating a reli-
able AIF owing to, for example, the non-linear relationship 
between CA concentration and ΔR2* and different relax-
ivities in blood and brain tissue, as mentioned above. How-
ever, these relaxivity-related issues have, in most cases, been 
investigated under the assumption that AIF measurements 
are made in pure blood, which, in practice, is not normally 
the case owing to, for example, limited spatial resolution 
implying that a voxel assumed to represent blood is likely 
to contain a partial volume of other brain tissue types [5, 
6]. In addition, signal saturation (signal clipping) and sig-
nal pixel shifts (at low bandwidths) [7] of blood signal are 
likely to occur at high CA concentrations, and these effects 
tend to deteriorate the shape of the arterial concentration 
time curve. Hence, such voxels will typically be excluded 
from the selected AIF. Instead, a voxel that shows reason-
ably high response to the CA (in terms of high ΔR2*) in 
combination with an expected shape and early arrival time, 
will, in practice, normally be used as the AIF. It is thus real-
istic to believe that most AIFs that are actually registered 
and judged to be reasonable, in a realistic experimental 
setting, are biased towards voxels with substantial partial 
volume effects (PVEs) and a lower mean CA concentration. 
Although PVEs can affect the magnitude signal in several 
ways, large PVEs tend, in general, to imply overestimated 
absolute values of CBF and CBV [1, 3].

To improve the estimation of CA concentration, quantifi-
cation based on the change in magnetic susceptibility instead 
of the change in R2* has been proposed [8–14]. An altered 
magnetic susceptibility will alter the phase of the MRI sig-
nal, and phase information can directly be used to obtain 
information about the CA concentration as susceptibility 
is proportional to CA concentration, and the quantitative 
relationship between phase and susceptibility is well known 
for certain geometries [15]. Furthermore, by measuring 
the phase and performing a deconvolution with the dipole 
kernel, information about the magnetic susceptibility can 
be obtained in the general case [16]. The use of magnetic 
susceptibility for estimations of CA concentration was first 
introduced for large vessels only, in terms of phase measure-
ments under the assumption of well-defined cylinder geom-
etries [9–11] and, more recently, using quantitative suscepti-
bility mapping (QSM) for general object shapes [8, 12–14]. 
The advantage of using susceptibility-based methods instead 
of a ΔR2*-based method is the linear relationship between 
susceptibility change and CA concentration [4, 9, 17]. The 
proportionality constant, i.e., the molar susceptibility, is 
known for common gadolinium CAs [18] and quantifica-
tion of CA concentration in vivo is, in principle, feasible. 
However, obtaining pixel-wise information about CA con-
centration in structures of arbitrary shape and orientation 

relative to the main magnetic field is not straightforward, 
and QSM is an evolving approach where different algorithms 
have been proposed to solve the ill-posed problem of using 
MRI phase information to obtain information about mag-
netic susceptibility distributions [16]. While promising QSM 
reconstruction algorithms are continuously developed, there 
is still need for further evaluation of the performance in chal-
lenging geometries [19]. Also, to be able to compare suscep-
tibility values from different measurements or different time 
points (and thus to quantify CA concentration), a reliable 
reference region is needed [12]. The amount of artifacts in 
QSM images is also, in many cases, still more pronounced 
compared to T2*-weighted magnitude images. Additionally, 
to perform QSM, in-depth knowledge of phase-data reli-
ability and features of the specific reconstruction method are 
needed as QSM is not yet a standardized concept.

Due to the well-known problems of using ΔR2*-based 
AIFs and the current difficulties associated with QSM, it 
is of interest to compare AIFs from these two methods for 
CA quantification. In this study, ΔR2*-based and QSM-
based AIFs and tissue ROI curves were thus systematically 
compared in terms of shape and effect on the resulting CBF 
and MTT estimates. The AIFs were selected under realistic 
experimental conditions and image data were acquired in a 
standard DSC-MRI experiment in healthy volunteers.

Material and methods

Subjects and MR imaging

A standard DSC-MRI experiment was performed in 20 
healthy volunteers scanned with the same protocol on two 
different occasions (test–retest) with 7–20 days between the 
two examinations, using a 3 T MRI unit (Philips Achieva, 
Philips Medical System, Best, The Netherlands). After 
bolus injection (5 ml/s injection rate) of a standard dose 
(0.1 mmol/kg body weight) of CA [Dotarem, Guerbet, Paris, 
France], followed by a saline flush, a time series of T2*-
weighted images (single-shot 2D GRE-EPI) with time reso-
lution 1.24 s, echo time (TE) = 29 ms, matrix size 128 × 128, 
field of view 220 × 220 mm2 and 20 slices of 5 mm thickness 
with 1 mm slice gap, covering the whole brain, was acquired 
during the CA bolus passage. A CA pre-bolus with 20% of a 
standard dose was injected prior to the DSC-MRI protocol 
as part of a different study [20]. Both phase and magnitude 
images were obtained. One dataset was excluded from the 
study, owing to technical difficulties. Informed consent was 
obtained from all volunteers and the study was approved 
by the local ethics committee. Administration of gadolin-
ium CA in healthy volunteers on two separate occasions is 
associated with ethical restrictions, and the data collection 
scheme was therefore designed to accommodate several 
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independent scientific investigations. Such a multi-study 
design to maximize the scientific benefit was a prerequisite 
for obtaining approval by the local ethics committee. Hence, 
parts of the acquired image data have previously been ana-
lyzed for other purposes with clearly separated hypotheses 
and post-processing approaches [12, 20–23], and in the pre-
sent study additional and independent image processing and 
analysis was performed to address new scientific issues.

Post‑processing procedures

Magnitude MRI signal was used to calculate ΔR2∗ accord-
ing to

where S(t) is the signal at time t in the time series of images 
and S0 is the baseline signal.

QSM maps, from which susceptibility-based CA concen-
tration data were extracted, were reconstructed using the 
morphology enabled dipole inversion (MEDI) algorithm 
[13, 24–26], using a software package from Cornell Uni-
versity (https​://pre.weill​.corne​ll.edu/mri/pages​/qsm.html, 
version 5a with in-house modifications made to adapt to 
the specific image data used in this project). Projection onto 
dipole fields (PDF) [24, 27] was used to remove large-scale 
phase variations in the phase images. As a standard value, 
for all volunteers, λ = 300 was used as the regularization 
parameter in MEDI and CSF was used as a reference region 
for the QSM data. More detailed information about the QSM 
data post-processing has previously been reported [12]. 
QSM values, assumed to be proportional to the concentra-
tion of CA, were obtained as

where QSM refers to the images in which data were shifted 
so that the CSF reference was set to zero, and QSM0 is the 
mean of the baseline QSM images.

All the following steps in the post-processing and anal-
ysis procedure are described in detail below and summa-
rized in Fig. 1. The initial selection of potential AIF pixel 
candidates was made automatically, based on the shape 
(i.e. no peak distortion), width, and amplitude of the curve 
as well as on the arrival time of the CA, using a locally 
developed perfusion software [28]. From the automati-
cally suggested AIF candidates, 4–5 pixels in the Sylvian 
fissure region (related to CA passage in MCA branches) 
were chosen to represent the AIF. The same criteria were 
used to select pixels representing the AIF for both ΔR2*-
based data and QSM-based data. The included AIF pix-
els were, however, chosen independently for ΔR2*- and 
QSM-data. For each examination, the mean value of all the 

(1)ΔR2∗(t) = −
1

TE
⋅ ln

(

S(t)

S0

)

(2)QSMconc = QSM − QSM0

chosen AIF pixel time curves was calculated and used as 
the global AIF for that particular examination. To facilitate 
a general comparison of the shapes of the AIFs based on 
ΔR2* with those based on QSM, the averaged curves (i.e., 
the global AIFs) from each individual examination were 
time shifted such that the initial rise in CA concentration 
occurred at the same time point for all different examina-
tions in all subjects. These time shifts were determined 
independently for ΔR2*- and QSM-based curves. To 
assess any overall or systematic difference, the mean value 
of all examinations was subsequently calculated (referred 
to as the population mean below), creating one resulting 
AIF curve based on ΔR2* and one curve based on QSM. 
For the purpose of visual comparison, the curves were 
normalized such that the area under the curve (AUC) was 
set to one for both the resulting curves.

For completeness, and to allow assessment of the effect 
of the AIF on the resulting perfusion estimates, tissue 
curves from regions of interests (ROIs) were also gener-
ated and compared. Grey matter (GM) and white matter 
(WM) ROIs were generated using SPM8 (https​://www.
fil.ion.ucl.ac.uk/spm/softw​are/spm8/), based on the mag-
nitude image from the first time point in the DSC-MRI 
series, including voxels with a respective volume frac-
tion above 0.55. The ROI mean time course was extracted 
from T2*-weighted as well as QSM images, and ΔR2* and 
QSMconc were subsequently calculated according to Eqs. 1 
and 2, respectively. As a result, one tissue curve per tissue 
type from each examination was obtained and, similarly 
to the AIFs, the tissue curves were time shifted to match 
each other, and a mean value of all examinations from all 
subjects was calculated. This resulted in one population 
mean ΔR2* tissue curve per tissue type and one population 
mean QSM-based tissue curve per tissue type (i.e., ΔR2* 
as well as QSM curves were based on the mean value of 
the whole population). GM tissue ΔR2* and QSMconc was 
converted to concentration of CA using

and

where χmol is the molar susceptibility. For tissue concentra-
tion calculations, the r2* used was 85 s−1 mM−1 [12] and 
χmol was 308 ppm/M [18]. The population-based mean GM 
tissue curves originating from ΔR2* data and QSM data 
were visually compared, both after normalization of the 
AUC and after conversion to CA concentration. The popu-
lation mean AIF from QSM was also converted to absolute 
concentration using Eq. (4) and χmol  = 308 ppm/M [18].

(3)C(t)DSC =
ΔR2∗(t)

r2∗

(4)C(t)QSM =
QSMconc

χmol

https://pre.weill.cornell.edu/mri/pages/qsm.html
https://www.fil.ion.ucl.ac.uk/spm/software/spm8/
https://www.fil.ion.ucl.ac.uk/spm/software/spm8/
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To evaluate how the observed overall differences in shape 
of the two AIF types would affect the result of a pixel-by-pixel 
DSC-MRI analysis, CBF and CBV were calculated according 
to Eqs. (5) and (6), respectively:

(5)CBF =

(

1 − Hlarge

)

Rmax ∫
∞

0
C(t)dt

�

(

1 − Hsmall

)

∫ ∞

0
R(t)dt ∫ ∞

0
AIF(t)dt

(6)CBV =

(

1 − Hlarge

)

∫ ∞

0
C(t)dt

�

(

1 − Hsmall

)

∫ ∞

0
AIF(t)dt

Here, ρ = 1.04 g/ml is the brain density, Hlarge = 0.45 and 
Hsmall = 0.25 are hematocrit levels in large vessels and capil-
laries [29], respectively, R(t) is the tissue impulse response 
function and Rmax is the maximal value of this function. Fur-
thermore, MTT was calculated as the ratio of the area to the 
maximum height of R(t) [30]:

Calculations with different combinations of tissue data 
and AIF type (i.e., ΔR2* vs. QSM) were performed. For 

MTT =
∫ ∞

0
R(t)dt

Rmax

Fig. 1   Flowchart showing the combinations of data used to obtain perfusion estimates, tissue curves and arterial input functions for visual 
inspection as well as AIF voxel relaxivity
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each individual ΔR2* tissue dataset, two different individual 
AIFs, i.e., one ΔR2*-based and one QSM-based global AIF 
corresponding to that particular examination, were used. To 
allow for an unbiased comparison in the lack of absolute 
AIF concentration levels, the QSM-based AIF was rescaled 
to show the same numerical AUC as the ΔR2*-based AIF. 
Similarly, QSM-based tissue data were used with individ-
ual AIFs from both ΔR2* and QSM. Here, the ΔR2*-based 
AIF was rescaled to show the same numerical AUC as the 
QSM-based AIF. The AIF rescaling reflects the fact that 
the amount of CA entering the tissue compartment was the 
same for ΔR2* data as for QSM data, and it implies that the 
CBV estimates for a given tissue dataset will be independent 
of the AIF type. Additionally, to limit the potential impact 
of noise in the AIF on the final results, the whole-popula-
tion mean AIF curves mentioned above were used, i.e., the 
mean value of AIFs from all examinations, resulting in only 
one ΔR2*AIF curve and one QSM AIF curve, common for 
all examinations. Calculations with the same combination 
of tissue and AIF curves as for the individual AIFs were 
performed.

All CBF, CBV, and MTT estimates were evaluated in GM 
and WM ROIs based on segmentation using new segment in 
SPM8 (https​://www.fil.ion.ucl.ac.uk/spm/softw​are/spm8/). 
For some voxels, the concentration time curves based on 
the QSM images showed a concentration decrease during 
the CA passage due to artifacts, most frequently seen in WM 
(possibly caused by the anisotropic susceptibility in WM 
[31]). This corresponds to negative peak concentrations, pro-
hibiting calculation of physiologically reasonable perfusion 
parameters. These voxels were thus excluded from the GM 
and WM ROIs for both ΔR2*- and QSM-based data, prior 
to calculation of mean CBV, CBF and MTT in the ROIs. A 
two-tailed paired t test was performed for CBF and MTT 
estimates obtained using individual AIFs, comparing results 
using the same tissue data but AIFs from ΔR2*and QSM.

To enable a simplified assessment of potential effects on 
perfusion estimates caused by differences between ΔR2*- 
and QSM-based tissue data, CBF, CBV and MTT were also 
calculated using the mean population curves from blood as 
well as tissue. The same combination of tissue and AIF data 
was used as for individual tissue data, as described above, 
but in this case the tissue curves were also rescaled to show 
the same AUC (implying equal CBV estimates for both 
ΔR2* and QSM). Hence, the QSM-based tissue curve was 
normalized to show the same AUC as the ΔR2* based tissue 
curve and the QSM-based AIF was normalized to the same 
AUC as the ΔR2*-based AIF.

In QSM reconstruction using MEDI, the estimated sus-
ceptibility values and the appearance of the QSM images 
depends on the regularization parameter λ. Hence, the esti-
mated concentration values based on QSM data are also 
likely to be influenced by the choice of λ. To assess the 

potential importance of this effect, QSM images with differ-
ent λ values (100, 300, 1000, 3000, 5000) were reconstructed 
for one volunteer and the corresponding AIFs, obtained from 
the same voxels for each of the QSM image data sets, were 
visually compared.

In the context of investigating the potential of ΔR2* ver-
sus QSM data for AIF registration, it is also of some interest 
to compare the corresponding concentration estimates in the 
same voxel. Hence, an additional set of AIF pixels were 
identified in the magnitude images (using the same criteria 
as described above), and ΔR2* data and QSM data from the 
same voxels were subsequently compared. These data also 
enabled estimation of the relaxivity for voxels that could 
potentially be used as AIF voxels in a typical DSC-MRI 
experiment. In this case, the initial selection (based on ΔR2* 
data) aimed at obtaining as many reasonable AIF candidates 
as possible, giving a total of 1341 AIFs from all measure-
ments (mean 34, range 5–53, for individual examinations). 
A visual inspection of both the ΔR2* curve and the QSM 
curve that corresponded to each selected pixel was subse-
quently performed, and only curves showing an acceptable 
shape (with a distinct peak and positive values in the CA 
steady-state period) in both ΔR2*-based and QSM-based 
images were included, leading to a total of 682 AIFs remain-
ing after final selection (mean 17, range 3–26, for individual 
examinations). By definition, the susceptibility effects of the 
CA in blood should be confined to the blood compartment 
in QSM images, and by also including an assessment of AIF 
shape for the QSM curves, the selected AIF voxels can be 
assumed to include a blood fraction. To estimate the trans-
verse relaxivity, r∗

2,blood
, for these voxels, the concentration of 

CA was calculated according to Eq. (4) (using 308 ppm/M 
[18]). A linear regression of ΔR2* versus CA concentration 
data was performed, with the additional demand that the 
intercept should be zero, and the relaxivity is thus given 
by the resulting proportionality constant. One global curve, 
assumed to represent blood, from each examination was 
used (representing the mean value of all included curves 
for that examination), and each time point in the time series 
(excluding baseline data) corresponded to one data point in 
the ΔR2*-versus-concentration plot.

Results

In Fig. 2, results from the AIF analysis are shown, including 
representative examples of individual arterial time curves 
from one examination as well as the whole-population mean 
ΔR2*-based and QSM-based curves. Comparing the whole-
population mean curves, when normalized to the same AUC, 
the curves show very similar appearance. For completeness, 
the QSM-based whole-population curve is also displayed in 
terms of absolute concentration.

https://www.fil.ion.ucl.ac.uk/spm/software/spm8/
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Results from the tissue concentration analysis are shown 
in Fig. 3, where the population mean tissue curves, from 
all examinations, are displayed, rescaled to show the same 
AUC as well as translated to quantitative concentration val-
ues. Compared to the AIF curves, the tissue curves tended 
to show larger differences between the two quantification 
approaches.

Figure 4 displays CBF, CBV, and MTT maps calculated 
with tissue as well as AIF data originating from the same 
type of quantification approach, i.e., based either entirely on 
ΔR2* data or entirely on QSM data. Overall, the resulting 

images are similar, but the QSM images seem to suffer from 
artifacts to a greater extent, and this is particularly obvious 
in the MTT images.

In Figs. 5 and 6, results are compared to show differences 
in the perfusion parameters when using different AIF types. 
Here, tissue values are based on one concentration quantifi-
cation method (either ΔR2* or QSM) while the AIF is var-
ied to show how the differences in AIF shape can influence 
the result. In Fig. 5, AIFs from the individual examinations 
are shown and in Fig. 6, the whole-population mean AIFs, 
based on ΔR2* and QSM, were used for all individual tissue 

Fig. 2   Arterial input functions 
based on a ΔR2* data from one 
examination, b QSM data from 
the same examination as in a, c 
mean values of all examinations 
based on ΔR2* and d mean val-
ues of all examinations based on 
QSM shown in arbitrary units 
(left y-axis) as well as in units 
of mM (right y-axis)
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datasets to minimize the risk that CNR differences between 
the AIF types would influence the results. Note that the two 
types of AIFs were rescaled to show the same AUC when 
applied to tissue data from a given quantification approach 

and, hence, both AIF types are expected to result in the same 
CBV.

The mean values of all different combinations of tis-
sue data and AIFs are shown in Table 1 (individual AIFs) 

Fig. 4   Examples of a, d CBF, 
b, e CBV and c, f MTT images 
from one representative volun-
teer based on individual AIFs. 
Top row shows maps based on 
tissue and AIF from ΔR2* data 
and bottom row shows maps 
based exclusively on QSM data. 
CBF is expressed in units of ml/
(min100 g), CBV in ml/100 g 
and MTT in seconds. The over-
estimated values of CBV and 
CBF, compared to literature, are 
assumed to be caused primarily 
by AIF partial volume effects

Fig. 5   Each column shows a 
comparison between perfusion 
estimates obtained using the 
same tissue data but different 
AIFs. Left column shows results 
from ΔR2* tissue data and right 
column results from QSM tissue 
data. The comparison includes 
a–b CBF and c–d MTT. Results 
using AIFs from individual 
examinations are shown. Solid 
lines indicate the identity line, 
while dashed lines correspond 
to the linear regression analysis
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and Table 2 (whole-population mean AIFs). In general, as 
expected from the visual appearance of the AIFs, the CBF 

and MTT values were very similar, regardless of whether 
AIFs from QSM or ΔR2* were used. Furthermore, no 

Fig. 6   Comparison of param-
eters resulting from using dif-
ferent AIFs but the same tissue 
data. In the left column, tissue 
data from ΔR2* are shown 
while the column to the right 
shows tissue data from QSM 
images. Results from the a–b 
CBF c–d MTT analysis using 
the same AIFs (based on mean 
values from all examinations) 
on every single examination are 
shown. Solid lines indicate the 
identity line and dashed lines 
represent the result from the 
linear regression analysis
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Table 1   CBF, CBV and MTT 
estimates in grey and white 
matter from calculations based 
on different combinations of 
tissue and AIF data

Nominal mean ± standard deviation (SD) of all 39 examinations are shown where AIFs from each indi-
vidual examination were used

CBF [ml/(min 100 g)] CBV [ml/100 g] MTT [s]

GM WM GM WM GM WM

Tissue ΔR2*, AIF ΔR2* 279 ± 71 137 ± 37 29 ± 5 15 ± 3 6.5 ± 1.1 6.6 ± 1.2
Tissue ΔR2*, AIF QSM 281 ± 78 138 ± 40 29 ± 5 15 ± 3 6.5 ± 1.2 6.7 ± 1.3
Tissue QSM, AIF QSM 197 ± 62 117 ± 40 26 ± 9 17 ± 7 8.7 ± 1.1 9.5 ± 1.4
Tissue QSM, AIF ΔR2* 197 ± 65 117 ± 41 26 ± 9 17 ± 7 8.6 ± 1.1 9.5 ± 1.4

Table 2   CBF, CBV and MTT 
estimates in grey and white 
matter from calculations based 
on different combinations of 
tissue and AIF data

The AIFs used were based on the whole-population mean value of all examinations. Nominal mean val-
ues ± SD of all 39 examinations are shown

CBF [ml/(min 100 g)] CBV [ml/100 g] MTT [s]

GM WM GM WM GM WM

Tissue ΔR2*, AIF ΔR2* 268 ± 56 132 ± 32 28 ± 7 14 ± 4 6.4 ± 1.1 6.6 ± 1.2
Tissue ΔR2*, AIF QSM 268 ± 56 132 ± 32 28 ± 7 14 ± 4 6.4 ± 1.2 6.6 ± 1.3
Tissue QSM, AIF QSM 190 ± 43 113 ± 27 25 ± 7 16 ± 5 8.6 ± 1.1 9.4 ± 1.4
Tissue QSM, AIF ΔR2* 191 ± 44 113 ± 27 25 ± 7 16 ± 5 8.5 ± 1.1 9.4 ± 1.3



671Magnetic Resonance Materials in Physics, Biology and Medicine (2020) 33:663–676	

1 3

significant difference (p < 0.05) was observed between the 
methods, estimated based on individual AIFs. This is con-
sistent with Fig. 5, from which it is also clear that no sys-
tematic trend can be observed.

In Table 3, results from using the whole-population mean 
tissue curves are shown, and tissue curves were normalized 
to show the same AUC in the same way as the AIFs. From 
these results, it is possible to compare the effects of using 
different tissue data but the same AIFs, unlike the results in 
Tables 1 and 2.

Note that the nominally quantitative CBV and CBF values 
in Figs. 4, 5, 6 and Tables 1, 2, 3 are generally overestimated 
compared with literature data obtained with gold-standard 
techniques. For example, positron emission tomography 
(PET) measurements by Leenders et al. in healthy sub-
jects resulted in CBF estimates of 52 ml/(min 100 g) in 
GM and 21 ml/(min 100 g) in WM, and CBV estimates of 
5.0 ml/100 g and 2.6 ml/100 g in GM and WM, respectively 
[32].

The resulting AIFs from one volunteer, using different 
regularization values in the QSM algorithm, are shown in 
Fig. 7. As expected, the shape is somewhat affected by the 
choice of λ. Note that λ = 300 was used for all other results 
shown in this study.

Finally, results from comparing AIF data (assumed to 
contain a blood component) corresponding to the same pixel 
in both ΔR2* and QSM images are shown in Fig. 8, i.e., 
the whole-population curves as well as the ΔR2*-versus-
concentration plot for r∗

2,blood
 estimation. The linear regres-

sion showed good correlation, and resulted in a linear relax-
ivity estimate of r∗

2,blood
 = 89 mM−1 s−1.

Discussion

In this study, we report different approaches of using DSC-
MRI data for perfusion estimation. Currently, the most com-
mon approach in DSC-MRI is to use AIFs based on ΔR2* 
data. However, since numerous drawbacks are associated 
with this approach, it was regarded to be of value to investi-
gate the potential use of AIFs based on QSM data.

An initial visual comparison of the AIFs based on ΔR2* 
and QSM data indicates that there is no substantial system-
atic difference in shape between the two curves, and if the 
non-linear relationship between ΔR2* and CA concentra-
tion, presented by Akbudak et al. [2] for whole blood, were 
to be applied to the experimental ΔR2* data, the difference 
in appearance between the two curves would increase dra-
matically. Our experimental results thus imply that appli-
cation of previously published non-linear relationships 
between ΔR2* and concentration in arterial blood [2] are 
inappropriate for AIFs selected according to common cri-
teria in a realistic DSC-MRI experiment. The main reason 
for this is, most likely, that voxels selected for AIF purposes 
in this study do not correspond to a compartment consist-
ing of blood only, and the concentration estimates are thus 
assumed to be largely affected by static brain tissue. A dif-
ference between the results in this study and the results by 
Akbudak et al. [2] was thus quite expected.

Table 3   Nominal CBF, CBV 
and MTT estimates from 
different combinations of tissue 
curves and AIFs

Tissue curves as well as AIFs were based on curves generated as mean values from all examinations. The 
QSM-based curves were normalized to show the same AUC as the ΔR2*-based curves

CBF [ml/(min 100 g)] CBV [ml/100 g] MTT [s]

GM WM GM WM GM WM

Tissue ΔR2*, AIF ΔR2* 219 111 26 13 7.2 7.1
Tissue ΔR2*, AIF QSM 218 111 26 13 7.2 7.1
Tissue QSM, AIF QSM 166 75 26 13 9.3 11
Tissue QSM, AIF ΔR2* 167 75 26 13 9.3 11
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Fig. 7   Example of AIFs from one volunteer obtained using different 
values of the regularization parameter λ in the MEDI QSM recon-
struction algorithm. The curves show global AIFs (mean value of 4 
voxels) from the same voxels but using different λ values
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Hence, although the observed AIFs are assumed to reflect 
effects of CA in arterial blood, the measured response is 
likely to be augmented by the presence of a static brain tis-
sue component [5]. It should in this context be noted that 
careful selection of AIF locations, both in magnitude and 
phase images, has been shown to allow for selection of AIFs 
with correct shape (but underestimated AUC) also at some 
distance from the blood compartment [33, 34]. However, as 
was found in studies by both Kjølby et al. [5] and Bleeker 
et al. [33], a short echo time is preferred to be able to register 
a correct shape of the AIF. For longer echo times PVEs will, 
in general, lead to a broadening of the AIF curve [5], but the 
correct shape can still be found, albeit at a location further 
away from the vessel [33].

Figures 2d and 7 indicate that the maximal mean concen-
tration levels in AIF voxels were of the order of 1 mM (com-
pared with approximately 0.25 mM in tissue, cf. Fig. 3b), 
and previous studies have indicated that true peak con-
centrations in large vessels are expected to be of the order 
of 5–10 mM [8, 18]. Hence, AIFs with reasonable shape, 
measured in a realistic DSC-MRI experiment, seem to origi-
nate predominantly from voxels positioned partially or (for 
ΔR2* data) entirely outside the actual blood compartment, 
as indicated by the low maximal concentration levels in this 
study. Hence, in a standard DSC-MRI experiment, without, 
for example, calibration/rescaling using supplementary 
data or a separate AIF measurement in a large brain-feeding 
artery, the possibility to accomplish absolute quantification 
of CBV as well as CBF is, in effect, non-existing because a 

successful estimation requires that the AIF concentrations 
represent a voxel that contains 100% blood. To address this 
problem, Kellner et al. [35] measured arterial concentra-
tion in an additional slice, interleaved with the standard 
DSC-MRI sequence, with parameters optimized to meas-
ure blood, to obtain the AIF from the carotid arteries. With 
this method, AIFs with a reasonable maximal concentration 
(approximately 8–10 mM) were observed. As expected, the 
maximum concentration in the study by Kellner et al. [35] 
was much higher than in the present study because they 
measured in larger vessels with less PVEs. Kellner et al. [35] 
stated that the AIF obtained in the carotid arteries could be 
expected to show less dispersion as it is measured upstream 
in the arterial vessel tree. When comparing the curves from 
Kellner et al. [35] with the AIFs in this study, no obvious 
difference in AIF width could be seen (cf. Fig. 2d), although 
it is, obviously, difficult to make any detailed comparison 
between different groups of subjects.

In the presence of PVEs in selected AIF voxels, it is clear 
that a potential additional problem is the shape of the AIF 
and the question whether ΔR2*-based AIFs are more prone 
to PVE-induced distortions in shape than susceptibility-
based AIFs. Our results show that, when comparing the 
curves visually, the systematic difference between ΔR2*-
based and QSM-based AIFs is small and the shapes of the 
curves are indeed very similar. Obviously, both the ΔR2*- 
and the QSM-based AIFs suffer from PVEs, and both types 
of data can thus be incorrect. It is, however, unlikely that 
PVEs will distort the shape of the AIF in the same way for 
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Fig. 8   a Whole-population mean AIF data (assumed to contain a 
blood component) corresponding to the same pixel in both ΔR2* and 
QSM images. b ΔR2* as a function of QSM-based concentration for 
all the AIF voxels assumed to represent blood. The concentration of 
CA was estimated based on CA-induced changes in magnetic suscep-
tibility in combination with the molar susceptibility of the gadolinium 
CA. The AIF voxel relaxivity is estimated to be 89 s−1 mM−1 based 
on a linear regression analysis (assuming zero intercept) of the dis-

played results. The corresponding linear regression analysis results 
without any prior assumption about the intercept were y = 91x − 0.99 
(r = 0.98). Each data point in the plot above represents one time point 
on the concentration time curve from one examination. All examina-
tions and all time points on the AIF curves (excluding baseline data) 
are included. It may be of interest to compare the present results with 
the non-linear relaxivity estimate by Akbudak et  al. [2], shown, for 
example, in Fig. 5b in Ref. [3]
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both ΔR2*- and QSM-based data, which makes the current 
results relevant.

Considering that the effect of the CA in the QSM images 
is assumed to be directly proportional to the concentration, 
susceptibility-based AIF registration may have advantages. 
However, it is not straightforward to objectively compare 
the shapes of two different curves, and it is not entirely easy 
to understand the consequence of the difference in shape 
when the respective AIFs are used in the deconvolution pro-
cedure. In this study, the areas under the AIF curves were 
set to be equal, leading to the same CBV being estimated 
independently of the AIF used, thereby highlighting differ-
ences in the shape-dependent parameters CBF and MTT. 
When the same tissue data were used with different AIFs, 
very similar results were obtained. Hence, it seems that, in 
practical measurements, CBF and MTT estimates based on 
ΔR2* and QSM AIFs are very similar, which is of interest 
to note considering the substantial concerns that have been 
expressed with regard to ΔR2*-based AIFs.

As shown in previous studies, both magnitude-based 
and phase-based AIFs are influenced by PVEs [4–6]. As 
PVEs alter the complex MR signal, the phase data used to 
reconstruct QSM images are indeed affected and PVE effects 
will thus influence the QSM results as well. For magnitude-
based AIFs, the shape can differ substantially depending 
on the characteristics of the signal from the surrounding 
tissue. Although a low fraction of blood in the voxel will 
generally lead to underestimated ΔR2* at peak concentration 
[5], PVEs can, depending on circumstances, lead to either 
underestimated or overestimated peak ΔR2* values as well 
as high ΔR2* values at time points that do not coincide with 
maximal concentration. These spuriously high values corre-
spond to situations when the vector sum of the signal vectors 
from surrounding tissue and blood add up to a signal close 
to zero and thus an apparently very high ΔR2* value [5, 
6]. The estimated CBF values also depend on the expected 
maximal signal drop, where a larger maximal signal drop 
corresponds to a higher sensitivity to PVEs [36]. Addition-
ally, even a small fraction of tissue in the voxel chosen to 
represent the arterial signal can have a substantial effect on 
the resulting CBF value due to the complex addition of sig-
nals from two compartments affecting the shape of the AIF 
[36]. For phase-based AIFs, on the other hand, the shape of 
the curve has been shown to be less sensitive to PVEs [6, 34, 
37]. For a cylinder parallel to the main magnetic field, the 
phase effect is proportional to the CA concentration, with 
a theoretically known proportionality constant, at least for 
concentrations to be found in vivo [6]. The phase is generally 
proportional to the concentration of CA (but with different 
proportionality constants depending on geometry), and even 
for vessels perpendicular to the main magnetic field, it has 
been shown that phase information provides a larger number 
of voxels with a reliable shape compared to magnitude-based 

AIFs [34]. However, the phase PVEs for a cylinder are com-
plicated and depend on the relationship between the radius 
of the cylinder, the in-plane voxel dimension as well as the 
slice thickness [38]. For example, in situations where the 
slice thickness is four times larger than the in-plane voxel 
resolution, and the size of the vessel is about the same as 
the in-plane resolution, a phase shift with opposite sign to 
what is expected can be seen in a voxel containing a ves-
sel that is perpendicular to the main magnetic field [38]. In 
the present study, the reconstructed magnetic susceptibility 
was used instead of the directly measured phase, but phase 
errors caused by PVEs will, in one way or another, affect the 
susceptibility map as well, although the exact manifestation 
is difficult to predict without further investigation. Haacke 
et al. [39] showed that the magnetic susceptibility calculated 
by QSM was indeed affected by PVEs and the magnetic 
susceptibility was shown to be underestimated in a cylinder 
oriented perpendicular to the main magnetic field even for 
cylinders with quite large diameters in a voxel with an aspect 
ratio of 1:4.

Tissue curves tended to show larger differences in shape 
between ΔR2* and QSM data than did the AIFs, and depend-
ing on whether the curves were rescaled to show equal AUCs 
or converted to concentration levels, the curves differed the 
most at different periods during the time series. When con-
verted to concentration of CA, the major difference between 
the curves was seen during the CA steady-state period, after 
the first bolus passage. It is possible that the effect of the CA 
on ΔR2* differs between different concentrations in tissue, 
because the diffusion length relative to the CA-induced mag-
netic field inhomogeneity will be concentration dependent 
[40, 41]. Hence, different models have been used to describe 
the relaxation effects during the passage of CA in tissue, 
i.e., large vessels and capillaries with high CA concentration 
levels are described by the static dephasing regime (SDR) 
and capillaries with low CA concentration are best described 
by the diffusional narrowing regime (DNR) [40, 41]. As a 
consequence, a weaker dephasing effect can be expected in 
tissue at low CA concentrations which could explain the 
lower estimated concentration levels (compared to QSM-
based values) after the main bolus passage, as seen in this 
study (Fig. 3b) [40, 41]. However, simulations performed 
by Kjølby et al. [3] predicted a linear relationship between 
CA concentration and ΔR2* in tissue for GRE sequences, 
over a relevant range of CA concentrations, and this linear-
ity was thus assumed to be valid in this study. It should 
also be noted that, in this study, no consideration was taken 
to the recirculation of CA because simulations by Kosior 
et al. [42] have predicted that there is no need to remove 
the effect of recirculation if the CA response is linear to 
the concentration. Although the tissue relaxivity issue has 
been thoroughly investigated [40, 41, 43–45], QSM data 
are still relatively unexplored in the context of dynamic 
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contrast-enhanced perfusion measurements. Hence, future 
studies comparing ΔR2* data to QSM data in tissue will 
most likely be of interest. When using the tissue curves, 
rescaled to show the same AUC, for CBF and MTT calcu-
lations, the results showed 31% higher CBF values and up 
to 23% lower MTT values in GM when using tissue curves 
from ΔR2* compared to QSM-based tissue curves. Hence, 
in this study, the resulting CBF and MTT estimates were 
clearly influenced by the differences in tissue-curve shape 
associated with the choice of tissue CA concentration quan-
tification approach. In this part of the study, only the curves 
based on the mean value of the whole population were used 
in the analyses. A similar methodology would be feasible 
also for the individual examinations, by normalizing the tis-
sue curves pixel-by-pixel. However, such an approach would 
also affect the entire QSM-based CBF, CBV, and MTT maps 
(i.e., if all curves were to be normalized to ΔR2* data) and 
for that reason, only the AIFs were mutually normalized 
in the part of the study where the effects of different AIFs 
were analyzed.

When inspecting the perfusion maps based exclusively on 
ΔR2* and QSM, respectively, the overall appearance of the 
images is quite similar between the two quantification meth-
ods. This implies that the same physiological parameters are 
indeed measured; an observation which is further strength-
ened by the other results of this study, and this implies that 
the compliance between the different approaches is generally 
good. However, especially in the displayed MTT map, it is 
clear that parameter maps based on data from QSM tend to 
contain more artifacts. However, since the pulse sequence 
used in this study was a conventional DSC-MRI sequence 
optimized for ΔR2*-based perfusion images, the QSM-
based images can most likely be improved using a differ-
ent pulse sequence, optimized for QSM measurements (i.e., 
multi-TE 3D GRE with high spatial resolution). Obviously, 
future development and optimization of available QSM 
reconstruction methods is also likely to improve QSM image 
quality in general terms.

Some difficulties are encountered when using QSM for 
susceptibility quantification. One major issue is the need 
for a reference tissue to be able to compare QSM values 
from different points in time. The initially obtained QSM 
images, from the MEDI toolbox, are not displayed in units 
of absolute susceptibility, due to, for example, B0 drift of 
the scanner during the measurement and the fact that the 
absolute phase information is lost during the QSM recon-
struction procedure [46]. Hence, to compare QSM values 
from different points in time, a reference is needed that is 
unaffected by the CA during the dynamic QSM imaging. It 
is indeed a challenge to find a stable reference compartment 
without any large artifacts, not affected by the CA, and the 
choice of voxels used as a reference will influence the result-
ing susceptibility estimates and hence the quantification of 

CA concentration. Another intrinsic issue, when using the 
MEDI algorithm for QSM reconstruction, is that the setting 
of the regularization parameter will affect the susceptibility 
values and thus also the estimated concentrations. Hence, 
the shape of the AIF will also be affected by the choice of 
λ as illustrated by an example in this study. The appropriate 
choice of λ depends on the data, and in this study λ = 300 
was chosen as a tradeoff between reducing artifacts in the 
images and obtaining the correct susceptibility values. Using 
a different λ would obviously alter the results of this study, 
although the observed differences in AIF shape between dif-
ferent λ values were not huge.

To enable a parameter comparison at comparable AIF 
noise levels, CBF and MTT values from population mean 
AIF curves with very low noise levels (for both ΔR2* and 
QSM) were calculated. For the original, noisy AIFs, similar 
values were obtained and, interestingly, the same overall pat-
tern was seen independently of the noise level in the AIFs 
(cf. Figs. 5 and 6).

To estimate the relaxivity in voxels that could be used 
as AIFs (assumed to represent blood), ΔR2*-based and 
QSM-based curves from the same location (i.e., the same 
pixels) were compared. The relaxivity was found to be 
89 mM−1 s−1, based on a linear regression analysis of ΔR2* 
versus QSM-based CA concentration, which is significantly 
different from the relaxivity (i.e., ΔR2*-vs-concentration) 
relationship found in whole blood by Akbudak et al. [2]. 
The data in the present study were heavily influenced by 
PVEs and a deviation in relaxivity from that of whole blood 
was thus quite expected. However, it is interesting to note 
that the estimated relaxivity was instead very similar to the 
relaxivity previously observed in tissue by Lind et al. [12], 
and it is also consistent with the tissue relaxivity predicted 
in simulations by Kjølby et al. [3]. The presence of arte-
rial PVEs would, intuitively, result in a relaxivity that is 
more similar to tissue relaxivity, but, considering that the 
observed mean concentrations of CA were much higher in 
the AIF voxels than in tissue, PVEs do not seem to fully 
explain the apparent close similarity in relaxivity between 
the AIF voxels representing blood and tissue voxels. When 
considering the whole-blood data by Akbudak et al. [2] in 
the context of the present results, it should be remembered 
that the relaxivity of whole blood is concentration dependent 
and increases with concentration. As the mean concentration 
in tissue is much lower (depending on CBV) than in whole 
blood, the relaxation effect (i.e., ΔR2*) in tissue should, at 
a given point in time during the bolus passage, realistically 
be compared to the relaxation effect in whole blood at much 
higher concentrations. For increasing concentrations, the 
ratio of ΔR2*tissue to ΔR2*blood decreases, and the relaxa-
tion effect of whole blood approaches the relaxation effect 
in tissue (cf. Fig. 5 in Ref. [3]). However, in this study, the 
observed mean concentration of voxels representing blood 
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was considerably lower than the concentration expected for 
whole blood (as confirmed by the QSM data, cf. Fig. 2d) 
due to PVEs. Hence, CBF and CBV were accordingly over-
estimated, due to underestimated AIF voxel concentrations 
(cf., Eqs. 5, 6).

Conclusion

In this study, AIFs selected by following a common practical 
procedure, using data from a standard DSC-MRI protocol, 
were studied, and AIFs based on ΔR2* and QSM images 
were compared. Visually, no distinct differences in the 
shape of the AIFs were found and the resulting perfusion 
estimates were very similar. The relaxivity of voxels con-
taining blood (89 mM−1 s−1) was similar to literature values 
of tissue relaxivity.

Acknowledgements  Open access funding provided by Lund Uni-
versity. This study was supported by the Swedish Research Council 
(Grants No. 13514, 2010-4454, 2017-00995), the Swedish Cancer 
Foundation (Grant No. CAN 2015/567), Hjärnfonden (Grant No. 
FO2018-0145) and Crafoordska Stiftelsen (Grant No. 20150753).

Authors’ contributions  KL: study conception and design, acquisition 
of data, analysis and interpretation of data, critical revision. LE: study 
conception and design, acquisition of data, analysis and interpretation 
of data, drafting of manuscript, critical revision. SF: study conception 
and design, critical revision. WR: study conception and design, acquisi-
tion of data, analysis and interpretation of data, drafting of manuscript, 
critical revision.

Compliance with ethical standards 

Conflict of interest  The authors declare that they have no conflict of 
interest.

Ethical approval  This study was approved by the Regional Ethical 
Review Board in Lund, Sweden. All procedures performed in stud-
ies involving human participants were in accordance with the ethical 
standards of the institutional and/or national research committee and 
with the 1964 Helsinki declaration and its later amendments or com-
parable ethical standards.

Informed consent  Informed consent was obtained from all individual 
participants included in the study.

Open Access  This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 

need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://creat​iveco​mmons​.org/licen​ses/by/4.0/.

References

	 1.	 Knutsson L, Ståhlberg F, Wirestam R (2010) Absolute quantifi-
cation of perfusion using dynamic susceptibility contrast MRI: 
pitfalls and possibilities. Magn Reson Mater Phy 23(1):1–21

	 2.	 Akbudak E, Kotys M, Conturo T (2004) Quadraticity and hema-
tocrit dependence of ΔR2* AIF signals at 3T: a blood phantom 
study under physiologic conditions. Syllabus of the ISMRM work-
shop on quantitative cerebral perfusion imaging using MRI; a 
technical perspective. Venice, Italy, pp 10–11

	 3.	 Kjølby BF, Østergaard L, Kiselev VG (2006) Theoretical model 
of intravascular paramagnetic tracers effect on tissue relaxation. 
Magn Reson Med 56(1):187–197

	 4.	 van Osch MJ, Vonken EJ, Viergever MA, van der Grond J, Bakker 
CJ (2003) Measuring the arterial input function with gradient echo 
sequences. Magn Reson Med 49(6):1067–1076

	 5.	 Kjølby BF, Mikkelsen IK, Pedersen M, Østergaard L, Kiselev VG 
(2009) Analysis of partial volume effects on arterial input func-
tions using gradient echo: a simulation study. Magn Reson Med 
61(6):1300–1309

	 6.	 van Osch MJ, Vonken EJ, Bakker CJ, Viergever MA (2001) 
Correcting partial volume artifacts of the arterial input func-
tion in quantitative cerebral perfusion MRI. Magn Reson Med 
45(3):477–485

	 7.	 Rausch M, Scheffler K, Rudin M, Radü EW (2000) Analysis of 
input functions from different arterial branches with gamma vari-
ate functions and cluster analysis for quantitative blood volume 
measurements. Magn Reson Imaging 18(10):1235–1243

	 8.	 Bonekamp D, Barker PB, Leigh R, van Zijl PC, Li X (2015) Sus-
ceptibility-based analysis of dynamic gadolinium bolus perfusion 
MRI. Magn Reson Med 73(2):544–554

	 9.	 Conturo TE, Akbudak E, Kotys MS, Chen ML, Chun SJ, Hsu 
RM, Sweeney CC, Markham J (2005) Arterial input functions 
for dynamic susceptibility contrast MRI: requirements and signal 
options. J Magn Reson Imaging 22(6):697–703

	10.	 Foottit C, Cron GO, Hogan MJ, Nguyen TB, Cameron I (2010) 
Determination of the venous output function from MR signal 
phase: feasibility for quantitative DCE-MRI in human brain. 
Magn Reson Med 63(3):772–781

	11.	 Garpebring A, Wirestam R, Yu J, Asklund T, Karlsson M (2011) 
Phase-based arterial input functions in humans applied to dynamic 
contrast-enhanced MRI: potential usefulness and limitations. 
Magn Reson Mater Phy 24(4):233–245

	12.	 Lind E, Knutsson L, Kämpe R, Ståhlberg F, Wirestam R (2017) 
Assessment of MRI contrast agent concentration by quantitative 
susceptibility mapping (QSM): application to estimation of cer-
ebral blood volume during steady state. Magn Reson Mater Phy 
30(6):555–566

	13.	 Liu J, Liu T, de Rochefort L, Ledoux J, Khalidov I, Chen W, 
Tsiouris AJ, Wisnieff C, Spincemaille P, Prince MR, Wang Y 
(2012) Morphology enabled dipole inversion for quantitative 
susceptibility mapping using structural consistency between 
the magnitude image and the susceptibility map. Neuroimage 
59(3):2560–2568

	14.	 Xu B, Spincemaille P, Liu T, Prince MR, Dutruel S, Gupta A, 
Thimmappa ND, Wang Y (2015) Quantification of cerebral per-
fusion using dynamic quantitative susceptibility mapping. Magn 
Reson Med 73(4):1540–1548

http://creativecommons.org/licenses/by/4.0/


676	 Magnetic Resonance Materials in Physics, Biology and Medicine (2020) 33:663–676

1 3

	15.	 Haacke EM, Brown RW, Thompson MR, Venkatesan R (1999) 
Magnetic resonance imaging: physical principles and sequence 
design. Wiley, New York

	16.	 Deistung A, Schweser F, Reichenbach JR (2017) Overview of 
quantitative susceptibility mapping. NMR Biomed 30(4):e3569

	17.	 Akbudak E, Hsu RM, Li Y, Conturo TE (1998) ΔR* and Δφ con-
trast agent perfusion effects in blood: quantitation and linearity 
assessment. In: Proceedings of the 6th scientific meeting, Inter-
national Society for Magnetic Resonance in medicine, Sydney, 
Australia, p 1197

	18.	 de Rochefort L, Nguyen T, Brown R, Spincemaille P, Choi G, 
Weinsaft J, Prince MR, Wang Y (2008) In vivo quantification of 
contrast agent concentration using the induced magnetic field for 
time-resolved arterial input function measurement with MRI. Med 
phys 35(12):5328–5339

	19.	 Olsson E, Wirestam R, Lind E (2018) MRI-based quantification of 
magnetic susceptibility in gel phantoms: assessment of measure-
ment and calculation accuracy. Radiol Res Pract 2018:6709525

	20.	 Knutsson L, Lindgren E, Ahlgren A, van Osch MJ, Bloch KM, 
Surova Y, Ståhlberg F, van Westen D, Wirestam R (2014) 
Dynamic susceptibility contrast MRI with a prebolus contrast 
agent administration design for improved absolute quantification 
of perfusion. Magn Reson Med 72(4):996–1006

	21.	 Knutsson L, Lindgren E, Ahlgren A, van Osch MJ, Markenroth 
Bloch K, Surova Y, Ståhlberg F, van Westen D, Wirestam R 
(2015) Reduction of arterial partial volume effects for improved 
absolute quantification of DSC-MRI perfusion estimates: com-
parison between tail scaling and prebolus administration. J Magn 
Reson imaging 41(4):903–908

	22.	 Lindgren E, Wirestam R, Markenroth Bloch K, Ahlgren A, van 
Osch MJ, van Westen D, Surova Y, Ståhlberg F, Knutsson L 
(2014) Absolute quantification of perfusion by dynamic suscep-
tibility contrast MRI using Bookend and VASO steady-state CBV 
calibration: a comparison with pseudo-continuous ASL. Magn 
Reson Mater Phy 27(6):487–499

	23.	 Wirestam R, Lind E, Ahlgren A, Ståhlberg F, Knutsson L (2016) 
Dynamic susceptibility contrast perfusion MRI using phase-based 
venous output functions: comparison with pseudo-continuous 
arterial spin labelling and assessment of contrast agent concen-
tration in large veins. Magn Reson Mater Phy 29(6):823–831

	24.	 de Rochefort L, Liu T, Kressler B, Liu J, Spincemaille P, Lebon 
V, Wu J, Wang Y (2010) Quantitative susceptibility map recon-
struction from MR phase data using Bayesian regularization: 
validation and application to brain imaging. Magn Reson Med 
63(1):194–206

	25.	 Liu T, Liu J, de Rochefort L, Spincemaille P, Khalidov I, Ledoux 
JR, Wang Y (2011) Morphology enabled dipole inversion (MEDI) 
from a single-angle acquisition: comparison with COSMOS in 
human brain imaging. Magn Reson Med 66(3):777–783

	26.	 Liu T, Wisnieff C, Lou M, Chen W, Spincemaille P, Wang Y 
(2013) Nonlinear formulation of the magnetic field to source 
relationship for robust quantitative susceptibility mapping. Magn 
Reson Med 69(2):467–476

	27.	 Liu T, Khalidov I, de Rochefort L, Spincemaille P, Liu J, Tsiouris 
AJ, Wang Y (2011) A novel background field removal method 
for MRI using projection onto dipole fields (PDF). NMR Biomed 
24(9):1129–1136

	28.	 Thilmann O (2004) LUPE: An extensible modular framework for 
evaluation of DSC-acquired perfusion images. In: Proceedings 
of the 21st Annual Meeting of the ESMRMB Magn Reson Mater 
Phy 16 (electronic suppl 1):537

	29.	 Rempp KA, Brix G, Wenz F, Becker CR, Gückel F, Lorenz WJ 
(1994) Quantification of regional cerebral blood flow and volume 
with dynamic susceptibility contrast-enhanced MR imaging. Radi-
ology 193(3):637–641

	30.	 Zierler KL (1962) Theoretical basis of indicator-dilution methods 
for measuring flow and volume. Circ Res 10(3):393–407

	31.	 Ruh A, Kiselev VG (2019) Larmor frequency dependence on 
structural anisotropy of magnetically heterogenous media. J Magn 
Reson 307:106584

	32.	 Leenders KL, Perani D, Lammertsma AA, Heather JD, Buck-
ingham P, Healy MJ, Gibbs JM, Wise RJ, Hatazawa J, Herold S, 
Beaney RP, Brooks DJ, Spinks T, Rhodes C, Frackowiak RSJ, 
Jones T (1990) Cerebral blood flow, blood volume and oxygen 
utilization. Normal values and effect of age. Brain 113 (1):27–47.

	33.	 Bleeker EJ, van Buchem MA, van Osch MJ (2009) Optimal loca-
tion for arterial input function measurements near the middle 
cerebral artery in first-pass perfusion MRI. J Cereb Blood Flow 
Metab 29(4):840–852

	34.	 Bleeker EJ, van Buchem MA, Webb AG, van Osch MJ (2010) 
Phase-based arterial input function measurements for dynamic 
susceptibility contrast MRI. Magn Reson Med 64(2):358–368

	35.	 Kellner E, Mader I, Reisert M, Urbach H, Kiselev VG (2018) 
Arterial input function in a dedicated slice for cerebral perfusion 
measurements in humans. Magn Reson Mater Phy 31(3):439–448

	36.	 Chen JJ, Smith MR, Frayne R (2005) The impact of partial-vol-
ume effects in dynamic susceptibility contrast magnetic resonance 
perfusion imaging. J Magn Reson Imaging 22(3):390–399

	37.	 Cron GO, Wallace JC, Stevens WD, Fortin T, Pappas BA, Wilkins 
RC, Kelcz F, Santyr GE (2005) A comparison of T2*-weighted 
magnitude and phase imaging for measuring the arterial input 
function in the rat aorta following intravenous injection of gado-
linium contrast agent. Magn Reson Imaging 23(5):619–627

	38.	 Xu Y, Haacke EM (2006) The role of voxel aspect ratio in 
determining apparent vascular phase behavior in susceptibility 
weighted imaging. Magn Reson Imaging 24(2):155–160

	39.	 Haacke EM, Tang J, Neelavalli J, Cheng YC (2010) Susceptibility 
mapping as a means to visualize veins and quantify oxygen satura-
tion. J Magn Reson Imaging 32(3):663–676

	40.	 Kiselev VG (2001) On the theoretical basis of perfusion measure-
ments by dynamic susceptibility contrast MRI. Magn Reson Med 
46(6):1113–1122

	41.	 Xu C, Kiselev VG, Möller HE, Fiebach JB (2013) Dynamic 
hysteresis between gradient echo and spin echo attenuations 
in dynamic susceptibility contrast imaging. Magn Reson Med 
69(4):981–991

	42.	 Kosior JC, Frayne R (2010) Perfusion parameters derived from 
bolus-tracking perfusion imaging are immune to tracer recircula-
tion. J Magn Reson Imaging 31(3):753–756

	43.	 Kiselev VG, Novikov DS (2018) Transverse NMR relaxation in 
biological tissues. Neuroimage 182:149–168

	44.	 Marques JP, Bowtell RW (2008) Using forward calculations of 
the magnetic field perturbation due to a realistic vascular model 
to explore the BOLD effect. NMR Biomed 21(6):553–565

	45.	 Yablonskiy DA, Sukstanskii AL, He X (2013) Blood oxygena-
tion level-dependent (BOLD)-based techniques for the quantifi-
cation of brain hemodynamic and metabolic properties—theo-
retical models and experimental approaches. NMR Biomed 
26(8):963–986

	46.	 Liu Z, Spincemaille P, Yao Y, Zhang Y, Wang Y (2018) MEDI+0 
morphology enabled dipole inversion with automatic uniform cer-
ebrospinal fluid zero reference for quantitative susceptibility map-
ping. Magn Reson Med 79(5):2795–2803

Publisher’s Note  Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.


	Dynamic contrast-enhanced QSM for perfusion imaging: a systematic comparison of ΔR2*- and QSM-based contrast agent concentration time curves in blood and tissue
	Abstract
	Objective 
	Material and methods 
	Results 
	Discussion 

	Introduction
	Material and methods
	Subjects and MR imaging
	Post-processing procedures

	Results
	Discussion
	Conclusion
	Acknowledgements 
	References




