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ABSTRACT: The viability of employing soft computing models for predicting
the viscosity of engine lubricants is assessed in this paper. The dataset comprises
SSS reports on engine oil analysis, involving two oil types (1SW40 and 20WS0).
The methodology involves the development and evaluation of six distinct
models (SVM, ANFIS, GPR, MLR, MLP, and RBF) to predict viscosity based
on oil analysis results, incorporating metallic and nonmetallic elements and
engine working hours. The primary findings indicate that the radial basis
function (RBF) model excels in accuracy, consistency, and generalizability
compared with other models. Specifically, a root mean square error (RMSE) of
0.20 and an efficiency (EF) of 0.99 were achieved during training and a RMSE
of 0.11 and an EF of 1 during testing, utilizing a 35-network topology and an
80/20 data split. The model demonstrated no significant differences between
actual and predicted datasets for average and distribution indices (with P-values
of 1.00). Additionally, robust generalizability was exhibited across various training sizes (ranging from S0 to 80%), attaining a RMSE
between 0.09 and 0.20, a mean absolute percentage error between 0.23 and 0.43, and an EF of 0.99. This study provides valuable
insights for optimizing and implementing machine learning models in predicting the viscosity of engine lubricants. Limitations
include the dataset size, potentially affecting the generalizability of findings, and the omission of other factors impacting engine
performance. Nevertheless, this study establishes groundwork for future research on the application of soft computing tools in engine
oil analysis and condition monitoring.

1. INTRODUCTION film thickness and pressure.'' The wear rate of the engine
parts is influenced by the viscosity of the lubricant. Low-
viscosity lubricants can result in an increase in the friction
coefficient and wear,'”'® while the utilization of certain
additives or nanoparticles can lead to a reduction in frictional
force and wear rate.'” The investigation aims to explore
alternative fuels derived from bioresources, specifically by
blending palm oil with aluminum oxide nanoparticles. In this
study, palm oil biodiesel is combined with Al,O; nanoparticles
using ultrasonic techniques to evaluate their influence on the
performance and exhaust parameters. Additionally, emissions
analysis is carried out to examine the environmental impact of
the fuel blends."> The utilization of certain fuels or additives
can exacerbate the degradation of lubricating oil.'®"
Consequently, the prevention of wear mechanisms can be

Lubricants play a critical role in diesel engines, contributing to
the reduction of friction, heat management, improvement of
fuel efficiency, and reduction of emissions.' > Friction
reduction among the moving components of an engine, crucial
for preventing wear and tear that could compromise
performance and potentially lead to engine failure, is facilitated
by lubricants.”> The utilization of poor-quality lubricant in
diesel engines can result in various adverse consequences,
including increased wear, reduced component longevity,’
decreased fuel efficiency,” and heightened emissions.® Several
adverse effects on diesel engine lubrication are influenced by
the lubricant viscosity. Hydrodynamic friction between moving
parts, impacting friction reduction and fuel consumption
intrinsically, is determined by viscosity.” Lower viscosity
lubricants lead to decreased retention of oil on cylinder
walls, affecting oil consumption through evaporation and
burning.'® Viscosity plays a critical role in the thermo-elasto-
hydrodynamic (TEHD) performance of bearings, influencing
factors such as oil film pressure, temperature-viscosity
relationships, surface roughness effects, and crankshaft
misalignment, which collectively determine the minimum
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achieved through proper maintenance and monitoring of
engine components and lubricating oil.

Engine oil analysis constitutes a crucial aspect of diesel
engine and lubricant maintenance.'®'” Alterations in the
physical and chemical properties of lubricating oil can be
induced by various factors, including the utilization of
hydrogen in diesel engines,”® the application of biodiesel in
diesel engines,”" and the prolonged use-induced degradation of
engine oil.”> Consequently, the identification of contaminants
in oil through lubricant analysis allows for the recognition of
initial component wear before failure occurs.”’ In essence,
information regarding the physical properties and chemical
composition of engine oil is yielded through its examination,
facilitating the prediction of friction and wear. The potential
benefits of engine oil analysis extend to the prevention of costly
repairs, reduction of downtime, and optimization of oil change
intervals, resulting in early issue cost savings.24 Furthermore,
issues contributing to increased emissions and contaminants
leading to excessive exhaust emissions can be revealed through
engine oil analysis, thereby offering environmental benefits.”®
Despite the evident advantages of engine oil analysis,
background research highlights a lack of definitive answers
regarding the frequency at which it should be performed on
diesel engines.””*°~*" The frequency of engine oil analysis may
necessitate adjustment as diesel engines age, requiring
increased effort for reliability maintenance despite improving
experience with aging. Analyzing component failures based on
their frequency aids in the identification of failing parts.”’
Correlations between parameters such as boron content, acid
number, base number, and oil service life can be unveiled
through the analysis of used engine oils throughout their
service life.””*" The adjustment of engine oil replacement
frequency may be necessary based on operating conditions,
such as urban settings, and other factors accelerating oil aging
and part wear.”"** Therefore, the frequency of engine oil
analysis may need to be adjusted as diesel engine age, ensuring
regular analysis to identify issues for maintaining reliability and
performance.

The spectral analysis of diesel engine oil involves the
periodic collection of oil samples, either during routine
maintenance or otherwise. These samples undergo preparation
for analysis by filtration to eliminate impurities and are
subsequently subjected to Fourier-transform infrared spectros-
copy (FTIR). During FTIR, infrared light permeates the oil,
absorbing various wavelengths that offer insights into func-
tional groups and molecular bonds. The spectral data obtained
are then interpreted by comparing them to reference spectra or
by utilizing models to predict oil properties, including the total
base number or the presence of contaminants.*** The spectral
analysis of oil samples for the detection of engine wear is
associated with limitations. These limitations include the
complexity in data interpretation, necessitating expertise to
correlate spectra with wear conditions.” Furthermore, it relies
on other diagnostic techniques for a comprehensive assess-
ment,”® and the cost and time required for engine lubricant
spectral analysis can be significant.”” The potential advantages
of employing multicriteria decision-making systems, modeling,
and soft calculations in various scientific disciplines have been
explored in multiple studies.”®” Artificial neural networks
(ANNs) are increasingly acknowledged as valuable prediction
tools in automotive applications, excelling in complex systems
without requiring an understanding of the system’s underlying
physics. ANNs analyze input data to enhance predictions
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through training and validation. The article recommends the
comparison of ANN models with other soft computing
approaches like support vector machines (SVMs) and adaptive
neuro-fuzzy inference systems (ANFISs) to ensure objective
accuracy. Different data types necessitate distinct architectures,
and user-defined parameters significantly influence the success
of the ANN algorithm.”’ Several studies have effectively
analyzed and classified the quality of lubricants and engine
health using soft computing tools. These studies have
employed a limited set of indicators,"' ~** enabling interpre-
tation without expert involvement by reducing parameters in
modeling. By simplifying the required data, they reduced the
cost of oil analysis and encouraged timely analysis. This
approach simplifies a complex process, making condition
monitoring via oil spectral analysis more feasible for wider
applications and reducing the need for specialized expertise
and expensive equipment. For instance, a SVM model was
developed in research by using parameters optimized by
particle swarm optimization and features selected through
recursive feature elimination (RFE). The concentrations of
iron, aluminum, and lead were identified as the optimal input
variables, indicating their effectiveness in predicting wear-out
faults. The use of SVM with particle swarm optimization
achieved higher accuracy, compared to the original SVM
model and grid-search optimization. This demonstrates that
reducing effective parameters through feature selection and
parameter optimization can enhance the identification and
prediction of engine wear-out conditions based on lubricant oil
analysis.”' In a prior study conducted by our team, the
utilization of the K-nearest neighbor (KNN) method and the
radial basis function (RBF) neural network as approaches for
wear and pollution assessment was investigated. Sensitivity
analysis revealed that certain indices, namely, iron, chromium,
copper, and aluminum, exhibited significant importance in
wear assessment, while silicon and sodium were identified as
crucial in pollution assessment. These outcomes suggest that
employing soft computing methods with a limited set of
lubricant parameters can effectively diagnose engine health.
Furthermore, these methods may serve as valuable alternative
or supplementary tools for specialists in the field.** In another
study conducted in this particular field, an investigation into
the associations between the electrical characteristics (', &”,
and tan §) and the presence of metallic and nonmetallic
particles (Fe, Pb, Cu, Cr, Al, Si, and Zn) in engine lubricants
was undertaken, utilizing soft computing methodologies. The
necessary dataset was gathered from two distinct sources.
Thirty-three data points were obtained from a previously
published paper, while the remaining 16 records were collected
through our own research efforts. It is a type of academic
cooperation that saves money and energy. Ultimately, through
our analysis, the RBF model has been established as the most
reliable predictor when it comes to determining the lubricant
properties (Fe, Pb, Cu, Cr, Al, Si, and Zn) based on the
electrical properties (¢, ¢”, and tan &) at a frequency of 7.4
GHz.*® Based on the aforementioned context, the aim is to
evaluate the feasibility of predicting the numerical value of
lubricant viscosity to eliminate the need for an independent
test to monitor the condition of the lubricant viscosity. The
following section will elaborate on the research objectives and
the approaches taken to achieve them.

Insights into predicting viscosity based on physical and
chemical characteristics have been gleaned from various
studies.** ™" One notable example involves the utilization of
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a neural network that incorporates physical laws for viscosity
prediction.*® Similarly, the ability of ANN models to consider
multiple input parameters—such as shear stress, shear strain,
spindle torque, spindle angular velocity, and mass concen-
trations of solutions—to predict the dynamic viscosity of
aqueous gelatin solutions has been demonstrated.”” Another
study employed an ANN model to predict the compositional
viscosity of binary mixtures of ionic liquids (ILs) with diverse
molar fractions and solvents across a range of temperatures.*®
In a different study, two models, namely, multiple linear
regression (MLR) and SVM, were developed using molecular
descriptors to predict IL viscosity. The dataset comprised 1502
viscosity data points for 89 ILs at various temperatures and
pressures. The MLR and SVM models exhibited error values of
10.68 and 6.58%, respectively. These findings suggest that the
nonlinear SVM model performed better than the MLR model,
indicating its suitability for predicting IL viscosity. Moreover,
the models offer valuable insights into the structural character-
istics correlated with IL viscosity.”” Another study focused on
predicting the relative viscosity of a hybrid nanolubricant
through an ANN model, utilizing temperature and volume
fraction as inputs and relative viscosity as the output. The
ANN model, featuring 9 neurons in the hidden layer, displayed
the lowest error and outperformed other models. Specifically, it
demonstrated a deviation of only 1.5% when predicting the
relative viscosity of the hybrid nanolubricant.’® Table 1
compiles several studies conducted on the application of soft
computing techniques in predicting the viscosity of liquids.

The current investigation aims to advance knowledge and
understanding of maintenance and repair practices, specifically
in management, with a specific emphasis on industrial and
commercial applications within an academic research study.
The objective of this study is to evaluate the feasibility of
predicting lubricating oil viscosity based on oil analysis results,
encompassing both metallic and nonmetallic elements, along
with operating hours. This is accomplished through the
utilization of soft computing tools. In simpler terms, this
work aims to eliminate the need for independent testing of oil
samples to measure viscosity, thereby improving the cost-
effectiveness of engine oil analysis and encouraging preventive
maintenance and repairs among owners. The potential impact
of this method is the streamlining of engine oil analysis
procedures, reducing the requirement for specialized equip-
ment (viscosity measurement) and expertise. Additionally, the
proposed model has the capability of directly receiving
essential inputs from sensors, facilitating monitoring even in
the absence of an expert. For the purposes of this article, the
initial step involved determining the input parameters that
most effectively predict lubricant viscosity. Subsequently,
predictive models were developed by using soft computing
methods to forecast lubricant viscosity. In the third phase, the
performance and viability of the developed models were
assessed to determine whether predicted viscosity based on
simplified oil analysis inputs could serve as a substitute for
physical testing, thereby enhancing the practicality of routine
oil monitoring. Section 2 provides a comprehensive description
of the methodology, while Section 3 presents and discusses the
results.

2. MATERIALS AND METHODS

2.1. Datasets. This section presents the coordinates of the
dataset, along with details regarding the method of data
collection, the dataset’s size, and a statistical description. The
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dataset under examination in this study comprises 555 engine
oil analysis reports associated with the maintenance and repair
unit of Tirajeh company in Iran. These reports encompass two
types of oils, namely, 20WS0 and 15W40. Figure 1 outlines the
overall research process.

2.2. Data Description. Table 2 provides a statistical
summary of the dataset, including details on coordinates, data
collection methodology, dataset size, and a statistical
description. To enhance clarity, the variables are categorized
into input variables (all variables in Table 2 except viscosity)
and output variables (viscosity). Notably, significant variability
is observed in most variables. Working hours display a
relatively symmetrical distribution, ranging from a minimum
of 10 h to a mean of 126 h, with a first quartile at 80 h. While
most values fall within this range, outliers exceed 270 h. The
concentrations of wear metals exhibit highly right-skewed
distributions, featuring numerous low values and several
extreme outliers. Iron, with the highest mean at 23.72 ppm,
demonstrates the greatest variance, including an outlier
exceeding 1400 ppm. Chromium, lead, and copper show
similarly skewed patterns, with lower means but significantly
higher maximum values compared to their means and quartiles.
Tin, aluminum, nickel, silver, and vanadium display even more
extreme skewness, encompassing numerous zero values at the
lower end. Lubricating oil properties also showcase wide
variability. Particle quantifier (PQ) and time depending on
particle quantifier (TDPQ) ratios have means of 35.99 and
0.69, respectively, with TDPQ_exhibiting less variance. The
concentrations of elements such as magnesium, calcium,
phosphorus, and zinc span from hundreds to thousands of
ppm, with relatively smaller variances. Viscosity demonstrates a
narrower spread of values, with a mean of 17.35 ¢St and a
standard deviation of 1.83. It exhibits a roughly symmetrical,
unimodal distribution. In this study, the output variable is
exclusively viscosity, while the other variables are considered
inputs. All variables, except for four, are measured in parts per
million (PPM). Working hours are measured in hours, PQ and
TDPQ_ are dimensionless, and viscosity is measured in
centistokes (cSt). Crucially, it is imperative to verify the
correlation and P-value among the independent variables (all
variables introduced in Table 2 except viscosity) with
themselves and the dependent variable (viscosity). Based on
this analysis, the model’s inputs aimed at predicting viscosity
must include 14 components: EWH, Cr, Pb, Sn, Al, Mo, Na, B,
V, Mg, Ba, Ca, P, and Zn.

2.3. Soft Computing Algorithms. Soft computing
algorithms, a subset of artificial intelligence, specialize in
addressing intricate problems through approximate reasoning
and a tolerance for uncertainty.”®"’ They find widespread
application across diverse domains, encompassing data
analysis,”® optimization,”® pattern recognition,”’ and control
systems.’’ These algorithms comprise methodologies like fuzzy
logi<:,62 neural networks,”* and genetic algorithms (GA).%* The
advantages of employing soft computing algorithms are
manifold. They excel in handling nonlinear problems,
navigating through uncertain scenarios, adapting to dynamic
conditions, emulating human-like decision-making processes,
boasting a versatile range of applications, and demonstrating
efficiency and accuracy. Consequently, these algorithms stand
as invaluable tools for tackling complex real-world chal-
lenges. *5655¢

The SVM algorithm stands out as a popular and effective
tool for predicting continuous values across diverse scientific
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Table 1. continued

refs.

description

study

the methodology involves the application of ML algorithms for lubrication strategies. Specifically, linear regression, logistic regression, SVMs, discriminant analysis, Naive Bayes, decision trees, and ANNs were

methodology

explored. These algorithms were implemented using software such as MATLAB and Python.

ML techniques, including random forest (RF), ANN, linear regression, and decision trees, have been successfully applied in the field of tribology for lubricant condition monitoring, wear prediction, and fault
detection.

key findings
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domains.”” Utilizing SVM for value prediction involves
initiating with a training dataset consisting of a set of input
features and their corresponding target values. Subsequently, a
regression model is crafted by identifying the hyperplane that
optimally separates the data points within the training set. The
selection of the hyperplane is oriented toward maximizing the
margin between the nearest data points on either side of the
separating line.”® Mathematically, the SVM regression model
can be expressed using eq 1%

£(x) = Wo(x) + b (1)

where f(x) represents the predicted value for the input feature
x, W is the weight vector, and b is a bias term.

To enhance the performance of the SVM regression model,
kernel functions can be employed. These functions transform
the input features into a higher-dimensional space, applying a
nonlinear transformation to make the data more easily
separable.”’ Popular kernel functions utilized in SVM include
the linear kernel,”" polynomial kernel,”” and RBF kernel.”

The ANFIS stands as a hybrid ML algorithm amalgamating
neural networks and fuzzy logic to construct precise prediction
models.”* When using ANFIS for value prediction, a training
dataset is initially defined, containing input features paired with
their corresponding target values. Subsequently, an inference
system is fashioned by combining a set of fuzzy if-then rules
with a neural network. These fuzzy rules elucidate the
relationship between the input features and target values,
while the neural network adjusts parameters to align with the
data.77‘: The ANFIS model can be mathematically expressed as
eq 2

Y=f(x) = Wo + Wiy + - + W, ()

where Y signifies the predicted value for the input features x,
W, is the bias term, and W, W,,--, and W, are the weights
assigned to each feature. These weights and biases are
estimated during training using an optimization algorithm
that minimizes the error between predicted values and actual
target values.

The ANFIS architecture comprises five distinct layers: the
fuzzy layer, product layer, normalized layer, defuzzy layer, and
total output layer.”® To enhance the model’s performance,
membership functions can be employed to represent the fuzzy
set membership of each input feature. These functions
delineate the degree to which each input feature belongs to
a specific fuzzy set, employing linguistic terms like “high”,
“medium”, or “low”. By leveraging fuzzy membership
functions, ANFIS adeptly manages imprecise and uncertain
data.”’

Gaussian process regression (GPR) emerges as a potent ML
algorithm employed for predicting continuous values.”® The
GPR algorithm operates by modeling the relationship between
input variables and output values using a Gaussian process,
aiming to learn a function that maps input variables to output
values. This function is represented as a distribution over
functions.”” Mathematically, the GPR model can be formu-
lated as eq 3*°

f(x) ~ GP(m(x), k(x, «')) (3)

where f(x) signifies the true function to be modeled, m(x) is
the mean function, k(x,x’) is the covariance function, and x
and x’ denote input variables.

Training the GPR model involves defining the likelihood
function and expressing the probability of observing output

https://doi.org/10.1021/acsomega.3c07780
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Figure 1. Graphical representation of the research process.
Table 2. Statical Description of the Dataset
variables symbol mean st. dev min. Q1 Q3 max. skewness  kurtosis

engine working hours EWH 126.32 52.96 10 80 180 274 -0.17 —1.09
iron Fe 23.72 68.87 1.67 7.4 24.44 1427 16.44 318.69
chromium Cr 1.83 3.68 0 0.36 1.76 §1.07 6.92 71.06
lead Pb 1.84 4.09 0 0 2.19 46.32 7.54 74.43
copper Cu 2.92 10.41 0 0.5 1.85 181 11.22 165.66
tin Sn 0.09 0.97 0 0 0 14.58 13 182.43
aluminum Al 4.67 7.03 0 1.76 5.08 91.42 7.37 78.92
nickel Ni 0.27 1.12 0 0 0.23 15.73 11.12 142.67
silver Ag 0.07 0.63 0 0 0.07 10.59 16.47 271.76
molybdenum Mo 24.27 22.28 0 0.86 44.05 102 0.46 -0.77
titanium Ti 0.03 0.39 0 0 0 6.47 16.34 268.57
particle quantifier PQ 35.99 76.76 27 30 32 1820 22.77 529.35
time depending on particle quantifier TDPQ 0.69 0.20 0.3 0.6 0.8 3.6 6.41 82.33
sodium Na 6.14 11.40 1 2.71 5.18 155 7.92 78.02
boron B 33.36 60.85 0 0.28 43.92 358 3.26 12.23
silica Si 11.83 17.88 0 5.43 11.39 263 8.41 96.5
vanadium \% 0.11 0.61 0 0 0 8.58 10.84 141.25
magnesium Mg 408.30 568.60 6.8 19.7 843 8816 6.0S 84.72
calcium Ca 2359.10 848.30 1000 1435 3138 3771 —0.26 -1.63
barium Ba 0.11 0.48 0 0 0 5.37 6.59 52.56
phosphorus P 951.20 391.20 317 510 1284 1704 —0.35 -1.37
zinc Zn 920.80 413.10 108 446 1266 1704 -0.35 —-1.41
viscosity Vis 17.35 1.83 12.35 16.31 18.8 20.47 —0.64 —0.49

values given the input variables. The Gaussian distribution
stands as the most commonly used likelihood function.®'

MLR is a statistical technique used for predicting the value
of a dependent variable based on the values of two or more
independent variables.”” The formula for MLR can be
represented as eq 4"

Y=8+pPx + - +fx +e (4)

where Y is the dependent variable, x;, x,,, and x, are the
independent variables, 3, is the intercept or constant term, j,,
Py, and B, are the coeflicients of the independent variables,
and ¢ is the residual term or error term.

The MLR model involves using the training set to fit the
regression equation to the data. The least-squares method is

1403

used to calculate the coefficient values of the independent
variables and the intercept.**

The multilayer perceptron (MLP) algorithm, a type of
ANN, is commonly employed for predicting values. It
comprises an input layer, one or more hidden layers, and an
output layer. Each node in the input layer represents a feature
of the input data, while nodes in the hidden layers perform
calculations by using weights that are adjusted during training.
The output layer generates the predicted value based on the
weighted calculations of the hidden nodes.*> The formula for
the MLP algorithm can be expressed mathematically as eq 5*°

Y(x) = f(W, X f(W X & + b)) + by) (s)

https://doi.org/10.1021/acsomega.3c07780
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Figure 2. Impact of hyperparameters on the MLR model’s performance.
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where x is the input data, W, and W, are the weights of the
hidden and output layers, b, and b, are the bias terms, f is the
activation function, and Y(x) is the predicted value.

The RBF algorithm, another type of ANN, is commonly
used for predicting values. It consists of an input layer, a
hidden layer with nodes utilizing radial basis functions to
transform the ingut data, and an output layer that produces the
predicted value.”” The formula for the RBF algorithm can be
expressed mathematically as eq 6

N X — /42
M/;jexp - P

- 20

j=1 ]

p= b +
(6)

where p; is the output, b; is the bias terms, N is the number of
basic functions, W is the weight between hidden and output
layers, x is the input data vector, y is the center of the RBF
unit, and ¢ represents the spread of the Gaussian basis
function.

2.3.1. Implementation. To assess the performance and
generalizability of soft computing models, six commonly used
models were implemented: SVM, ANFIS, GPR, MLR, MLP,
and RBF. Initially, the data were rescaled to a range of —1 to 1
(eq 7) to standardize the features, minimize the influence of
outliers, and ensure training on a reliable and consistent
dataset. This rescaling enhances result robustness and
improves prediction generalizability, as outliers can distort
results and impact algorithm performance.*””" The study
utilized an 80% training set and a 20% test set. To observe the
influence of hyperparameters on model performance, changes
were made to the network topology, training algorithm, and
kernel scale (depending on the model type). Evaluation
metrics included changes in the root mean square error
(RMSE) and eddy fit (EF). The statistical distribution of
model output was compared with real values at three stages:
training, testing, and overall. Various indices, such as ave
(average), var (variance), std (standard deviation), min
(minimum), max (maximum), kur (kurtosis), skew (skew-
ness), and sum (sum), were used for this analysis. The study
varied the size of the training set from 50 to 80% to assess the
models’ generalizability, comparing performance indices at
each percentage. Additionally, the linear relationship between
the actual and predicted values for each model was analyzed.
Mean absolute percentage error (MAPE) was employed to
evaluate the models’ generalizability. The implementation and
evaluation of these models were conducted using MATLAB,
and the data required for this study are explained in Section 2.1

Z(x — xmin)

1+ ————mi
(xmax - xmjn)

()
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where x = [x,, x,, , x,] denotes the principal value of the index
vector and x,, signifies the normalized value of the index vector.
Xmay and x ;. represent the index’s highest and lowest values,
respectively.

2.4. Evaluation. To identify the optimal soft computing
model for accurate viscosity prediction, rigorous performance
criteria were applied. These criteria played a pivotal role in
evaluating the predictive accuracy of the models and aiding in
the selection and refinement of the most suitable approach for
the study. The evaluation of the models was based on three key
performance metrics widely utilized in the field: MAPE (eq1 8),
RMSE (eq 9), and EF (eq 10). Extensive research’ >
supports the effectiveness of these metrics in assessing and
comparing the accuracy of various soft computing models.

MAPE acts as an average percentage measure of the
deviation between the predicted and actual values. A lower
MAPE value indicates the superior predictive accuracy of the
model. For example, a MAPE of 10% signifies an average
deviation of 10% between the model’s predictions and the
actual values.”* RMSE calculates the square root of the average
of the squared differences between the predicted and actual
values. Lower RMSE values indicate an enhanced predictive
accuracy of the model. Moreover, RMSE is particularly
sensitive to large errors, penalizing them more than smaller
errors.” Efficiency serves as a measure of the soft computing
model’s performance in comparison to a reference model. It is
computed as the ratio of the soft computing model’s
performance to the reference model’s performance. Higher
efficiency values indicate superior performance of the soft
computing model relative to the reference model.”®

By employing these performance criteria, the study
identified the most accurate and reliable soft computing
model for predicting the viscosity of the engine lubricant. This
analysis provides valuable insights for optimizing and applying
ML models in practical applications

1 & =l
MAPE = — ) 2=
ot Wi (8)
2
RMSE = iy Oy =)

n 9)

z:;l (Vei - Fe)2 - z:;l (Vpi - vP)Z
=) (10)

In these equations, v,; represents the desired (actual) output
for the ith pattern, while v,; represents the predicted (fitted)
output produced by the network for the same pattern. “n” is

the total number of lubricant samples used in the study and 7,

EF =
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Figure 4. Impact of kernel function and kernel scale on the SVM model’s performance.

and ¥, represent the averages of the desired (actual) and

predicted output, respectively.

3. RESULTS AND DISCUSSION

3.1. Assessing Model Performance with Varying
Hyperparameters. The performance of the MLR model
was assessed by varying the hyperparameters during both the
training and testing stages (Figure 2). In the training phase, the
most favorable performance was demonstrated by the
quadratic model, achieving a RMSE of 0.80 and an EF of
0.81. Conversely, in the testing phase, the lowest RMSE of 1.56
was observed for the linear model, albeit with a diminished EF
of 0.20. Notably, the quadratic model displayed the highest
RMSE in the testing phase at 2.67; however, it still presented a
moderate EF of 0.3S. In summary, commendable performance
was exhibited by the reduced quadratic model in the training
stage, recording a RMSE of 0.87 and an EF of 0.78.
Nevertheless, its performance declined in the testing stage,
registering a RMSE of 1.98 and an EF of 0.27.

The performance of the ANFIS model was evaluated
through an assessment that involved alteration of the
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hyperparameters during the training and testing stages (Figure
3). A significant impact on the model’s performance was found
to be exerted by the influence radius. The model’s best
performance during the training phase was observed when the
influence radius was set to 0.4, which resulted in the lowest
RMSE value of 0.99 and the highest EF score of 0.69. In
contrast, the highest RMSE value of 1.50 and the lowest EF
score of 0.45 were recorded when the influence radius was set
to 0.1. Similarly, the results from the test phase indicated that
the optimal influence radius value was 0.3. Under these
conditions, the RMSE and EF values in the test phase were
found to be 1.26 and 0.61, respectively. Given the importance
of prediction accuracy during the test phase in this study, the
most suitable influence radius value was determined to be 0.3.

An evaluation of the SVM model was conducted by varying
the kernel function and kernel scale during the training and
testing steps (Figure 4). The lowest RMSE values and highest
EF scores in both the training and testing steps were achieved
when the RBF kernel function was utilized. Conversely, the use
of polynomial functions resulted in poor performance, as
evidenced by higher RMSE values and lower EF scores. The
model’s performance was further assessed by altering the

https://doi.org/10.1021/acsomega.3c07780
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Figure 5. Impact of network topology and training algorithms on the MLP model’s performance.

kernel scale. It was observed that an increase in the kernel scale
led to an increase in the RMSE and a decrease in the EF. This
indicates that a smaller kernel scale performs better than larger
kernel scales. In summary, the results suggest that the SVM
model performs optimally with a smaller kernel scale and a
smaller RBF kernel function.

The performance of the MLP model was evaluated by
modifying the hyperparameters during the training and testing
stages (Figure S5). It was found that the most effective network
topology during the training phase was identified as having 31
neurons, which resulted in a RMSE of 1.16 and an EF of 0.61.
However, during the testing phase, the network topology with
7 neurons demonstrated the best performance, with a RMSE of
1.08 and an EF of 0.64. The performance of various training
algorithms was also assessed. The trainlm algorithm was found
to exhibit the best performance during the training phase, with
a RMSE of 1.07 and an EF of 0.67. On the other hand, during
the testing phase, the traingda algorithm was found to
demonstrate the best performance, with a RMSE of 1.05 and
an EF of 0.64. In conclusion, it was found that the MLP model
exhibited superior performance with smaller network top-
ologies (3 neurons) and the trainlm algorithm.

The RBF model’s performance was assessed using the
RMSE and the EF (Figure 6). During the training phase, the
model was trained on various network topologies. It was
observed that as the network topology increased, both the
RMSE and EF improved, indicating an enhanced performance.
For instance, with a network topology of 3, the RMSE was
1.11, and the EF was 0.61. However, when the network
topology was increased to 35, the RMSE was decreased to
0.20, and the EF was increased to 0.99. In the testing phase,
the model was evaluated across the same range of network
topologies. Similar trends were observed, with the RMSE
decreasing and the EF increasing as the network topology
increased. For example, with a network topology of 3, the
RMSE was 1.15, and the EF was 0.68. When the network
topology was increased to 35, the RMSE decreased to 0.11 and
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the EF increased to 1.00. In both the training and testing
phases, it was noted that as the spread parameter increased, the
RMSE initially decreased and then increased again. The EF
followed a similar trend. This suggests that there is an optimal
value for the spread parameter that yields the best perform-
ance. Finally, the model was trained and tested using different
training algorithms. The RMSE and EF varied across different
training algorithms, indicating their impact on the model’s
performance. The trainlm algorithm consistently yielded the
lowest RMSE and highest EF in both the training and testing
phases, indicating superior performance.

The findings suggest that the performance of GPR
significantly fluctuates with different hyperparameters (Figure
7). It was observed that the ardsquaredexponential (ArdExp),
ardmatern32 (Ard 32), and ardmaternS2 (Ard 52) kernel
functions exhibited superior performance on the training set,
even achieving RMSE values of 0.01 and EF values of 1.00.
However, their performance significantly declined on the
testing set, with RMSE values ranging from 1.37 to 1.45 and
EF values between 0.30 and 0.37. Similarly, the choice of
optimizer was found to significantly impact the performance of
GPR. The fmincon optimizer achieved the lowest RMSE value
of 0.00 and the highest EF value of 1.00 on the training set.
However, its performance significantly declined on the testing
set, with a RMSE value of 1.46 and an EF value of 0.30. The
quasinewton and fminunc optimizers demonstrated similar
performance, with low RMSE values of 0.01 and high EF
values of 1.00 on the training set. However, their performance
declined on the testing set, with RMSE values of 1.22 and EF
values of 0.51. Among the four optimizers, the fminsearch
optimizer was found to perform the worst.

3.2. Performance Comparison of Models. In Table 3,
the statistical descriptions reveal that averages similar to the
actual dataset are exhibited by the predicted datasets. Variances
and standard deviations comparable to the actual dataset are
also observed in the predicted datasets. However, minor
variations in the minimum, maximum, kurtosis, and skewness
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Figure 6. Impact of network topology, spread parameters, and training algorithms on the RBF model’s performance.

are noted between the predicted and actual datasets. Overall,
the statistical descriptions of the predicted datasets align
closely with those of the actual dataset, suggesting that the
data’s trends and patterns are capable of being captured by the
models to a certain extent. Upon comparison of the different
models, the RBF model is identified as the superior choice
among the considered models. Exceptional performance in
predicting the target values in the training, testing, and all
datasets is demonstrated by the RBF model. The statistical
descriptions of the predicted dataset using the RBF model
closely mirror those of the actual dataset, indicating the
proficiency of the RBF model in predicting the target values in
this dataset.

However, to fully assess the predictive performance of the
different models, a more comprehensive analysis is necessary.
In this regard, Table 4 offers an evaluation of the performance
of six models (SVM, ANFIS, GPR, MLR, MLP, and RBF) on a
given dataset (train, test, and all). This is accomplished by
comparing their P-values, which gauge the likelihood of a
significant difference between their predicted and actual
datasets for various statistical indices (average, variance, and
distribution). The most favorable outcome is achieved when
the P-value exceeds 0.0S, thereby confirming the equality of
the average, variance, and distribution.
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The performance of six models, namely, SVM, ANFIS, GPR,
MLR, MLP, and RBF, is compared in Table 4 on a given
dataset by analyzing their P-values for each statistical index of
interest. The P-value, which measures the likelihood of
obtaining a result equal to or more extreme than what was
actually observed under the null hypothesis, is used in this case.
Here, the null hypothesis is that there is no significant
difference between the predicted dataset and the actual dataset.
Therefore, a low P-value indicates a significant difference
between the predicted dataset and the actual dataset.”” "% By
examining the P-values for the different statistical indicators,
the performance of each model can be evaluated. The SVM
and ANFIS models demonstrate relatively good performance
for the statistical index of average on the training dataset, with
P-values of 0.98. However, their performance on the test and
all datasets is not as good, implying that they may not
generalize well to new datasets. For the statistical index of
variance, the SVM model performs relatively well in the
training set, with a P-value of 0.34. However, its performance
in the test and all datasets is not as good, indicating possible
overfitting on the training data. The ANFIS model performs
poorly in training, testing, and all datasets for the variance
index. Both the SVM and ANFIS models also performed
poorly for the data distribution index. The GPR model
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Table 3. Statistical Description of the Actual and Predicted Viscosity

step dataset model ave var std min max kur skew sum
train actual 17.43 3.14 1.77 12.80 20.47 2.70 -0.70 7740
predicted SVM 17.43 2.87 1.69 12.95 20.32 2.76 -0.70 7738

ANFIS 17.44 1.99 1.41 12.92 20.63 3.40 —-0.58 7741

GPR 17.43 3.13 1.77 12.81 20.47 2.70 —-0.70 7740

MLR 17.30 2.07 1.44 12.71 20.99 3.30 —-0.41 7679

MLP 17.38 2.19 1.48 12.29 20.28 2.98 —-0.52 7732

RBF 17.43 3.11 1.76 12.80 20.21 2.71 —-0.71 7740

test actual 17.03 4.08 2.02 12.35 20.01 1.94 —-0.38 1890
predicted SVM 17.33 2.35 1.53 13.25 19.98 2.55 —0.25 1923

ANFIS 17.27 2.58 1.61 12.40 20.32 3.03 -0.51 1916

GPR 17.47 2.01 1.42 12.98 20.22 2.75 —-0.31 1939

MLR 17.70 3.81 1.95 10.90 25.57 5.93 0.46 1964

MLP 17.54 2.09 1.45 12.23 20.06 391 —0.62 1928

RBF 17.03 4.07 2.02 12.35 19.88 1.94 -0.39 1890

all actual 17.35 3.35 1.83 12.35 20.47 2.50 —0.64 9630
predicted SVM 17.41 2.76 1.66 12.95 20.32 2.73 —0.63 9662

ANFIS 17.40 2.11 1.45 12.40 20.63 3.34 —0.57 9658

GPR 17.33 3.13 1.77 12.35 20.47 2.54 -0.59 9618

MLR 17.38 2.44 1.56 10.90 25.57 5.04 0.01 9643

MLP 17.40 2.18 1.48 12.23 20.28 3.13 -0.53 9677

RBF 17.3§ 3.33 1.82 12.35 20.21 2.51 —0.65 9630

Table 4. Significance of Mean, Variance, and Distribution Based on P-Value Values

models train test all train test all train test all
average SVM 0.98 0.21 0.57 variance 0.34 0.00 0.02 distribution 0.52 0.02 0.34
ANFIS 0.98 0.33 0.61 0.00 0.02 0.00 0.00 0.03 0.00
GPR 1.00 0.63 0.85 0.97 0.03 0.41 1.00 0.04 0.86
MLR 1.00 0.62 0.81 0.00 0.25 0.00 0.00 0.51 0.00
MLP 0.79 0.67 0.65 0.00 0.05 0.00 0.02 0.51 0.01
RBF 1.00 1.00 1.00 0.92 0.99 0.93 1.00 1.00 1.00
1408 https://doi.org/10.1021/acsomega.3c07780
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Figure 8. Relationship between experimental and predicted values of viscosity across various models.

performs well on the training dataset for the average and
variance indices, with P-values of 1.00 and 0.97, respectively.
The GPR model also demonstrates a good performance for the
data distribution index. Although its performance on the test
set is not as good for the variance and distribution indices, it
still performs relatively well compared to that of other models.
The MLR model performs well for the average index on the
training and test datasets, with P-values of 1.00 and 0.62,
respectively. However, the MLR model performs poorly for the
variance and distribution indices, with P-values of 0.00 in all
datasets, indicating a significant difference between the actual
and predicted datasets. The MLP model performs moderately
well for the average index on all datasets. However, the MLP
model performs poorly on the variance index in both the
training and test datasets, with P-values of 0.00 and 0.0S,
respectively. For the distribution index, the MLP model has
low P-values, indicating a significant difference between the
predicted and actual datasets. The RBF model outperforms all
other models, with exceptional performance on all statistical
indices and datasets. It demonstrates no significant difference
between the actual and predicted datasets for the average and
distribution indices, with P-values of 1.00 and 1.00,
respectively, in all datasets. The RBF model also performs
exceptionally well on the variance index, with P-values of 0.92
and 0.99 for the training and test datasets, respectively, and a
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P-value of 0.93 for all datasets. In conclusion, the RBF model is
the best model for this given dataset. It demonstrated
exceptional accuracy and consistency in predicting all statistical
indices, generalizes well to new datasets, and accurately
captures the data’s distribution. While other models have
varying degrees of accuracy, none approach the consistently
high accuracy of the RBF model.

In a subsequent analysis, the ability of six different models to
predict the viscosity of the engine lubricant used was compared
(Figure 8). These models included the SVM, ANFIS, GPR,
MLR, MLP, and RBF. For the SVM model, an extremely good
fit between the actual and predicted viscosity values was
indicated by an R* value of 0.99 for the training data. However,
the R? value decreased to 0.64 for the testing data, suggesting
that the model might not perform as well when it was applied
to new data. A strong relationship was observed between the
actual and predicted viscosity values for the training data, with
a regression equation of Y = 0.95x + 0.88. However, for the
testing data, the relationship was weaker, with a regression
equation of Y = 0.60x + 7.03. This indicates that the
predictions of the model are less accurate for the testing data
compared to the training data.

In a subsequent analysis, the ability of six different models to
predict the viscosity of used engine lubricant was compared
(Figure 8). These models included the SVM, ANFIS, GPR,
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Table 5. Comparing Models: Performance and Generalizability Results

train test all
TS (%) model RMSE MAPE EF RMSE MAPE EF RMSE MAPE EF
80 SVM 0.21 0.93 0.99 1.25 5.67 0.61 0.59 1.88 0.90
ANFIS 1.09 4.52 0.62 1.26 5.61 0.60 1.12 4.74 0.62
GPR 0.01 0.02 1.00 1.22 4.71 0.51 0.55 0.96 091
MLR 1.16 5.07 0.61 1.95 7.16 0.15 1.35 5.49 0.51
MLP 1.07 4.54 0.67 1.10 4.80 0.61 1.07 4.61 0.66
RBF 0.17 0.38 0.99 0.09 0.23 1.00 0.16 0.35 0.99
70 SVM 0.23 1.02 0.98 1.45 6.68 0.45 0.81 2.71 0.80
ANFIS 1.12 4.62 0.60 1.19 5.29 0.63 1.14 4.82 0.61
GPR 0.01 0.02 1.00 1.23 4.68 0.48 0.67 1.42 0.86
MLR 1.13 491 0.63 1.56 6.39 0.17 1.27 5.35 0.52
MLP 1.35 6.22 0.48 1.35 6.01 0.39 1.35 6.19 0.46
RBF 0.20 0.43 0.99 0.14 0.30 1.00 0.18 0.39 0.99
60 SVM 0.21 0.93 0.99 1.55 7.00 0.34 0.99 3.35 0.71
ANFIS 1.09 4.50 0.62 1.32 5.79 0.52 1.18 5.01 0.58
GPR 0.01 0.02 1.00 1.31 5.23 0.44 0.83 2.10 0.80
MLR 1.10 4.76 0.65 5.48 11.30 0.14 3.57 7.37 0.44
MLP 1.36 6.30 0.47 1.42 6.26 0.35 1.39 6.31 0.43
RBF 0.19 0.41 0.99 0.12 0.24 1.00 0.17 0.34 0.99
S0 SVM 0.15 0.86 0.99 1.74 8.11 0.15 1.23 4.48 0.55
ANFIS 1.03 4.16 0.66 2.24 7.80 0.12 1.74 5.97 0.09
GPR 0.01 0.03 1.00 1.43 5.88 0.32 1.01 2.95 0.70
MLR 1.04 4.63 0.71 5.76 12.50 0.10 4.13 8.56 0.40
MLP 1.44 6.53 0.46 1.43 6.56 0.36 1.47 6.56 0.52
RBF 0.15 0.38 0.99 0.12 0.26 1.00 0.13 0.32 0.99

MLR, MLP, and RBF. For the SVM model, an extremely good
fit between the actual and predicted viscosity values was
indicated by an R? value of 0.99 for the training data. However,
the R? value decreased to 0.64 for the testing data, suggesting
that the model might not perform as well when it is applied to
new data. The relationship between the actual and predicted
viscosity values for the training data was strong, with a
regression equation of Y = 0.95x + 0.88. However, for the
testing data, the relationship was weaker, with a regression
equation of Y = 0.60x + 7.03. The ANFIS and GPR models
exhibited similar R* values for both the training and testing
data. The R* values for the training data were exceptionally
high at 0.99, indicating a strong correlation between the actual
and predicted viscosity values. However, the R* values for the
testing data were relatively low, suggesting that these models
might not generalize well to new data. The relationship
between the actual and predicted viscosity values for both
ANFIS and GPR was weak, particularly for the testing data (Y
=0.51x + 8.45). The MLR model had a relatively low R* value
of 0.61 for the training data, indicating a weaker relationship
between the actual and predicted viscosity values compared to
the other models. The R? value for the testing data was even
lower at 0.20, indicating poor performance when applied to
new data. The relationship between the actual and predicted
viscosity values for both the training and testing data was weak
(Y = 0.61x + 6.78 and Y = 0.50x + 8.94, respectively). The
MLP model had a moderately high R* value of 0.67 for the
training data, indicating a relatively good relationship between
the actual and predicted viscosity values. The R? value for the
testing data was slightly lower, 0.61, which is still considered a
good fit. Overall, the relationship between the actual and
predicted viscosity values for both the training and testing data
was not strong (Y = 0.65x + 6.03 and Y = 0.64x + 6.29,
respectively). Finally, the RBF model had exceptionally high R*
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values for both the training and testing data (0.99 and 0.99,
respectively), indicating an extremely strong relationship
between the actual and predicted viscosity values. The
relationship between the actual and predicted viscosity values
for both the training and testing data was very strong (Y =
0.99x + 0.15 and Y = 0.99x + 0.03, respectively). In conclusion,
the results indicate that the models varied in their ability to
predict viscosity, with some models performing better than
others. The SVM, ANFIS, and GPR models showed good
performance for the training data but performed poorly when
they were applied to new data. The MLP model showed
moderate performance for both training and testing data. The
RBF model demonstrated a strong performance for both the
training and testing data, indicating its superior predictive
ability.

A study was conducted with the aim of predicting the
viscosity of used engine lubricant using various ML models,
including SVM, ANFIS, GPR, MLR, MLP, and RBF. These
models were tested with training sizes that varied from 50 to
80%. The performance of each model was evaluated using
RMSE, MAPE, and EF metrics (Table S). When the SVM
model was trained with 80% of the data, it showed relatively
good performance in the training stage, with low RMSE and
MARPE values and a high EF value close to 1. However, in the
testing and overall stages, the performance of the model was
relatively poor, with high RMSE and MAPE values, indicating
a lack of generalizability. Similar performance was observed for
the SVM model when it was trained with 70, 60, and 50% of
the data. The ANFIS, GPR, MLR, and MLP models displayed
a relatively consistent level of performance across all training
sizes, particularly at sizes of 80, 70, and 60%. However, none of
these models was able to achieve RMSE and MAPE values
close to zero or an EF value close to 1 in each of the three
stages (train, test, and all). The RBF model demonstrated a
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strong performance under all generalizability conditions and
across all training sizes. In all stages (training, testing, and all)
and across all training sizes, the RBF model achieved low
RMSE and MAPE values, indicating a good fit to the data and
low prediction errors. Additionally, the RBF model achieved a
high EF value close to 1 in all stages, indicating its efficiency
and appropriateness for predicting the target variable. In
conclusion, the RBF model outperformed all of the other
models tested in this study. It demonstrated good general-
izability in predicting the viscosity based on the given
independent variables. While other models showed varying
degrees of accuracy, none approached the consistently high
accuracy of the RBF model.

3.3. Position of Soft Computing in This Field. In this
section, the performance of soft computing in areas closely
aligned with the objectives of the current research is explored.
Part of the research results showed that the engine health
diagnosis accuracy by KNN of the training set sizes of 80, 60,
and 40% was equal to 99.71, 98.38, and 97.36%, while the
detection accuracy of the RBF-ANN for all three training set
sizes was approximately 99.85%.*" Another study introduced a
SVM-based model to detect and forecast external wear failure
using lubricant condition monitoring data. The research
employed the RFE technique to diminish the number of
independent variables in the model. The study achieved a
diagnostic accuracy of 94.20%. Notably, the findings
emphasized the significance of iron, aluminum, and lead in
determining the wear condition of diesel engines."' Another
research study introduced the combination of a RBF-ANN and
a GA. This model successfully detected oil pump failure with
an impressive accuracy rate of over 96%.'°" A groundbreaking
technique for locomotive system maintenance has been
introduced by researchers, focusing on examining the
connection between dielectric properties and metallic/non-
metallic particles present in engine oil. Remarkably, the study
achieved remarkably strong regression values, with the
dielectric constant achieving an impressive R value of 0.8513
and the dielectric loss factor achieving an R value of 0.8015 at
7.4 GHz.”” Another study assesses the performance of soft
computing models in predicting the elemental spectroscopy
(Fe, Pb, Cu, Cr, Al Si, and Zn) of engine lubricants based on
the electrical properties (&', €”, and tan §) of oil samples. The
RBF model delivered the most accurate predictions for silicon
at 74 GHz, with a RMSE of 0.4 and a MAPE of 0.7.
Performance was further improved by fine-tuning RBF
parameters, such as the hidden size and training algorithm."
These results show the potential of ML models to accurately
predict engine lubricant properties and aid in impressive
maintenance strategies. In this study, the RBF model was able
to predict the viscosity values through EWH, Cr, Pb, Sn, Al,
Mo, Na, B, V, Mg, Ba, Ca, P, and Zn even at a training size of
50%. In such a way that the values of RMSE, MAPE, and EF in
the training phase were equal to 0.15, 0.38, and 0.99,
respectively, and in the test phase they were equal to 0.12,
0.26, and 1, respectively.

4. CONCLUSIONS

The aim of this study was to evaluate the potential of using soft
computing tools in predicting the numerical value of lubricant
viscosity based on oil analysis results, which included metallic
and nonmetallic elements and operating hours. Six models,
SVM, ANFIS, GPR, MLR, MLP, and RBF—were assessed,
with their performance criteria such as RMSE, MAPE, and EF
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taken into consideration. It was observed that while SVM,
ANFIS, and GPR demonstrated satisfactory performance for
the training data, their performance diminished when they
were applied to new data. Meanwhile, MLP exhibited a
moderate level of performance and MLR demonstrated a weak
level of performance. The analysis indicated that the RBF
model outperformed the other models, demonstrating strong
generalizability in predicting the target variable. The study also
underscored the importance of selecting appropriate hyper-
parameters for each model to achieve optimal performance. In
the case of RBF, steady improvements were observed in RMSE
and EF parameters with increasing network topology values,
such as 3 and 35, for both training and testing. For instance,
when the network topology increased from 3 to 35 in the
training phase, the RMSE value decreased from 1.11 to 0.20
and the EF increased from 0.61 to 0.99. Similarly, during
testing, the RMSE value declined from 1.15 to 0.11, and the EF
increased from 0.68 to 1 with increasing network topology
from 3 to 35. Remarkably, the trainlm algorithm consistently
exhibited superior performance, as evidenced by the lowest
RMSE and highest EF values. Throughout the train, test, and
all stages of all training sizes, ranging between 50 and 80%, the
RBF model indicated low values of RMSE (0.09 to 0.20) and
MAPE (0.23 to 0.43), suggesting a high conformity to the data
and minimal prediction errors. Furthermore, in all three stages,
the RBF model displayed a high value of EF, approaching the
threshold value of 1, denoting an effective and suitable
predictive model for the target variable.

While this study provides valuable insights into the potential
application of soft computing models for predicting lubricant
viscosity, it is not without limitations. The most significant
limitation of the current research has been the acquisition and
collection of engine oil analysis reports from machine-owning
companies and oil analysis laboratories. In addition, the
operators did not fully complete the device specifications,
which posed challenges for a more precise analysis. The
collected dataset, originating from a single maintenance and
repair unit, may not represent all engine lubricant conditions.
It consists of 555 reports on engine lubricant analysis with two
types of lubricant levels: 15W40 and 20W50. The study only
considered metallic and nonmetallic elements and operating
hours as input variables, excluding other key factors that could
influence viscosity. However, the proposed model is capable of
processing the necessary inputs from sensors, enabling
monitoring in the absence of an expert. Future studies could
explore the relationship between various qualitative and
quantitative parameters of engine lubricants, potentially
reducing costs for preventive maintenance and repairs and
increasing industrial owners’ willingness to adopt such
measures. Data collection through engine oil analysis from
various companies’ machines, regardless of the type of
lubricant used (engine, gearbox, and hydraulic), could enhance
the practicality and comprehensiveness of these studies.
Furthermore, the inclusion of additional parameters and data
from various sources could improve the accuracy of the
lubricant viscosity prediction. The knowledge and insights
gained from this study could guide future research on
monitoring and predicting the behavior of mechanical systems
using ML-based approaches. Such research could establish
more robust and efficient predictive maintenance strategies,
providing a cost-effective and optimal solution for addressing
maintenance needs.
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