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Convolutional neural networks can decode eye movement
data: A black box approach to predicting task from eye

movements
Zachary J. Cole

Karl M. Kuntzelman
Michael D. Dodd
Matthew R. Johnson

Previous attempts to classify task from eye movement
data have relied on model architectures designed to
emulate theoretically defined cognitive processes
and/or data that have been processed into aggregate
(e.g., fixations, saccades) or statistical (e.g., fixation
density) features. Black box convolutional neural
networks (CNNs) are capable of identifying relevant
features in raw and minimally processed data and
images, but difficulty interpreting these model
architectures has contributed to challenges in
generalizing lab-trained CNNs to applied contexts. In the
current study, a CNN classifier was used to classify task
from two eye movement datasets (Exploratory and
Confirmatory) in which participants searched,
memorized, or rated indoor and outdoor scene images.
The Exploratory dataset was used to tune the
hyperparameters of the model, and the resulting model
architecture was retrained, validated, and tested on the
Confirmatory dataset. The data were formatted into
timelines (i.e., x-coordinate, y-coordinate, pupil size) and
minimally processed images. To further understand the
informational value of each component of the eye
movement data, the timeline and image datasets were
broken down into subsets with one or more components
systematically removed. Classification of the timeline
data consistently outperformed the image data. The
Memorize condition was most often confused with
Search and Rate. Pupil size was the least uniquely
informative component when compared with the x- and
y-coordinates. The general pattern of results for the
Exploratory dataset was replicated in the Confirmatory
dataset. Overall, the present study provides a practical
and reliable black box solution to classifying task from
eye movement data.
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The association between eye movements and mental
activity is a fundamental topic of interest in attention
research that has provided a foundation for developing
a wide range of human assistive technologies. Early
work by Yarbus (1967) showed that eye movement
patterns appear to differ qualitatively depending on
the task at hand (for a review of this work, see Tatler
et al., 2010). A replication of this work by DeAngelus
and Pelz (2009) showed that the differences in eye
movements between tasks can be quantified and appear
to be somewhat generalizable. Technological advances
and improvements in computing power have allowed
researchers to make inferences regarding the task using
eye movement data, also known as the “inverse Yarbus
process” (Haji-Abolhassani & Clark, 2014).

Current state-of-the-art machine learning and
neural network algorithms are capable of identifying
diagnostic patterns for the purpose of decoding a
variety of data types, but the inner workings of the
resulting model solutions are difficult or impossible to
interpret. Algorithms that provide such solutions are
referred to as black box models. Dissections of black box
models have been largely uninformative (Zhou et al.,
2019), limiting the potential for researchers to apply
the mechanisms underlying successful classification of
the data. Still, black box models provide a powerful
solution for technological applications such as
human-—computer interfaces (HCIs; for a review, see
Lukander et al., 2017). While the internal operations
of the model solutions used for HCI applications
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do not necessarily need to be interpretable to serve
their purpose, Lukander et al. (2017) pointed out that
the inability to interpret the mechanisms underlying
the function of black box solutions impedes the
generalizability of these methods and increases the
difficulty of expanding these findings to real-life
applications. To ground these solutions, researchers
guide decoding efforts by using eye movement data
and/or models with built-in theoretical assumptions.
For instance, eye movement data are processed into
meaningful aggregate properties such as fixations or
saccades, or statistical features such as fixation density,
and the models used to decode these data are structured
based on the current understanding of relevant
cognitive or neurobiological processes (e.g., Maclnnes
et al., 2018). Despite the proposed disadvantages of
black box approaches to classifying eye movement data,
there is no clear evidence to support the notion that the
grounded solutions described above are actually more
valid or definitive than a black box solution.

The scope of theoretically informed solutions to
decoding eye movement data is limited to the extent
of the current theoretical knowledge linking eye
movements to cognitive and neurobiological processes.
As our theoretical understanding of these processes
develops, older theoretically informed models become
outdated. Furthermore, these solutions are susceptible
to any inaccurate preconceptions that are built into
the theory. Consider the case of Greene et al. (2012),
who were not able to classify task from commonly
used aggregate eye movement features (i.e., number
of fixations, mean fixation duration, mean saccade
amplitude, percent of image covered by fixations)
using correlations, a linear discriminant model, and a
support vector machine (see Table 1). This led Greene
and colleagues to question the robustness of Yarbus’s
(1967) findings, inspiring a slew of responses that
successfully decoded the same dataset by aggregating
the eye movements into different feature sets or
implementing different model architectures (see Table 1;
Haji-Abolhassani & Clark, 2014; Kanan et al., 2014;
Borji & Itti, 2014). The subsequent reanalyses of these
data support Yarbus’s (1967) notion that task can be
decoded from eye movement data using a variety of
combinations of data features and model architectures.
Collectively, these reanalyses did not point to an
obvious global solution capable of clarifying future
approaches to the inverse Yarbus problem beyond
what could be inferred from black box model solutions
but did provide a wide-ranging survey of a variety
of methodological features that can be applied to
theoretical or black box approaches.

Eye movements can only delineate tasks to the extent
that the cognitive processes underlying the tasks can
be differentiated (Krol & Krol, 2018). Every task is
associated with a unique set of cognitive processes
(Coco & Keller, 2014; Kroél & Krol, 2018), but in some
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cases, the cognitive processes for different tasks may
produce indistinguishable eye movement patterns.
Others may define these terms differently, but for
present purposes, our working definitions are that
cognitive “processes” are theoretical constructs that
could be difficult to isolate in practice, whereas a
“task” is a more concrete/explicit set of goals and
behaviors imposed by the experimenter in an effort
to operationalize one or more cognitive processes. A
“mental state,” in contrast, is also a more theoretical
term that is a bit more general and could include goals
and cognitive processes but could also presumably
encompass other elements like mood or distraction.

To differentiate the cognitive processes underlying
task-evoked eye movements, some studies have chosen
to classify tasks that rely on stimuli that prompt easily
distinguishable eye movements, such as reading text
(e.g., Henderson et al., 2013). The eye movements
elicited by salient stimulus features facilitate task
classifications; however, because these eye movements
are the consequence of a feature (or features) inherent
to the stimulus rather than the task, it is unclear if
these classifications are attributable to the stimulus
or a complex mental state (Boisvert & Bruce, 2016;
e.g., Henderson et al., 2013). Additionally, the distinct
nature of exogenously elicited eye movements prompts
decoding algorithms to prioritize these bottom-up
patterns in the data over higher-level top-down effects
(Borji & Itti, 2014). This means that these models
are identifying the type of information that is being
processed but are not necessarily reflecting the mental
state of the individual observing the stimulus. Eye
movements that are the product of bottom-up processes
have been reliably decoded, which is relevant for some
HCI applications; however, in our view, such efforts do
not fit the spirit of the inverse Yarbus problem, as most
groups seem to construe it. Namely, most attempts at
addressing the inverse Yarbus problem are concerned
with decoding higher-level abstract mental operations
that can be applied to virtually any naturalistic image
and are not necessarily dependent on specific structural
elements of the stimuli (e.g., the highly regular, linear
patterns of written text).

Currently, there is not a clearly established upper
limit to how well cognitive task can be classified from
eye movement data. Prior evidence has shown that the
task at hand is capable of producing distinguishable eye
movement features such as the total scan path length,
total number of fixations, and the amount of time to
the first saccade (Castelhano et al., 2009; DeAngelus
& Pelz, 2009). Decoding accuracies within the context
of determining task from eye movements typically
range from chance performance to relatively robust
classification (see Table 1). In one case, Coco and Keller
(2014) categorized the same eye movement features
used by Greene et al. (2012) with respect to the relative
contribution of latent visual or linguistic components
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of three tasks (visual search, name the picture, name
objects in the picture) with 84% accuracy (chance
= 33%). While this manipulation is reminiscent of
other experiments relying on the bottom-up influence
of words and pictures (Boisvert & Bruce, 2016; e.g.,
Henderson et al., 2013), the eye movements in the
Coco and Keller (2014) tasks can be attributed to
the occurrence of top-down attentional processes. A
conceptually related follow-up to this study classified
tasks along two spatial and semantic dimensions,
resulting in 51% classification accuracy (chance =
25%) (Krol & Krol, 2018). A closer look at these
results showed that the categories within the semantic
dimension were consistently misclassified, suggesting
that this level of distinction may require a richer dataset
or a more powerful decoding algorithm. Altogether,
there is no measurable index of relative top-down or
bottom-up influence, but this body of literature suggests
that the relative influence of top-down and bottom-up
attentional processes may have a role in determining the
decodability of the eye movement data.

As shown in Table 1, when eye movement data
are prepared for classification, fixation and saccade
statistics are typically aggregated along spatial or
temporal dimensions, resulting in variables such as
fixation density or saccade amplitude (Castelhano
et al., 2009; Maclnnes et al., 2018; Mills et al., 2011).
The implementation of these statistical methods is
meant to explicitly provide the decoding algorithm
with characteristics of the eye movement data that
are representative of theoretically relevant cognitive
processes. For example, Maclnnes et al. (2018)
attempted to provide an algorithm with data designed
to be representative of inputs to the frontal eye fields.
In some instances, such as the case of Krél and Krol
(2018), grounding the data using theoretically driven
aggregation methods may require sacrificing granularity
in the dataset. This means that aggregating the data
has the potential to wash out certain fine-grained
distinctions that could otherwise be detected. Data
structures of any kind can only be decoded to the extent
to which the data are capable of representing differences
between categories. Given that the cognitive processes
underlying distinct tasks are often overlapping (Coco
& Keller, 2014), decreasing the granularity of the
data may actually limit the potential of the algorithm
to make fine-grained distinctions between diagnostic
components underlying the tasks to be decoded.

The current state of the literature does not
provide any firm guidelines for determining what
eye movement features are most meaningful or what
model architectures are best suited for determining
task from eye movements. The examples provided in
Table 1 used a variety of eye movement features and
model architectures, most of which were effective to
some extent. A proper comparison of these outcomes
is difficult because these datasets vary in levels of
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chance and data quality. Datasets with more tasks to
be classified have lower levels of chance, lowering the
threshold for successful classification. Additionally,
datasets with a lower signal-to-noise ratio will have

a lower achievable classification accuracy. For these
reasons, outside of reanalyzing the same datasets, there
is no consensus on how to establish direct comparisons
of these model architectures. Given the inability to
directly compare the relative effectiveness of the various
theoretical approaches present in the literature, the
current study addressed the inverse Yarbus problem

by allowing a black box model to self-determine the
most informative features from minimally processed eye
movement data.

The current study explored pragmatic solutions to
the problem of classifying task from eye movement
data by submitting minimally processed x-coordinate,
y-coordinate, and pupil size data to a convolutional
neural network (CNN) model. Instead of transforming
the data into theoretically defined units, we allowed the
network to learn meaningful patterns in the data on
its own. CNNs have a natural propensity to develop
low-level feature detectors similar to the primary visual
cortex (e.g., Seeliger et al., 2018); for this reason, they
are commonly implemented for image classification. In
some cases, researchers have found success classifying
data that natively exist in a timeline format by first
transforming the data to an image-based format and
then passing them to a deep neural network classifier
(e.g., Bashivan et al., 2016); however, it is not always
obvious a priori which representation of a particular
type of data is best suited for neural network classifiers
to be able to detect informative features, and the ideal
representational format must be determined empirically.
Thus, to test the possibility that image data might be
better suited to the CNN classifier in our eye movement
data as well, we also transformed our dataset from
raw timelines into simple image representations and
compared CNN-based classification of timeline data
to that of image data. The image representations we
generated also matched the eye movement trace images
classically associated with the work of Yarbus (1967)
and others, which were the original forays into this line
of inquiry.

To our knowledge, no study has attempted to address
the inverse Yarbus problem using any combination
of the following methods: (1) non-aggregated data,

(2) image data format, and (3) a black box CNN
architecture. Given that CNN architectures are capable
of learning features represented in raw data formats and
are well suited to decoding multidimensional data that
have a distinct spatial or temporal structure, we expected
that a non-theoretically-constrained CNN architecture
could be capable of decoding data at levels consistent
with the current state of the art. Furthermore, despite
evidence that black box approaches to the inverse
Yarbus problem can impede generalizability (Lukander
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et al., 2017), we expected that when testing the approach
on an entirely separate dataset, providing the model
with minimally processed data and the flexibility to
identify the unique features within each dataset would
result in the replication of our initial findings.

Participants

Two separate datasets were used to develop and test
the deep CNN architecture. The two datasets were
collected from two separate experiments, which we refer
to as Exploratory and Confirmatory. The participants
for both datasets consisted of college students
(Exploratory, N = 124; Confirmatory, N = 77) from the
University of Nebraska—Lincoln who participated in
exchange for class credit. Participants who took part in
the Exploratory experiment did not participate in the
Confirmatory experiment. All materials and procedures
were approved by the University of Nebraska—Lincoln
Institutional Review Board prior to data collection.

Materials and procedures

Each participant viewed a series of indoor and
outdoor scene images while carrying out a search,
memorization, or rating task. For the memorization
task, participants were instructed to memorize the
image in anticipation of a forced-choice recognition
test. At the end of each Memorize trial, the participants
were prompted to indicate which of two images
was just presented. The two images were identical
outside of a small change in the display (e.g., object
removed or added to the scene). For the rating task,
participants were asked to think about how they would
rate the image on a scale from 1 (very unpleasant) to
7 (very pleasant). The participants were prompted to
provide a rating immediately after viewing the image.
For the search task, participants were instructed to
find a small “Z” or “N” embedded in the image. In
reality, targets were not present in the images outside
of a small subset of images (# = 5) that were not
analyzed but were included in the experiment design so
participants believed a target was always present. Trials
containing the target were excluded because search
behavior was likely to stop if the target was found,
adding considerable noise to the eye movement data.
For consistency between trial types, participants were
prompted to indicate if they found a “Z” or “N” at the
end of each Search trial.

The same materials were used in both experiments
with a minor variation in the procedures. In the
Confirmatory experiment, participants were directed as
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to where search targets might appear in the image (e.g.,
on flat surfaces). No such instructions were provided in
the Exploratory experiment.

In both experiments, participants completed one
mixed block of 120 trials (task cued prior to each
trial) or three uniform blocks of 40 trials (task cued
prior to each block for a total of 120 trials). Block
type was assigned in counterbalanced order. When
the blocks were mixed, the trial types were randomly
intermixed within the block. For uniform blocks, each
block consisted entirely of one of the three conditions
(Search, Memorize, Rate), with block types presented
in random order. Each stimulus image was presented
for 8 s. The pictures were presented in color, with a size
of 1,024 x 768 pixels, subtending a visual angle of 23.8°
x 18.0°.

Eye movements were recorded using an SR Research
EyeLink 1000 eye tracker with a sampling rate of 1,000
Hz. Only the right eye was recorded. The system was
calibrated using a 9-point accuracy and validity test.
Errors greater than 1° or averaging greater than 0.5° in
total were recalibrated.

Datasets

On some trials, a probe was presented on the screen
6 s after the onset of the trial, which required
participants to fixate the probe once detected. To avoid
confounds resulting from the probe, only the first 6 s
of the data for each trial were analyzed. Trials that
contained fewer than 6,000 samples within the first
6 s of the trial were excluded before analysis. For both
datasets, the trials were pooled across participants. After
excluding trials, the Exploratory dataset consisted of
12,177 of the 16,740 total trials, and the Confirmatory
dataset consisted of 9,301 of the 10,395 total trials.

The raw x-coordinate, y-coordinate, and pupil size
data collected at every sampling time point in the trial
were used as inputs to the deep learning classifier. These
data were also used to develop plot image datasets that
were classified separately from the raw timeline datasets.
For the plot image datasets, the timeline data for each
trial were converted into scatterplot diagrams. The x-
and y-coordinates and pupil size were used to plot each
data point onto a scatterplot (e.g., see Figure 1). The
coordinates were used to plot the location of the dot,
pupil size was used to determine the relative size of
the dot, and shading of the dot was used to indicate
the time course of the eye movements throughout the
trial. The background of the plot images and first data
point were white. Each subsequent data point was one
shade darker than the previous data point until the
final data point was reached. The final data point was
black. For standardization, pupil size was divided by
10, and one unit was added. The plots were sized to
match the dimensions of the data collection monitor
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Memorize Rate

~

=5

Figure 1. Each trial was represented as an image. Each sample collected within the trial was plotted as a dot in the image. Pupil size
was represented by the size of the dot. The time course of the eye movements was represented by the gradual darkening of the dot

over time.

oYP

XYo

————

Xog

ooP

Figure 2. Plot images were used to represent data subsets that excluded one component of the eye movement data (i.e., XY, XP,
@YP) or contained only one component (i.e., X&@, @YD, IP). As with the trials in the full XYP dataset, the time course of the eye
movements was represented by the shading of the dot. The first sample of each trial was white, and the last sample was black.

(1,024 x 768 pixels) and then shrunk to 240 x 180
pixels in an effort to reduce the dimensionality of the
data.

Data subsets

The full timeline dataset was structured into three
columns representing the x- and y-coordinates and
pupil size for each data point collected in the first 6 s of
each trial. To systematically assess the predictive value
of each XYP (i.e., x-coordinates, y-coordinates, pupil
size) component of the data, the timeline and image
datasets were batched into subsets that excluded one of
the components (i.e., XY@, X&P, oYP) or contained
only one of the components (i.e., X2, Y, IP).
For the timeline datasets, this means that the columns
to be excluded in each data subset were replaced with
zeros. The data were replaced with zeros because

removing the columns would change the structure of
the data. The same systematic batching process was
carried out for the image dataset. See Figure 2 for an
example of each of these image data subsets.

Classification

Deep CNN model architectures were implemented
to classify the trials into Search, Memorize, or Rate
categories. Because CNNSs act as a digital filter sensitive
to the number of features in the data, the differences in
the structure of the timeline and image data formats
necessitated separate CNN model architectures. The
model architectures were developed with the intent of
establishing a generalizable approach to classifying task
from eye movement data.
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The development of these models was not guided
by any formal theoretical assumptions regarding
the patterns or features likely to be extracted by the
classifier. Like many HCI models, the development of
these models followed general intuitions concerned with
building a model architecture capable of transforming
the data inputs into an interpretable feature set
that would not overfit the dataset. The models were
developed using Version 0.3b of the DeLINEATE
toolbox, which operates over a Keras backend
(http://delineate.it) (Kuntzelman et al., 2021). Each
training/test iteration randomly split the data so that
70% of the trials were allocated to training, 15% to
validation, and 15% to testing. (This approach achieves
essentially the same benefit of a more traditional
k-fold cross-validation approach insofar as it allows
all data to be used as both training and test without
double-dipping; however, by resampling the data
instead of using strict fold divisions, we can sidestep
the issue of how to incorporate a validation set into the
k-fold approach.) Training of the model was stopped
when validation accuracy did not improve over the span
of 100 epochs. Once the early stopping threshold was
reached, the resulting model was tested on the held-out
test data. This process was repeated 10 times for each
model, resulting in 10 classification accuracy scores for
each model. The resulting accuracy scores were used for
the comparisons against chance and other datasets or
data subsets.

The models were developed and tested on the
Exploratory dataset. Model hyperparameters were
adjusted until the classification accuracies on
the test data appeared to peak, with no obvious
evidence of excessive overfitting during the training
process. The model architecture with the highest
classification accuracy on the Exploratory dataset was
trained, validated, and tested independently on the
Confirmatory dataset. This means that the model that
was used to analyze the Confirmatory dataset was
not trained on the Exploratory dataset. For all of the
analyses that excluded one or more components of
the eye movement data (e.g., XY@, X2@P, YP, and
so on), new models were trained for each data subset
(i.e., data subset analyses did not use the model that
had already been trained on the full XYP dataset). The
model architectures used for the timeline and plot image
datasets are shown in Figure 3, with some additional
details on the architecture hyperparameters in the figure
caption.

Analysis

Results for the CNN architecture that resulted in
the highest accuracy on the Exploratory dataset are
reported below. For every dataset tested, a one-sample
two-tailed ¢ test was used to compare the CNN
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Figure 3. Two different model architectures were used to
classify the timeline and image data. Both models were
compiled using a categorical cross-entropy loss function, and
optimized with the Adam algorithm. Optimizer parameters
were initial learning rate = 0.005, 8; = 0.9, 8, = 0.999, € =
0.1. The timeline model had 16,946 trainable parameters
(29,998 total); the image model had 18,525 trainable

parameters (18,827 total).
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Figure 4. All of the data subsets were decoded at levels better than chance (.33). Each subset is labeled with the mean accuracy. The

error bars represent standard errors.

accuracies against chance (33%). The Shapiro—Wilk test
was used to assess the normality for each dataset. When
normality was assumed, the mean accuracy for that
dataset was compared against chance using Student’s
one-sample two-tailed 7 test. When normality could not
be assumed, the median accuracy for that dataset was
compared against chance using Wilcoxon’s signed rank
test.

To determine the independent contributions of
the three components of the eye movement data, the
data subsets were compared within the timeline and
plot image data types. If classification accuracies were
lower when the data were batched into subsets, the
component that was removed was assumed to have
some unique contribution that the model was using
to inform classification decisions. To determine the
uniqueness of the contribution from each component,
the accuracies from each subset with one component of
the data removed were compared to the accuracies for
the full dataset (XYP) using a one-way between-subjects
analysis of variance (ANOVA). To further evaluate
the decodability of each component independently,
the accuracies from each subset containing only one
component of the eye movement data were compared
within a separate one-way between-subjects ANOVA.
All post hoc comparisons were corrected using Tukey’s
honestly significant difference (HSD).

Timeline data classification

Exploratory

Classification accuracies for the XYP timeline
dataset were well above chance (chance = .33; M =
526, SD = .018; t9 = 34.565, p < 0.001). Accuracies for
classifications of the batched data subsets were all better
than chance (see Figure 4). As shown in the confusion
matrices displayed in Figure 5, the data subsets with
lower overall classification accuracies almost always
classified the Memorize condition at or below chance
levels of accuracy. Misclassifications of the Memorize
condition were split relatively evenly between the Search
and Rate conditions.

There was a difference in classification accuracy for
the XYP dataset and the subsets that had the pupil
size, x-coordinate, and y-coordinate data systematically
removed (F3 35 = 47.471, p < 0.001, n°> = 0.798). Post
hoc comparisons against the XYP dataset showed
that classification accuracies were not affected by the
removal of pupil size or y-coordinate data (see Table 2).
The null effect present when pupil size was removed
suggests that the pupil size data were not contributing
unique information that was not otherwise provided
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Figure 5. The confusion matrices represent the average classification accuracies for each condition of the timeline data (S = Search,
M = Memorize, R = Rate). The vertical axis of the confusion matrices represents the actual condition for the trial. The horizontal axis
of the confusion matrices represents the condition that was predicted by the model.

Exploratory Confirmatory
Comparison t p t p
XYP vs. OYP 9.420 <0.001 5.210 <0.001
XYP vs. X&P 2.645 0.056 3.165 0.016
XYP vs. XYQ 1.635 0.372 1.805 0.288
XD vs. oY 5.187 <0.001 0.495 0.874
XoD vs. ISP 12.213 <0.001 10.178 <0.001
NS vs. JOP 7.026 <0.001 9.683 <0.001

Table 2. Timeline subset comparisons.

by the x- and y-coordinates. A strict significance
threshold of o = .05 implies the same conclusion for
the y-coordinate data, but the relatively low degrees of
freedom (df = 18) and the borderline observed p value
(p = .056) afford the possibility that there exists a small
effect. However, classification for the @YP subset was
significantly lower than the XYP dataset, showing that
the x-coordinate data were uniquely informative to the
classification.

There was also a difference in classification accuracies
for the X@@, Y@, and P subsets (F>, 27 = 75.145,
p < 0.001, »*> = 0.848). Post hoc comparisons showed
that classification accuracy for the @@P subset was
lower than the X@@ and @Y & subsets. Classification
accuracy for the X@@ subset was higher than the @Yo
subset. Altogether, these findings suggest that pupil size
data were the least uniquely informative to classification
decisions, while the x-coordinate data were the most
uniquely informative.

Confirmatory

Classification accuracies for the Confirmatory XYP
timeline dataset were well above chance (M = .537,
SD = 0.036, to = 17.849, p < 0.001). Classification
accuracies for the data subsets were also better than
chance (see Figure 4). Overall, there was high similarity
in the pattern of results for the Exploratory and
Confirmatory datasets (see Figure 4). Furthermore,
the general trend showing that pupil size was the
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Figure 6. All of the data subsets except for the Exploratory @ @P dataset were decoded at levels better than chance (.33). Each subset
is labeled with the mean accuracy. The error bars represent standard errors.

least informative eye-tracking data component was
replicated in the Confirmatory dataset (see Table 2).
Also in concordance with the Exploratory timeline
dataset, the confusion matrices for these data revealed
that the Memorize task was misclassified more often
than the Search and Rate tasks (see Figure 5).

To test the stability of the model architecture,
classification accuracies for the XYP Exploratory
and Confirmatory timeline datasets were compared.
The Shapiro—Wilk test for normality indicated
that the Exploratory (W = 0.937, p = 0.524) and
Confirmatory (W = 0.884, p = 0.145) datasets were
normally distributed, but Levene’s test indicated that
the variances were not equal, F; 13 = 8.783, p =
0.008. Welch’s unequal variances ¢ test did not show a
difference between the two datasets, #13.045 = 0.907, p
= 0.381, Cohen’s d = 0.406. These findings indicate
that the deep learning model decoded the Exploratory
and Confirmatory timeline datasets equally well, but
the Confirmatory dataset classifications were less
consistent across training/test iterations (as indicated
by the increase in standard deviation).

Plot image classification

Exploratory

Classification accuracies for the XYP plot image
data were better than chance (M = .436, SD = .020, p
< 0.001) but were less accurate than the classifications

Exploratory Confirmatory
Comparison t p t p
XYP vs. OYP 1.792 0.391 1.623 0.491
XYP vs. X&P 2.939 0.039 4.375 <0.001
XYP vs. XYQ 0.474 0.989 1.557 0.532
XS vs. oY 0.423 0.906 2.807 0.204
XS vs. ISP 13.569 <0.001 5.070 <0.001
NS vs. IOP 13.235 <0.001 7.877 <0.001

Table 3. Image subset comparisons.

for the XYP Exploratory timeline data (¢;3 = 10.813,
p < 0.001). Accuracies for the classifications for all
subsets of the plot image data except the @@ P subset
were better than chance (see Figure 6). Following the
pattern expressed by the timeline dataset, the confusion
matrices showed that the Memorize condition was
misclassified more often than the other conditions and
appeared to be equally misidentified as a Search or Rate
condition (see Figure 7).

There was a difference in classification accuracy
between the XYP dataset and the data subsets (F4 45
= 7.093, p < 0.001, n* = .387). Post hoc comparisons
showed that compared to the XYP dataset, there was
no effect of removing pupil size or the x-coordinates,
but classification accuracy was worse when the
y-coordinates were removed (see Table 3).

There was also a difference in classification accuracies
between the X2 @, Y@, and @oP subsets (Levene’s
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Figure 7. The confusion matrices represent the average classification accuracies for each condition of the image data (S = Search,
M = Memorize, R = Rate). The vertical axis of the confusion matrices represents the actual condition for the trial. The horizontal axis
of the confusion matrices represents the condition that was predicted by the model.

test: F> o7 = 3.815, p = 0.035; Welch correction for lack
of homogeneity of variances: F>, 17993 = 228.137, p <
0.001, n?> = .899). Post hoc comparisons showed that
there was no difference in classification accuracies for
the X@@ and @Y subsets, but classification for the
&P subset was less accurate than the X@@ and oY@
subsets.

Confirmatory

Classification accuracies for the XYP Confirmatory
image dataset were well above chance (M = .449,
SD = 0.012, tg = 31.061, p < 0.001) but were less
accurate than the classifications of the confirmatory
timeline dataset (z;3 = 11.167, p < 0.001). Accuracies
for classifications of the data subsets were also all better
than chance (see Figure 6). The confusion matrices
followed the pattern showing that the Memorize
condition was mistaken most often and was relatively
equally misidentified as a Search or Rate trial (see
Figure 7). As with the timeline data, the general trend

showing that pupil size data were the least informative
to the model was replicated in the Confirmatory dataset
(see Table 3).

To test the stability of the model architecture, the
classification accuracies for the XYP Exploratory and
Confirmatory plot image datasets were compared. The
independent samples 7 test comparing the classification
accuracies for the Exploratory and Confirmatory plot
image datasets did not show a significant difference, ¢,
= 1.777, p = 0.092, Cohen’s d = 0.795.

The present study aimed to produce a practical
and reliable example of a black box solution to the
inverse Yarbus problem. To implement this solution,
we classified raw timeline and minimally processed
plot image data using a CNN model architecture. To
our knowledge, this study was the first to provide a
solution to determining task from eye movement data
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using each of the following: (1) non-aggregated eye
tracking data (i.e., raw x-coordinates, y-coordinates,
pupil size), (2) timeline and image data formats (see
Figure 2), and (3) a black box CNN architecture. This
study probed the independent contributions of the
x-coordinate, y-coordinate, and pupil size components
of the eye movement data using a CNN. The CNN
was able to decode the timeline and plot image data
better than chance, although only the timeline datasets
were decoded with accuracies comparable to other
state-of-the-art approaches. Datasets with lower
classification accuracies were not able to differentiate
the cognitive processes underlying the Memorize task
from the cognitive processes underlying the Search and
Rate tasks. Decoding subsets of the data revealed that
pupil size was the least uniquely informative component
of the eye movement data. This pattern of findings was
consistent between the Exploratory and Confirmatory
datasets.

Although several aggregate eye movement features
have been tested as task predictors, to our knowledge,
no other study has assessed the predictive value of the
data format (viz., data in the format of a plot image).
Our results suggest that although CNNs are robust
image classifiers, eye movement data are decoded in
the standard timeline format more effectively than in
image format. This may be because the image data
format contains less decodable information than the
timeline format. Over the span of the trial (6 s), the eye
movements occasionally overlapped. When there was an
overlap in the image data format, the more recent data
points overwrote the older data points. This resulted
in some information loss that did not occur when
the data were represented in the raw timeline format.
Despite this loss of information, the plot image format
was still decoded with better than chance accuracy. To
further examine the viability of classifying task from
eye movement image datasets, future research might
consider representing the data in different forms such as
three-dimensional data formats or more complex color
combinations capable of representing overlapping data
points.

When considering the superior performance of
the timeline data (vs. plot image data), we must also
consider the differences in the model architectures.
Because the structures of the timeline and plot image
data formats were different, the models decoding
those data structures also needed to be different. Both
model architectures were optimized individually on
the Exploratory dataset before being tested on the
Confirmatory dataset. For both timeline and plot
image formats, there was good replicability between the
Exploratory and Confirmatory datasets, demonstrating
that these architectures performed similarly from
experiment to experiment. An appropriately tuned
CNN should be capable of learning any arbitrary
function, but given that the upper bound for
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decodability of these datasets is unknown, there is

the possibility that a model architecture exists that

is capable of classifying the plot image data format
more accurately than the model used to classify the
timeline data. Despite this possibility, the convergence
of these findings with other studies (see Table 1)
suggests that the results of this study are approaching
a ceiling for the potential to solve the inverse Yarbus
problem with eye movement data. We attempted to
replicate some of those other studies’ methods on

our own dataset but were only able to do so with the
methods of Coco and Keller (2014), due to lack of
publicly available code or incompatibility with our
data; for Coco and Keller’s methods, we did not achieve
better-than-chance classification in our data. We believe
that the below-chance outcome for this replication
analysis is likely attributable to Coco and Keller’s
focus on differentiating the eye movements for separate
task sets based on the assumed underlying mental
operations rather than relying on distinct features in
the data or a complex model architecture. Although
the true capacity to predict task from eye movement
data is unknown, standardizing datasets in the future
could provide a point for comparison that can more
effectively indicate which methods are most effective

at solving the inverse Yarbus problem. As a gesture
toward this goal, we have made the data and code from
the present study publicly available at https://osf.io/
dyq3t.

In the current study, the Memorize condition was
classified less accurately than the Search and Rate
conditions, especially for the datasets with lower
overall accuracy. This suggests that the eye movements
associated with the Memorize task were potentially
lacking unique or informative features to decode.

This means that eye movements associated with the
Memorize condition were interpreted as noise or were
sharing features of underlying cognitive processes that
were represented in the eye movements associated
with the Search and Rate tasks. Previous research
(e.g., Krol & Krol, 2018) has attributed the inability
to differentiate one condition from the others to the
overlapping of subfeatures in the eye movements
between two tasks that are too subtle to be represented
in the eye movement data.

To more clearly understand how the different tasks
influenced the decodability of the eye movement data,
additional analyses were conducted on the Exploratory
and Confirmatory timeline datasets (see Supplementary
Material). For the main Supplementary analysis,
the data subsets were resubmitted to the CNN and
reclassified as two-category task sets. In addition to
the main Supplementary analysis, the results from the
primary analysis were recalculated from three-category
task sets to two-category task sets. In the primary
analyses, the Memorize condition was predicted with
the lowest accuracy, but misclassifications of the
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Search and Rate trials were most often categorized as
Memorize. As a whole, this pattern of results and the
main Supplementary analysis indicated a general bias
for uncertain trials to be categorized as Memorize.

As expected, the main Supplementary analysis also
showed that the two-category task set that included
only Search and Rate had higher accuracies than
both of the two-category task sets that included

the Memorize condition. The recalculation analysis
generally replicated the pattern of results seen in the
main Supplementary analysis but with larger variance,
suggesting that including lower-accuracy trial types
during model training can decrease the consistency of
classifier performance. Overall, the findings from this
supplemental analysis show that conclusions drawn
from comparisons between approaches that do not use
the same task sets, or the same number of tasks, could
be potentially uninterpretable because the features
underlying the task categories are interpreted differently
by the neural network algorithm.

When determining the unique contributions of the
eye movement features used in this study (x-coordinates,
y-coordinates, pupil size), the pupil size data were
consistently the least uniquely informative. When
pupil size was removed from the Exploratory and
Confirmatory timeline and plot image datasets,
classification accuracy remained stable (vs. XYP
dataset). Furthermore, classification accuracy of the
@@P subset was the lowest of all of the data subsets
and, in one instance, was no better than chance.
Although these findings indicate that, in this case, pupil
size was a relatively uninformative component of the
eye movement data, previous research has associated
changes in pupil size as indicators of working memory
load (Kahneman & Beatty, 1966; Karatekin et al.,
2004), arousal (Wang et al., 2018), and cognitive effort
(Porter et al., 2007). The results of the current study
indicate that the changes in pupil size associated with
these underlying processes were not useful in delineating
the tasks being classified (i.e., Search, Memorize,
Rate), potentially because these tasks did not evoke a
reliable pattern of changes in pupil size. Additionally,
properties of the stimuli known to influence pupil size,
such as luminance and contrast, were not controlled
in these datasets. Given that stimuli were randomly
assigned, there is the possibility that uncontrolled
stimulus properties known to affect pupil size impeded
the CNN’s capacity to detect patterns in the pupil size
data.

The findings from the current study support the
notion that black box CNNs are a viable approach
to determining task from eye movement data. In a
recent review, Lukander et al. (2017) expressed concern
regarding the lack of generalizability of black box
approaches when decoding eye movement data. Overall,
the current study showed a consistent pattern of results
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for the XYP timeline and image datasets, but some
minor inconsistencies in the pattern of results for
the x- and y-coordinate subset comparisons. These
inconsistencies may be a product of overlap in the
cognitive processes underlying the three tasks. When
the data are batched into subsets, at least one dimension
(i.e., x-coordinates, y-coordinates, or pupil size) is
removed, leading to a potential loss of information.
When the data provide fewer meaningful distinctions,
finer-grained inferences are necessary for the tasks to be
distinguishable. As shown by Coco and Keller (2014),
eye movement data can be more effectively decoded
when the cognitive processes underlying the tasks are
explicitly differentiable. While the cognitive processes
distinguishing memorizing, searching, or rating an
image are intuitively different, the eye movements
elicited from these cognitive processes are not easily
differentiated. To correct for potential mismatches
between the distinctive task-diagnostic features in the
data and the level of distinctiveness required to classify
the tasks, future research could more definitively
conceptualize the cognitive processes underlying the
task at hand.

Classifying task from eye movement data is
often carried out in an effort to advance technology
to improve educational outcomes, strengthen the
independence of physically and mentally handicapped
individuals, or improve HClIs (Koochaki & Najafizadeh,
2018). Given the previous questions raised regarding
the reliability and generalizability of black box CNN
classification, the current study first tested models on an
exploratory dataset, then confirmed the outcome using
a second independent dataset. Overall, the findings
of this study indicate that this black box approach
is capable of producing a stable and generalizable
outcome. Additionally, the Supplementary analyses
showed that different task sets, or a different number
of tasks, could lead the algorithm to interpret features
differently, which should be taken into account
when comparing task classification approaches.
Future studies that incorporate features from the
stimulus might have the potential to surpass current
state-of-the-art classification. According to Bulling et al.
(2013), incorporating stimulus feature information into
the dataset may improve accuracy relative to decoding
gaze location data and pupil size. Alternatively, Borji
and Itti (2014) suggested that accounting for salient
features in the stimulus might leave little to no room for
theoretically defined classifiers to consider mental state.
Future research should examine the potential for the
inclusion of stimulus feature information in addition
to the eye movement data to boost black box CNN
classification accuracy of image data beyond that of
timeline data.

Keywords: deep learning, eye tracking, convolutional
neural network, cognitive state, endogenous attention
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