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Abstract

Clinical text de-identification enables collaborative research while protecting patient privacy and 

confidentiality; however, concerns persist about the reduction in the utility of the de-identified text 

for information extraction and machine learning tasks. In the context of a deep learning 

experiment to detect altered mental status in emergency department provider notes, we tested 

several classifiers on clinical notes in their original form and on their automatically de-identified 

counterpart. We tested both traditional bag-of-words based machine learning models as well as 

word-embedding based deep learning models. We evaluated the models on 1,113 history of 

present illness notes. A total of 1,795 protected health information tokens were replaced in the de-

identification process across all notes. The deep learning models had the best performance with 

accuracies of 95% on both original and de-identified notes. However, there was no significant 

difference in the performance of any of the models on the original vs. the de-identified notes.
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Introduction

The use of electronic health records (EHR) data to support research is growing in the 

translation research community [1]. Significant amounts of those data are trapped in free-

text throughout a variety of clinical notes [2,3]. Provider notes often contain patient names, 

dates of services, and other types of Protected Health Information (PHI). In the United 

States, the Health Insurance Portability and Accountability Act (HIPAA) protects the 
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confidentiality of patients [4], and based on the Common Rule, researchers are required to 

obtain either an informed consent from patients or a waiver of informed consent from an 

Internal Review Board (IRB) in order to use data for research [5]. As a result, automated de-

identification in order to make text data more accessible for research is being investigated 

[6]. The impact of de-identification on the fidelity of information content as well as the 

utility of the data for research purposes, and information retrieval are also being evaluated 

[7,8]. In this paper, we examine the impact of de-identification on machine learning-based 

text classifiers. This experiment was conducted in the context of an automated approach for 

the detection of altered mental status (AMS) in emergency department (ED) physician notes 

for the purpose of decision support in the evaluation and management of pulmonary 

embolism [9–11].

Methods

This study was approved by the IRB at the Medical University of South Carolina (MUSC) 

under protocol # Pro00080055. We extracted ED physician notes from the MUSC Research 

Data Warehouse, which contains data extracted from the EHR system. The text notes span a 

period of 6 years, exported from one commercial EHR system. The notes were enriched with 

records from adult patients with concurrent International Classification of Diseases (ICD)-10 

codes indicating AMS (e.g. codes under the R41 ICD-10 code hierarchy, which includes 

symptoms and signs involving cognitive functions and awareness) and an equal number of 

records from patients without AMS ICD codes as controls or negative cases. Using regular 

expressions to identify the section headers, a total of 8,194 clinical notes were segmented 

into the different components of a clinical record including the history of present illness 

(HPI), physical exam, assessment, etc.

Labeling

The parsed notes were imported into REDCap [12] and made available to clinical members 

of our research team (two ED physicians, a Pediatrician and a Doctor of Pharmacy) for 

review and labeling as either AMS or not AMS. The team was instructed to look for any 

signs or symptoms of AMS in the context of pulmonary embolism as described in the 

literature [9,10] within the HPI, e.g. disorientation, lethargy, stupor, somnolence, confusion, 

coma, loss of consciousness, or syncope. They were also asked to drop repetitive notes for 

patients with frequent ED visits in order to minimize bias in testing the models. Cases that 

were deemed not clear cut AMS by a reviewer, were labeled by consensus after consultation 

with other team members. The team completed the labeling on 1,113 HPI text notes from 

849 patients, with 487 notes labeled as AMS, and 626 labeled as non-AMS. A sub-sample of 

100 notes was labeled independently by two labelers in order to estimate the interrater 

reliability.

De-identification

For automated de-identification, we used a system based on ‘BoB’ (best-of-breed clinical 

text de-identification application) [13,14] with a previously demonstrated precision of 93% 

and recall of 76% on MUSC data [15]. This system combines high precision algorithms 

(e.g., regular expression matching) and high recall algorithms, e.g., Conditional Random 
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Fields (CRF) and Support Vector Machines (SVM). After all models are run on a document, 

their individual PHI determinations are consolidated into a single coherent output using an 

ensemble method. Tokens tagged as PHI can be replaced with tags, (e.g. a name replaced 

with a single generic token “[***PHI***]” or a corresponding PHI-type or class name e.g. 

“[*** Patient ***]”) or “resynthesized” (i.e., PHI is replaced with realistic surrogates so a 

name will be replaced with a different, randomly sampled name). For the purposes of this 

study, we selected to use the multi-class token replacements in the de-identified output.

Text Processing

We used R version 3.5.1 [16] for constructing the machine learning pipelines, and Keras [17] 

and TensorFlow [18] for constructing and training the deep learning models. We ran both the 

original text (i.e., not de-identified) and de-identified text through several traditional bag-of-

words (BOW) text classifiers, and word-embedding (WE)-based deep learning models. Text 

processing for the BOW models was done using the quanteda package [19] and included 

lower casing, punctuation removal, stop-word removal, stemming, and tokenization. The 

BOW word frequencies were normalized using term-frequency, inverse document frequency 

(tf-idf) a weighted approach for term discrimination [20]. For the WE models, we used 

Keras for text processing, which included lower casing, sentence segmentation, punctuation 

removal, and tokenization, followed by sequence padding to ensure that all sequences have 

the same length.

Baseline Approaches

As a baseline, we used regular expressions (regex) on lowercased notes to identify AMS key 

words as described in the literature in the context of pulmonary embolism [9,10] (e.g. 

altered, disorientation, disoriented, lethargy, stupor, confusion, syncope, etc.). The regex 

algorithm was refined after several iterations of testing against the labeled data to include 

other patterns based on the root words and abbreviations. We also examined the accuracy of 

ICD codes against the labeled data.

BOW-based Machine Learning Models

The traditional models included: Naïve Bayes Classifier (NBC) with uniform priors, 

smoothing of 1; Lasso (LASS) with a default alpha=1 and lambda=NULL [21]; Single 

Decision Tree (SDT) [22] with a maximum depth of 20; Random Forrest (RF) [23] with 201 

trees and the number of variables randomly sampled as candidates at each split (mtry)=150; 

SVM Type 1 with a radial basis kernel [24]; and a Simple Multilayer Perceptron (SMP) 

artificial neural network with 64-node input and hidden layers.

Word Embedding - Deep Learning Models

The deep learning model was based on the architecture described by Kim [25]. However, 

instead of using parallel channels for the embedding layer, we used either a pre-trained layer 

using word2vec (W2V) [26] or word embedding without pre-training (vectors randomly 

initialized using a uniform distribution) with either of 50 (D50) or 200 (D200) dimensions 

per word. The W2V weights were derived by pre-training the W2V skip-gram model on all 

8,194 HPI (original, not de-identified) notes using a window of 5 words in each direction 
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and 200 dimensions per word. The next layer was a convolutional layer or convolutional 

neural network (CNN) with multi-filter sizes (3, 4 and 5), 200 nodes each, with global 

maxpooling, followed by a merge tensor, a fully connected 200 node layer, then a single 

sigmoid activation output node. A dropout rate of 0.2 was used after both the embedding 

layer and the last dense layer. Other deep neural network architectures were tested including 

Kim’s and CNN’s with larger window sizes; however, we chose the above architecture due 

to its superior performance in our hands for the purpose of demonstrating the impact of de-

identification.

Training and Evaluation

Due to the relatively small number of labeled clinical notes, all the models were trained and 

evaluated using 5-fold train/test cycles, i.e. the test set in each of those runs was used as an 

unseen holdout set. Moreover, in order to ensure further consistency in results, the 

experiment was repeated 5 times by bootstrap sampling using different random seeds. 

Therefore, all models were run a total of 25 times on different train/test sets. In order to 

allow comparison between models, the same train/test sets were used during each cycle for 

all the models. The same random seeds were used for both the original and de-identified 

sets, thus ensuring identical partitioning of train/test sets and that the models trained on 

original notes were trained on the de-identified version of the same original notes. The 

performance metrics, including area under the receiver operating characteristic curve (AUC), 

were calculated based on the pooled predictions of the test data from the 25 runs. The caret 

package was used for k-fold, bootstrap sampling and calculations of the metrics [27].

Results

Dataset Statistics

The BOW matrices generated after lower casing, stop-word removal and stemming had 

token dimensions of 5,200 and 4,925 for the original and de-identified sets respectively. The 

WE sequences, which did not undergo stop-word removal and stemming, had vocabulary 

sizes of 7,260 and 6,923 for the original and de-identified sets respectively. The HPI note 

sizes ranged from 21 to 716 words with a median of 174 words for both original and 

identified sets. The corpus of the labeled HPI notes included a total of 207,475 tokens.

De-identification Results

The automated de-identification resulted in the replacement of 1,795 PHI tokens from a 

variety of types or classes of PHI (Table 1), which is less than 1% of all tokens in the corpus. 

The most prevalent replacements within our HPI data were related to health care unit names 

(such as “MUSC” or “Gastrointestinal” unit) and ages. The different PHI classes and their 

prevalences are listed in Table 1.

Baseline Analyses

We had a fairly high interrater reliability between labelers (Cohen’s Kappa = 0.94). Using 

the ICD codes listed in table 2, the accuracy of concurrent ICD codes assignments 

associated with the labeled clinical notes was 81.1% (precision 72.2%, recall 92.4%). The 
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presence of any of these codes was considered as positive for AMS otherwise the note was 

considered negative for AMS by ICD.

The accuracy of classification using the refined regex patterns against the labeled notes was 

88.1% (precision 81.3%, recall 94.7%).

Machine Learning Performance

There was no discernable difference in performance of any of the models between original 

and de-identified text, with significant overlap in the 95% confidence intervals of the AUC’s 

for all the models across original vs. de-identified (Figure 1). Table 3 shows the performance 

of the models, along with the differences in performance between original and de-identified 

text (Δ’s).

The RF model was the best performer in the BOW models with AUC’s of 0.978, in both 

original and de-identified texts. Both CNN’s (D50 and D200) with the randomly initialized 

word embeddings had the best overall performance with AUC’s near 99% and average 

accuracies near 95% across both original and de-identified text, exceeding those of the W2V 

model.

Discussion

The de-identification resulted in the replacement of 1,795 PHI tokens out of a total of over 

200 thousand tokens in our sample of 1,113 HPI notes. Table 1 demonstrates the extent of 

de-identification that the notes were subjected to. The results show negligible difference in 

performance of text classifiers on original vs. de-identified HPI notes, across all types of 

machine learning models. The deep learning models in particular seem to perform 

exceedingly well in both environments.

We hypothesized that the replacement of a number of different named entities with uniform 

classes of tokens, which slightly reduces the vocabulary size in our corpus and therefore the 

number of features that the BOW and WE models have to deal with, could potentially 

improve machine learning performance due to reduced dimensionality and noise in the data. 

If such an advantage exists, it could not be definitively demonstrated in our results. Several 

of the models seem to have a slight advantage when applied to the de-identified set, but 

given the 95% confidence intervals’ overlap between original and de-identified, this 

difference is not significant. It is worth noting that such a result would also be expected if a 

PHI ‘resynthesis’ process were used (i.e., replacement of PHI with realistic surrogates), 

which is an option in the automatic de-identification system described above, and is based 

on a large and diverse database of possible surrogates (e.g., all last names found in the U.S. 

national census). The resynthesis might allow for conservation of diversity of the original 

PHI.

The fact that automated de-identification did not reduce the accuracy of machine learning 

performance should be of interest to the translational research community. Clinical text 

corpora are critical for biomedical informatics research in domains such as machine 

learning, ontology annotations, predictive modeling and precision medicine, to name a few. 
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Automated de-identification should make such corpora more accessible at scale for such 

research. While automated de-identification technologies have matured significantly in 

recent years, regulatory guidelines still lag behind. Looking ahead, we envision several 

governance models in which de-identified text corpora could be made available with 

appropriate data use agreements with minimal oversight and review by ethics boards. 

Institutional research leaders at academic medical centers should work closely with their 

offices of research oversight and local informatics experts to make such resources more 

accessible.

Regarding the performance of deep learning vs. the traditional classifiers, the deep learning 

classifiers seem to significantly outperform the BOW-based classifiers with the exception of 

RF, which had a performance approaching that of the CNN’s. Not surprisingly, all machine 

learning models outperformed ICD codes on accuracy, which is consistent with reports in 

the literature on coder errors, such as misattribution, unbundling, and upcoding [28,29]. 

However, only the better performing models (MLP and above) had better accuracies than the 

optimized regex classifier. The accuracies of the deep learning models were particularly far 

superior to the regex accuracy. However, none of the models outperformed the high recall 

demonstrated by our regex classifier. However, the regex approach required significant fine-

tuning specific to the detection of AMS keywords in order to yield this performance. As 

such, the regex approach is more difficult to generalize to other classification problems. 

Finally, it should be noted that the W2V initialized WE models, did not outperform the 

randomly initialized WE models. In fact they seem to have consistently lower AUC’s, but 

with overlapping 95% confidence intervals. The lower performance is possibly due to the 

relatively small amount of pre-training data, for example, compared to models trained on all 

of PubMed.

Limitations

Our text corpus represents data from one health system, on a single EHR system making it 

difficult to draw generalizations about performance in other environments. We also 

examined the performance of machine learning through the narrow prism of a simple text 

classifier to identify AMS in one type of EHR clinical text, namely the HPI. Future work 

should include expanding the study to other institutions and examining other types of notes 

and machine learning tasks, such as predictions of outcomes.

Conclusions

Despite the limitations outlined above, this simple experiment demonstrates the power of an 

automated de-identification pipeline, and the preservation of text features that are necessary 

for the performance of both deep learning models as well as the more traditional machine 

learning models used in text classification tasks.
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Figure 1. 
AUC values and 95% confidence intervals for all the models for both original and de-

identified (Deid) data.
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Table 1–

Breakdown of the Numbers of PHI Tokens Replaced by the De-identification System.

PHI Token Class n %

Health care unit names 558 31.1%

Ages greater than 89 512 28.5%

Dates 360 20.1%

Provider names 128 7.1%

Patient names 122 6.8%

Street or City 73 4.1%

State or Country 16 0.9%

Phone numbers 15 0.8%

Other organization names 10 0.6%

Other IDs 1 0.1%

Total 1795 100.0%
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Table 2–

List of ICD-9 and ICD-10 Codes Considered to be AMS in the Context of Pulmonary Embolism.

Code Set ICD Code Diagnosis Name

ICD9 780.0x Alteration of consciousness

ICD9 780.2 Syncope and collapse

ICD9 780.97 Altered mental status

ICD9 799.5x Signs and symptoms involving cognition

ICD10 R40.x Somnolence, stupor and coma

ICD10 R41.0 Disorientation, unspecified

ICD10 R41.8x Other symptoms and signs involving cognitive functions and awareness

ICD10 R41.9 Unspecified symptoms and signs involving cognitive functions and awareness

ICD10 R55 Syncope and collapse
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