
Technology in Cancer Research and Treatment 

ISSN 1533-0346 

Volume 13, Number 6, December 2014  

© Adenine Press (2014)

Open Access Article
The authors, the publisher, and the right 
holders grant the right to use, reproduce, 
and disseminate the work in digital form 
to all users.

Open Access Article
The authors, the publisher, and the right 
holders grant the right to use, reproduce, 
and disseminate the work in digital form 
to all users.

605

Automated Diagnosis of Mammogram Images of 
Breast Cancer Using Discrete Wavelet Transform 

and Spherical Wavelet Transform Features:  
A Comparative Study 

www.tcrt.org 
DOI: 10.7785/tcrt.2013.600262

Mammograms are one of the most widely used techniques for preliminary screening of breast 
cancers. There is great demand for early detection and diagnosis of breast cancer using mam-
mograms. Texture based feature extraction techniques are widely used for mammographic 
image analysis. In specific, wavelets are a popular choice for texture analysis of these images. 
Though discrete wavelets have been used extensively for this purpose, spherical wavelets 
have rarely been used for Computer-Aided Diagnosis (CAD) of breast cancer using mam-
mograms. In this work, a comparison of the performance between the features of Discrete 
Wavelet Transform (DWT) and Spherical Wavelet Transform (SWT) based on the classifica-
tion results of normal, benign and malignant stage was studied. Classification was performed 
using Linear Discriminant Classifier (LDC), Quadratic Discriminant Classifier (QDC), Nearest 
Mean Classifier (NMC), Support Vector Machines (SVM) and Parzen Classifier (ParzenC). 
We have obtained a maximum classification accuracy of 81.73% for DWT and 88.80% for 
SWT features using SVM classifier.

Introduction

Breast cancer is a leading cause of fatality among women and is also the most 
prevalent non-skin cancer in women (1, 2). This is evident from the fact that mor-
tality of breast cancer is the second highest among all cancer deaths in women 
(2). It is well known that there is no technology at present, which is capable of 
curing cancer. But, it is well known that early detection of cancer can aid in good 
recovery and prolong patient life (2). For this reason, radiologists want to detect 
breast cancer at an early stage. But there are several problems with early detection 
of breast cancer. One problem is that, most often, the first tool for breast cancer 
screening is a mammogram. This in itself poses an unique problem since there 
is a lot of inter-observer variations which occur while diagnosing breast cancer 
through mammograms (3). According to Dio et al., the purpose of Computer-
Aided Diagnosis (CAD) in radiology, is “to improve the diagnostic accuracy as 
well as the consistency of radiologists’ image interpretation by using the com-
puter output as a guide” (3). This is very true, since a radiologist makes his diag-
nostic interpretations based on judgements which are subjective to the radiologist 
and also because of the fact that radiologists tend to miss microcalcifications and 
masses which are not visible clearly in mammograms. This, along with the fact 
that intra-observer and inter-observer variability play an important role in diag-
nostic accuracy, has been statistically proven by Balleyguier et al. in (4). The 
influence and improvement in diagnostic accuracy of radiologists in the presence 
of a CAD system has been studied and proven by Fenton et al. in (5).
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The classification pipeline used in this work is shown in  
Figure 1. Though CAD systems are thought to be in a nascent 
stage, evidence in (5) proves quite the contrary with high 
success rates for radiologists using CAD systems. There are 
numerous works which have been done in the past with a 

make it particularly suitable for our application. Spherical 
Wavelet Transform (SWT) is yet to be widely used in popular 
applications, especially in the field of medical image analysis 
where they might prove extremely useful given the fact that 
they prove to be very useful in filtering off noise and sharp-
ening the images (10) apart from providing vital information 
regarding details which might otherwise not be available in the 
case of Discrete Wavelet Transforms (DWT).

This paper highlights the advantages of SWT over DWT 
features using mammogram images. We do this by studying 
the classification accuracy of a three class classification prob-
lem. The database was obtained from SATACommHealth, 
Singapore. The three classes are normal, benign and malig-
nant mammograms. We consider only features extracted by 
DWT and SWT. The classification was performed for both 
these feature sets separately, to evaluate the performance of 
SWT and DWT. Classification was performed using Lin-
ear Discriminant Classifier (LDC), Quadratic Discriminant 
Classifier (QDC), Nearest Mean Classifier (NMC), Support 
Vector Machines (SVM) and Parzen Classifier (ParzenC).

Materials and Methods

The experiment was performed using 282 mammograms pro-
vided by the SATACommHealth, Singapore. All the images 
were acquired from patients between 45-70 years of age. 
There were 65 malignant images, 60 benign images and 157 
normal images. Before further processing, each image was 
preprocessed and normalized to counter variations in imaging 
conditions. In order to obtain accurate quantitative results, the 
pectoral muscles from all images were manually removed in 
order to work only on the breast tissue masses. The images 
were received and processed at a resolution of 1024 3 1680. 
Each image were processed at two views: the Cranio- 
Caudal (CC) view and the Mediolateral-oblique (MLO) view.  
Figure 2 shows samples of mammograms which were used in 
this study.

Feature Extraction

In this study, two feature extraction techniques; Discrete 
Wavelet Transform (DWT) and Spherical Wavelet Trans-
form (SWT) were used to extract texture features from the 
images in consideration.

Discrete Wavelet Transform (DWT)

Discret wavelet transforms are well known textural feature 
extraction techniques. In this method, the images were sent 
through a series of down-sampling filters which are com-
posed up of a sequence of high-pass and low-pass filters. The 
high-pass filters produce the detail coefficients D[n] while the 

Figure 1:  Classification framework used in this work.

combination of several techniques (9) With accuracy rates 
reaching up to a maximum of 99.5% in the work of Sadaf 
et al. (6), we see that the field of CAD systems for breast 
cancer is at a very advanced stage. Yet, there is scope for 
improvement. This is due to various factors. For instance, 
in the work reported in (6), though the accuracy rates seem 
to be impressive, it must also be noted that the experiments 
which gave a high accuracy rate were done on Full-Field 
Digital Mammograms (FFDM) and only on images which 
manifest as microcalcifications. In images which manifest 
as other mammographic appearances, the accuracy rate 
was mentioned to be 86%. Similarly, a more complicated 
technique for usage in a CAD system was proposed by  
Szekeley et al. in (7). In this study, texture features were 
used with combined classifiers decision tree and multireso-
lution markov random models, which gave an accuracy rate 
of 94%. Hence we see that there are a range of wide array 
of techniques ranging from the seemingly simple ones (6) to 
more complicated ones (7).

Since there is clearly scope for further improvement in the 
basic classification framework, especially in the feature extrac-
tion step, we propose the application of a new feature extrac-
tion methodology for usage in mammographic image analysis. 
Though Spherical Wavelet Transforms (SWT) was initially 
proposed for astronomical image and data analysis (9), their 
inherent properties and ability to extract minute information 
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low-pass filters produce the approximation coefficients A[n] 
(11). These coefficients are mathematically represented by:
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Where, x[k] represents the image in consideration and 
h[2n2k] represents the transfer function of a high-pass filter,  

while g[2n2k] represents the transfer function of a low-
pass filter. 

Biorthogonal wavelets were used in this study (12).  
Biorthogonal wavelets are those in which the wavelet trans-
form is invertible, but not necessarily orthogonal. The advan-
tage of biorthogonal wavelets over orthogonal wavelets is that 
biorthogonal wavelets allow more degrees of freedom com-
pared to orthogonal wavelets. The first level wavelet produces 
a horizontal Dh1, diagonal Dd1 and vertical Dv1 detailed coef-
ficients and one approximation coefficient A1(11). The output 
of these matrices, though provide intensity values, cannot be 
directly used due to the fact that the number of elements are 
simply too high for computation. So, averaging methods for 
dimensionality reduction have been developed as follows:
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The final averaging method used averages not the inten-
sity values as such; but averages the energy of the intensity  
values.
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A more detailed description of the technique used can be seen 
in (11, 12).

Spherical Wavelet Transform (SWT)

The Spherical Wavelet Transform (SWT) proposed by Starck 
et al. (9) works on the principle that the sum of the scales 
reproduces the original data. The goal of this method is to 
reduce redundancy which occurs in the conventional DWT, 
which results in huge data sets, in turn requiring averaging 
techniques, which result in loss of data as seen from discus-
sions in the previous section. The development of a SWT by 
(9) was carried out using an undecimated isotropic transform. 
Isotropy utilized in this development is favorable for con-
struction of a wavelet pyramid since it can capture isotropic 
features in a statistically isotropic field. This property can be 

Figure 2:  Sample mammograms.
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exploited and put to good use in textural feature extraction of 
medical images since isotropic region extraction is the basis 
of medical image analysis using textures.

The approximations of an image I on a dyadic resolution scale 
can be obtained using the scaling function φlc as: c l f*c0 �φ ,  
c l f*c1 2 1� �φ ,..., c l f*j j c2

�φ − , where φ − lc2 j  is a rescaled 
version of φlc with cut-off frequency 22j lc (8). From this, a 
low-pass filter hj for each scale j is defined by:
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Similarly, a high-pass filter gj on each scale j can be derived as:
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From Equations 8 and 9, it is evident that the high-pass filter 
used in this specific case can be expressed as:
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Equation 10 shows an example of a wavelet function that 
can be used in the spherical domain, while any other wavelet 
function can be used in its place to determine the detailed and 
approximate coefficients.

Algorithm 1 shows an implementation of SWT (9).

Algorithm 1: Implementation of the SWT

Step 1:  Compute a multiresolution sphere.
Step 2:  Computer the center of each face of the sphere.
Step 3: � Load the image and precompute the local  

wavelet matrix using Eq.8-Eq.10.
Step 4: � Initialize the forward transform for extracting 

the low-pass components from the orthogonal 
direction details in Step 3.

Step 5: � Extract these low-pass components and create a 
matrix.

Step 6:  Back store the coefficients.
Step 7:  Calculate the Spherical Wavelet Coefficients.

Classification

Linear Discriminant Classifier (LDC)

The idea of linear classifiers is that, in a training pattern  
x1, x2, ..., xn each of the object in the pattern is assigned to a 

class ω1 or ω2 depending on a threshold τ0 determined by a 
mathematical function defined as:
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Where, wT is the weight vector. The data is said to be linearly 
separable when wTx 1 ω0 . 0 for all samples in a single 
class (21). All linear classifiers function on this logic. 

Quadratic Discriminant Classifier (QDC)

In a classification problem, it is common to assume that data in 
each class is adequately described by a Gaussian distribution. 
From this assumption, a conclusion is brought about the linear-
ity or quadraticity of the classifier, depending on the covariance 
matrices of the data (21). If the covariance matrices turn out to 
be equal, a Linear Discriminant approach is followed, while a 
Quadratic Discriminant approach is followed when the cova-
riance matrices turn out to be different (22). The implication 
of this can very well be seen in our study where QDC clearly 
outperforms LDC. This shows that the data is not linearly sepa-
rable giving more scope for non-linear classifiers. 

Nearest Mean Classifier (NMC)

Nearest Mean Classifier is one of the simplest, yet most 
effective classifier. It is simple, because of its computa-
tional efficiency where it takes very little effort to compute 
the mean of the classes in consideration. Once the mean 
of the classes are computed at random, every object in the 
dataset is assigned to one of the classes, depending upon 
a distance measure which calculates the distance between 
the mean of the class and the object in consideration. The 
procedure is followed for every object, until all objects in 
the dataset are assigned to one of the classes (21). Though 
NMC has found to be effective in cases where the data is 
well spread out, highly non-linear data like the one in our 
current study does not provide a good result due to the high 
overlap between the means of various classes in consider-
ation. This will result in poor performance as seen from the 
results in our study.

Parzen Classifier (ParzenC)

Parzen classifiers are non-parametric classifications algo-
rithms. The idea of a non-parametric estimation technique 
is to divide the total histogram of a given feature set into a 
number of bins and calculate the probability of a random sam-
ple belonging to one particular bin in the histogram. Parzen 
classifiers are based on this non-parametric classification 
technique which models data in a multidimensional scale. 
That is, instead of dividing the histogram into several bins, 
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like usual non-parametric techniques, the n-dimensional  
space is divided into hypercubes with a length of side h 
and volume hl  (20). In this case, the probability p xˆ( )  
of a variable belonging to a particular hypercube can  
be given by:
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Where xi 5 1, 2....l are the available feature vectors and 
φ(xi) 5 1 for xi , 1/2 and φ(xi) 5 0 otherwise. 

Support Vector Machine (SVM)

SVMs are one of the most widely used classifiers. The idea 
of SVMs are derived from the LDC. The separating hyper 
planes for SVMs are defined as:
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where, ω1 and ω2, are the classes in consideration, w a 
weight vector, and a threshold τ0 determined with the 
above equation (23) . From Equation 13, it is evident that, 
it is just an extension of the generic LDC. It is difference 
in a way that the hyperplanes in place for SVMs function 
on the theory of support vectors. Here, the vectors clos-
est to the separating hyperplanes determine the location of 
the hyperplane rather than the hyperplane determining the 
location of the objects in the classes. Also, SVMs perform 
well in the case of non-linear data due to the fact that these 
classifiers do not separate data in the original data space, 
but rather map the original data into a more manageable 
space using specified functions referred to as kernels, 
which help in converting a non-linear data into a linear 

data through the kernel functions (23, 24). In the current 
study, a radial basis kernel is used to build our classifier. 
This kernel is defined by: 
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where, σ provides the standard deviation of the class in con-
sideration and x and z provide the object and mean of the 
classes respectively.

In this study, where binary classifiers have been used, a 
simple majority vote was used to extend it into a multi-class  
classification structure. 

Results

The current study provides a comparative and quantitative 
analysis of the usage of SWT with respect to DWT. 282 
images were used for this study, with similar processing 
done on all the images. All the levels of sub-bands of both 
DWT and SWT were used to extract the features. Feature 
ranking or selection was not performed due to the fact that it 
is quite evident that all sub-bands of a wavelet transformation 
scheme are important as information missing in one sub-band 
is always found in another. This holds true for both DWT 
and SWT. Table I shows a sample window of features for the 
three classes of mammograms for DWT and SWT features 
considered in this study.

To study the data distribution of the features extracted by both 
DWT and SWT, the features were plotted as their empirical 
Cumulative Distributive Functions (eCDF), which is seen in 
Figure 3. This visualization technique helps in better infer-
ence of variations in feature spread obtained using DWT and 
SWT.

Table I 
Significant features extracted (Mean 6 SD) using the DWT and SWT. The p-values were , 0.0001 for all features.

Features Normal Benign Malignant

DWTA1 2.4E102 6 1.2E102 1.7E102 6 1.04E102 2.6E102 6 1.5E102
DWTD1 1.9E203 6 1.3E101 23.8E101 6 1.19E101 2.2E206 6 1.3E101
DWTH1 1.0E202 6 3.4E101 1.1E100 6 3.26E101 9.0E204 6 3.5E101
DWTH2 5.0E202 6 1.0E102 1.9E100 6 8.23E101 1.8E100 6 8.9E102
DWTV1 22.0E202 6 4.3E101 21.3E101 6 3.15E101 21.2E101 6 2.2E101
SWTA1  5.2E101 6 3.0E204 1.4E101 6 9.0E204 1.5E102 6 1.1E203
SWTD1  8.2E100 6 5.0E203 6.6E100 6 1.5E204 1.7E101 6 7.0E204
SWTH1 28.4E100 6 1.3E100 5.9E100 6 1.7E101 1.5E101 6 1.0E102
SWTH2 5.7E102 6 1.34E203 1.0E101 6 3.6E203 6.8E102 6 1.9E201
SWTV1 1.02E102 6 5.0E204 9.1E102 6 1.7E202 2.0E102 6 1.0E201
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Figure 3:  (Continued)
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Figure 3:  (Continued)
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Figure 3:  Empirical Cumulative Distributive Functions (eCDF) plots for different classes of images using DWT and SWT features.

Since this study focuses on a comparative analysis of 
performance between DWT and SWT, no other feature 
extraction techniques were used. A maximum classifica-
tion accuracy of 81.73% was obtained using DWT features 
coupled with SVM radial basis classifier. Similarly, a 
maximum classification accuracy of 88.80% was obtained 
using SWT features with SVM radial basis classifier. The 
average performance of all the classifiers using ten-fold 
cross validation can be seen in Table II. The decomposi-
tion sub-bands of SWT applied to a sample mammograph 
can be seen in Figure 4. The results of all ten-folds of 
the cross-validation scheme can be seen in Figure 5 and  
Figure 6, for DWT and SWT respectively. Figure 4:  Sample images of SWT decomposition levels of a mammogram: 

(A) the original image (B-D) conscutive three levels of decomposition. 

Table II
Classification accuracy for DWT and SWT using ten-fold cross validation. Sensitivity and specificity 
for the three class problem was found using the one-vs. all confusion matrix approach. 

Classifier 
DWT-accuracy (%)  

[Sensitivity (%), Specificity (%)]
SWT-accuracy (%) 

[Sensitivity (%), Specificity (%)]

LDC 59.31 [60.94, 57.63] 69.26 [67.36, 71.16]
QDC 75.67 [74.31, 77.03] 78.68 [77.12, 80.24]
NMC 59.41 [62.10, 56.72] 68.88 [68.40, 69.36]
SVM 81.73 [81.32, 82.14] 88.80 [89.69, 87.91]
ParzenC 54.05 [53.01, 55.10] 63.40 [62.10, 64.70]
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Figure 6:  Classification accuracy for SWT using 
a ten-fold cross validation scheme for various  
classifiers.

Figure 5:  Classification accuracy for DWT using 
a ten-fold cross validation scheme for various  
classifiers.

Discussion

From the classif﻿ication results, it can be observed that the 
performance of SWT features is comparatively better than 
the DWT features. As the main goal of the study is to find 
the effectiveness and efficiency of the features as a whole, 
instead of specific and targeted features, we did not opt for 
either feature ranking or feature selection of available features, 
the results of which have been present in the previous sec-
tions. It is also important to note that, the eCDF plots of our 
feature sets obtained using both DWT and SWT, presented a 
good indication of the nature of features obtained using each 
of the techniques. For easy analysis of the provided results, 
we argue with respect to the distribution of data for normal 
and benign images obtained using both techniques. Though 
at first glance the distributions look quite similar, it is evi-
dent that SWT provided a much better differentiation with 
respect to DWT features. This is also seen numerically, from 
Table I, where the features of SWT provided a much better 
range of differentiation when compared to DWT features. It  
is seen that SWT features provided much higher classification 
accuracy when compared to DWT features. The combination 

of SWT features with other textural feature extraction tech-
niques might help in opening up a whole new set of texture 
features which would provide a good tool for advancing state 
of the art CAD systems.

Also, the analysis of data in a different coordinate system 
with respect to the original plane of reference in itself would 
help in observing minute changes and information, which 
might otherwise be invisible in a CAD pipeline. This, in our 
opinion is a very important contribution of the current work. 
Another vital point to consider is the computational time of 
the algorithm. The time taken for computation of DWT and 
SWT is almost the same. It is common knowledge that DWT 
is one of the most efficient algorithms in terms of real-time 
implementations, owing to its speed and accurate execution 
in real-time applications. So, with the time taken for compu-
tation being similar for both DWT and SWT, and with SWT 
having a better classification accuracy compared to DWT, 
SWT seems to be a viable alternative to DWT or even a bet-
ter alternative, in cases where wavelets have to be used. From 
Table I, it can also be seen that the change in mean and stan-
dard deviation values between normal, benign and malignant 
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images are much more pronounced in SWT features com-
pared to DWT features. This shows that subtle changes are 
captured in a better way using SWT features.

With respect to classifiers, it is very important to note that 
classifiers play a vital role in our conclusions since SVM and 
QDC are the only classifiers which provided good results with 
other classifiers being quite poor in performance. But this 
discrepancy in classifiers can easily be explained by looking 
at the data in consideration, which is highly non-linear. With 
the other classifiers such as LDC, NMC and ParzenC being 
not effective in classifying non-linear data, SVM and QDC 
perform reasonably well due to their inherent properties to 
adapt to non-linearity. Moreover, SVMs do not classify non-
linear data as such, but rather chooses a mapping function in 
the form of a kernel, in order to map itself into a linear space 
where the classifier can perform better (14). In this case, a 
radial basis kernel function was used.

Some key works which are closely related to our current 
study and classification accuracies obtained is shown in  
Table III.

Conclusion

A comparative study has been conducted to find the func-
tional variations and differences in the efficiency between 
SWT and DWT methods. SWT has been found to perform 
better than DWT in capturing subtle differences in mam-
mograms, as evident from the eCDF of the feature sets 

presented. We have also shown that SWT features in combi-
nation with SVM radial basis kernel gave a maximum accu-
racy of 88.80%, while DWT features in combination with 
SVM radial basis kernel yielded a maximum accuracy of 
81.73%, compared to the other classifiers. The usage of SWT 
for medical image analysis is yet to be reported in literature 
with very limited application being seen in image sharpen-
ing. Given the fact that SWT performed better than DWT for 
medical image classification as seen from our study, there 
is potential for extension of this technique to other imaging 
modalities for application in CAD. 
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