
Exploratory Research in Clinical and Social Pharmacy 15 (2024) 100491

Available online 13 August 2024
2667-2766/© 2024 Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

Artificial intelligence to assist decision-making on pharmacotherapy: A
feasibility study

Michael Bücker a, Kreshnik Hoti b, Olaf Rose c,*

a Münster School of Business -FH Münster - University of Applied Sciences, Münster, Germany
b Faculty of Medicine, University of Pristina, Prishtina, Kosovo
c Institute of Pharmacy, Pharmaceutical Biology and Clinical Pharmacy, Paracelsus Medical University, Salzburg, Austria

A R T I C L E I N F O

Keywords:
Artificial intelligence
Pharmacotherapy
Medication review
Cardiology
Clinical decision support system
Pharmacy practice

A B S T R A C T

Background: Artificial intelligence (AI) has the capability to analyze vast amounts of data and has been applied in
various healthcare sectors. However, its effectiveness in aiding pharmacotherapy decision-making remains un-
certain due to the intricate, patient-specific, and dynamic nature of this field.
Objective: This study sought to investigate the potential of AI in guiding pharmacotherapy decisions using clinical
data such as diagnoses, laboratory results, and vital signs obtained from routine patient care.
Methods: Data of a previous study on medication therapy optimization was updated and adapted for the purpose
of this study. Analysis was conducted using R software along with the tidymodels extension packages. The
dataset was split into 74% for training and 26% for testing. Decision trees were selected as the primary model
due to their simplicity, transparency, and interpretability. To prevent overfitting, bootstrapping techniques were
employed, and hyperparameters were fine-tuned. Performance metrics such as areas under the curve and ac-
curacies were computed.
Results: The study cohort comprised 101 elderly patients with multiple diagnoses and complex medication
regimens. The AI model demonstrated prediction accuracies ranging from 38% to 100% for various cardiovas-
cular drug classes. Laboratory data and vital signs could not be interpreted, as the effect and dependence were
unclear for the model. The study revealed that the issue of AI lag time in responding to sudden changes could be
addressed by manually adjusting decision trees, a task not feasible with neural networks.
Conclusion: In conclusion, the AI model exhibited promise in recommending appropriate medications for indi-
vidual patients. While the study identified several obstacles during model development, most were successfully
resolved. Future AI studies need to include the drug effect, not only the drug, if laboratory data is part of the
decision. This could assist with interpreting their potential relationship. Human oversight and intervention
remain essential for an AI-driven pharmacotherapy decision support system to ensure safe and effective patient
care.

1. Introduction

Contemporary pharmacotherapy practices are primarily guided by
randomized controlled trials and therapy guidelines, with general
practitioners and pharmacists often facing challenges in keeping up with
the rapidly evolving therapeutic standards. This can lead to limited
adherence to guidelines, particularly in prevalent conditions like hy-
pertension, dyslipidemia, coronary heart disease, and heart failure.1–3

Medication errors, especially prescribing errors, are common in clinical
settings.4 Clinical decision-support systems are software designed to be a

direct aid to clinicians. They are widely accepted and integrated into
current medical and pharmaceutical practice.5,6 Artificial intelligence
(AI) in the medical field is engaged predominately in diagnosis or
whenever a large amount of data needs to be analyzed.7–9 In areas more
directly pertaining to medication use, AI-based solutions have been
proposed as means of addressing issues around medication self-
administration with focus on guarding the correct use and application
of devices, such as insulin pens and inhalers.10 In contrast to its appli-
cation in diagnosis and application, AI is rarely employed in pharma-
cotherapy decision-making. There are valid justifications for the limited
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integration of AI in therapy decisions. Pharmacotherapy is a highly
delicate process, where errors can lead to significant and immediate
repercussions. Additionally, complete patient information may not al-
ways be accessible in a digital form. Factors such as patients’ emotions,
concerns, preferences, and expectations must be considered, yet trans-
lating these emotional aspects into quantifiable data poses challenges.11

Establishing a therapeutic relationship is deemed to be an integral part
of therapy.12,13 CDSS in pharmacotherapy can be designed as a simple
input-output software, like a drug-drug interaction checker. Algorithm-
based software with interactive feedback loops is much more helpful, as
it can respond to preset personal valuations. Unfortunately, software
which is just reconciling medication lists may face restrictions in mul-
timorbid patients with contradicting therapies.14 A simple example is
the prescription of two blood-pressure lowering drugs. While this com-
bination therapy is clearly indicated in most cases, it might be a drug-
related problem in certain other patients. More information is needed
here to draw the right conclusion. Currently there is a lack of literature
and digital solutions exploring AI use in the area of pharmacy practice
and more specifically in pharmacotherapy.15

1.1. Objectives

The aim of this study was to investigate the feasibility of AI in
optimizing complex patients’ pharmacotherapy.

2. Material and methods

2.1. Dataset

The data used for the study was taken with permission from a pre-
vious clinical study on Medication Management, in which clinical
pharmacists and general practitioners (GPs) collaboratively optimized
pharmacotherapy of community patients for at least 12 months. The
published study protocol and the study results provide a detailed
description of the WestGEM study.16,17 Inclusion criteria of the original
study were an age ≥ 65 years, a minimum of 3 chronic disorders
affecting two different organ systems, at least one cardiovascular dis-
ease, at least one visit to the general practitioner in each of the preceding
3-month intervals, five or more long-term drug treatments (>3 months)
with systemic effects and the ability to complete questionnaires, with
assistance if required. Exclusion criteria were a life expectancy of <12
months (assessed by the treating primary care physician) and partici-
pation in another clinical study.

All patients were originally recruited in 12 general practitioners’
practices in the Westphalia-Lippe area, Germany. Data consisted of di-
agnoses, vital signs, chief complaints, symptoms, laboratory data and
the previously optimized medication. The original drug therapy opti-
mization was done by the pharmacotherapy experts of the WestGEM
study.

2.2. Data preparation

Due to the limited size of the dataset, the variables pertaining to
medication and diagnoses were transformed into binary form. Instead of
individual drug names such as Atenolol, Bisoprolol, and Carvedilol, drug
classes were utilized. For instance, the category of Beta-Blockers was
employed in place of specific drug names. Additionally, drug dosage was
simplified into two categories: high dose and normal dose. The aggre-
gation of drugs into classes was carried out to increase the number of
patients represented in the medication data. The study did not consider
potential distinctions between specific active agents for the purpose of
this research. Laboratory findings were maintained in their original
numerical structure. The anonymized data was updated to conform to
contemporary clinical standards and guidelines by the researchers for
the purpose of AI modeling.

2.3. AI modeling

AI models can be divided into transparent models (i.e.: decision
trees) and opaque models (i.e.: neural networks), where a decision is
difficult or even impossible to follow. For this study, decision trees,
random forests and neural networks have initially been tested. Due to
the small number of patients and drugs of the sample and the desired
traceability of results, a decision tree was chosen to explore feasibility.
Decision trees were built on the approach of Breiman et al18 R software,
version 4.2.3 (R Foundation for Statistical Computing, Vienna, Austria)
with the package tidymodels (R package version 0.1.0.) was used for
calculations and modeling. All codes and data are published at https://
github.com/mchlbckr/paper_ai_pharmacotherapy/tree/main and are
also available in the appendix. To avoid overfitting, bootstrapping was
employed. This was applied on an initial split of 74% of data with
simultaneous optimization of hyperparameters (complexity parameter,
tree depth, minimal number of cases per node). Based on the AUC, the
best decision tree was chosen. The remaining 26% of the data was used
to test predictive performance on the hold out data set.

2.4. Ethics

All patients gave informed consent. The underlying study was funded
by the European Union and the state of North Rhine-Westphalia (Ziel 2,
IuK & Gender Med.NRW, GW, 2076). It was entered into the controlled
trials register (ISRCTN 41595373) and use for research was approved by
the ethics committee of the Medical Association of Westphalia-Lippe,
Germany (AKZ-2013–292-f-s). For this study, only anonymized and
modified data was used, which cannot be tracked back to patients
(secondary data analysis).

3. Results

3.1. Results of AI testing

Data of 101 patients with use of 929 drugs out of 76 drug classes was
generated. Basic patient data is shown in Table 1. There were no missing
values. According to the inclusion criteria, the population comprised of
elderly patients with polymedication and multiple morbidities.

Decision trees were generated for eight frequently used cardiovas-
cular drug classes, namely ACE-inhibitors/angiotensin receptor blockers
(ACEI/ARB), thiazide diuretics, beta-blockers (BB), dihydropyridine
calcium channel-blockers (DHP-CCB), mineralocorticoid receptor-
blockers (MRA), loop diuretics, isosorbide mono- or dinitrate (nitrates,
ISMN/ISDN) and inhaled nitroglycerin. As an illustration, a decision tree
for loop diuretics is displayed in Fig. 1 and for ACEI/ARB in Fig. 2. The
probability for a decision and the affected percentage of patients is
shown. The probability for patients with heart failure to take a loop
diuretic was 82%. The model identifies patients with renal failure as a
second indication.

Table 1
Patient baselines of the study population (n = 101).

Age, mean (years) 78 (SD 6.6)

Female gender 51 (50.5%)
BMI, mean 27.8 (SD 4.6)
GFR, mean (ml/min) 53.2 (SD 17.5)
LDL-cholesterol, mean (mg/dl) 114.5 (SD 39.2)
Average number of diagnoses 6.5 (min. 3, max. 12)
Average number of drugs 9.2 (min. 5, max. 15)
Number of patients with: hypertension 84 (83.2%)

coronary artery disease 49 (48.5%)
atrial fibrillation 31 (30.7%)
hyperlipidemia 50 (49.5%)

BMI: body mass index; GFR: glomerular filtration rate, max.: maximum; min.:
minimum; SD: standard deviation.
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Accuracy of predictions on the test data set was >50% for all drug
classes, except for DHP-CCB, where the numbers decreased from an
accuracy of 59% in training data to 38% in testing data, indicating there
is still overfitting involved in the model used. Results for AUC and ac-
curacy on both training and test data set for all eight drug classes are
displayed in Table 2.

3.2. Challenges identified

While the model was developed, some barriers for AI in pharmaco-
therapy decision-making were realized.

3.2.1. Novel therapies and drug alerts
AI models base their decisions on probabilities derived from existing

data. However, when faced with unexpected changes such as new
treatment options or drug safety alerts, these models may not immedi-
ately adapt to the new circumstances until they have sufficient data to
support the decision. This delay in updating recommendations could
lead to inappropriate suggestions and may result in patients being
excluded from potentially beneficial new treatments. For instance, the
transition from a triple to a quadruple therapy for heart failure patients
serves as a relevant example. In situations where swift responses are
required, particularly in the case of sudden drug safety alerts, adjusting
the recommendation probabilities in a neural network can be chal-
lenging. This process necessitates the modification of all historical pa-
tient data, which is not only time-consuming but may also be unfeasible.
One possible solution to this issue is the use of decision trees, which
allow for the straightforward adjustment of probabilities for drug rec-
ommendations in specific medical conditions. For instance, in the
context of heart failure with reduced ejection fraction, a SGLT2-inhibitor
could be assigned a 100% probability for eligible patients, thereby
accelerating the adaptation process. A neural network would respond
much slower. In this example, a neural network model would most
probably only suggest a SGLT2-inhibitor when 85% of the patients with
heart failure have received it, which might take months and years to
occur, depending on the number of patients.

3.2.2. Laboratory data and vital signs
Laboratory results and vital signs were accessible for the majority of

patients, yet proved inadequate for accurately predicting appropriate
pharmacotherapy. For instance, blood pressure readings while on an
ACE inhibitor treatment may vary, with some patients exhibiting normal
levels and others experiencing elevated readings. This distinction is
challenging for AI to discern, as the model lacks access to the patient’s
baseline blood pressure prior to drug intervention, a common limitation
in clinical settings. Similarly, the issue extends to all laboratory data,
such as uncertainty regarding the impact of statin therapy on LDL-
cholesterol levels without knowledge of the patient’s baseline values.
Consequently, AI models must approach vital signs and laboratory data
differently, recognizing the complexities involved. Addressing this
challenge requires cautious integration of these parameters into AI
models.

4. Discussion

This research offers insights into the utilization of artificial intelli-
gence within an innovative clinical decision support system aimed at
guiding pharmacotherapy. The study sought to investigate the feasibility
of this approach and strategies for overcoming potential obstacles.
Decision-making in this system was primarily based on patient di-
agnoses and demographic information, with laboratory data and vital
signs not factored in due to a lack of clear correlations. Notably, the
model achieved a 100% accuracy rate in recommending the appropriate
drug for three out of eight medications, demonstrating promising po-
tential. For drugs with lower accuracy rates, it is posited that perfor-
mance could be enhanced with a larger sample size. The modeling
exercise facilitated the exploration of key considerations regarding the
integration of AI in the complex realm of pharmacotherapeutic decision-
making, where errors could have significant health implications.

The utilization of an AI-driven model in decision-making processes
may result in delays in implementing sudden therapy changes for pa-
tients. For instance, if a registered drug is rejected due to safety con-
cerns, the AI model may not reflect this change in recommendations

Fig. 1. Decision tree for loop diuretics. Percentage of people with this drug and a certain indication and the ratio of all patients to whom this applies is given (%).

M. Bücker et al.
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until a significant portion, such as 85%, of patients cease using the drug.
Consequently, manual intervention would be required to update or
remove all previous cases in the system. Similarly, there would be a time

lag in incorporating new guideline recommendations into the AI model.
This issue can be effectively addressed by employing decision tree-based
models, as the initial decision-making parameters can be easily adjusted
to zero or 100 to mitigate such delays.

The model that was developed did not incorporate patient prefer-
ences and chief complaints, despite their significant role in formulating a
pharmacotherapy plan. However, it is conceivable that these factors
could be digitized and integrated into the model. Recent research in-
dicates that the inclusion of patients’ preferences and shared decision-
making is not consistently practiced in current clinical settings,
despite clear recommendations to do so.19 Due to time constraints in
consulting with healthcare professionals, patients may find it beneficial
to interact with an avatar to discuss their medical condition without
feeling pressured.20 This differs from the expectations of most physicians
and pharmacists, who believe that only human interactions can effec-
tively handle such sensitive situations. However, it still is questionable
whether AI can translate these emotions into suitable categories for
decision-making in pharmacotherapy. Additionally, challenges related
to upholding the principle of person-centered care should also be taken

Fig. 2. Decision tree for ACEI/ARB. Percentage of people with this drug and a certain indication and the ratio of all patients to whom this applies is given (%).

Table 2
AI results on accuracy for eight specific drugs.

Variable AUC training ACC training AUC testing ACC testing

Nitroglycerin 99% 99% 100% 100%
MRA 86% 88% 100% 100%
ISMN/ISDN 68% 85% 50% 81%
Loop diuretics 66% 64% 70% 65%
Beta-blocker 64% 80% 50% 65%
Thiazide diuretics 57% 76% 56% 69%
ACEI/ARB 55% 97% NA 100%
DHP-CCB 52% 59% 31% 38%

AUC: area under the curve, ACC: accuracy, ACEI: ACE-inhibitor, ARB: angio-
tensin receptor blocker, DHP-CCB: dihydropyridin calcium chanel blocker,
MRA: mineralocorticoid receptor antagonists, NA: not available (too many pa-
tients with ACEI/ARB did not allow for an AUC reading).

M. Bücker et al.
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into consideration. Nevertheless, the outcomes of an AI-driven conver-
sation must be incorporated into pharmacotherapy decision support
systems if a comprehensive digitalization of prescribing practices is
desired. However, interpreting laboratory data and vital signs poses
challenges for the model, as they can be influenced by the patient’s
current medication regimen.

The acceptable level of accuracy in predicting the appropriate drug
for a specific patient remains uncertain. With accuracies ranging from
38% to 100% achieved by this model, a threshold must be established
before implementing an AI-based clinical decision support system. Any
accuracy exceeding 50% would surpass the current therapeutic stan-
dard. Nonetheless, given the potential risks associated with an incorrect
therapeutic decision, the responsibility currently lies with physicians
and pharmacists, with AI-based recommendations serving as a clinical
tool that carries a residual risk of inaccuracy, akin to drug-drug inter-
action checkers. This underscores the notion that an AI-based clinical
decision support system for pharmacotherapy should serve to assist
rather than replace healthcare professionals. Even if the AI system
makes superior decisions compared to the average healthcare provider,
it remains uncertain whether patients would prefer AI-generated treat-
ment plans over human decisions. A key takeaway from this feasibility
study is that certain data, such as laboratory results and vital signs, are
challenging to interpret solely from a theoretical standpoint without
considering the patient’s individual state, symptoms, or complaints. For
example, if antibiotics are seen only with elevated leucocytes or CRP,
our AI model would rather suggest to discontinue antibiotic therapies
with such laboratory data. As a consequence, future data sets on phar-
macotherapy can interpret laboratory and vital data only, if the effect of
the drug is provided. In this example, this would be the CRP lowering
effect of an antibiotic. A single point retrospective data set with only
laboratory data and drugs hence is not helpful for an AI model with a
similar focus to what we have explored. The system would require
ongoing maintenance and updates by human operators with current
data, who must determine whether new information supersedes prior
knowledge. The model exhibits inertia, as it takes time for a significant
portion of patients to change therapy before the new recommendation
can be based on this updated majority.

4.1. Limitations

This research was conducted with a limited sample size of 101 pa-
tients, who had been optimized. It is widely recognized that AI models
require extensive data to achieve accuracy. Despite the meticulous
optimization of pharmacotherapy for the patients by multiple pharma-
cists and physicians, incorporating up-to-date standards, there were
gaps in the available information, particularly concerning laboratory
data and vital signs. One proposed method to enhance data quality is the
utilization of expert panels. However, it should be noted that expert
panels are resource-intensive and may not yield large quantities of data
either.21

Patients’ preferences and unique needs should be taken into account
alongside factors such as pharmacogenomics, costs, and individual cir-
cumstances, as there is no universally perfect pharmacotherapy
regimen. It can be challenging to retrieve a large number of patients who
have received specialized optimization of their pharmacotherapy.
Additionally, the sample population should be representative of the
specific setting in which the treatment is intended to be utilized. For
instance, when considering the typical cardiovascular patient in a
pharmacy or clinical setting, it is important to include both healthy in-
dividuals and those with common indications in the database. However,
the sample group in this particular study consisted mainly of a homo-
geneous cohort of elderly cardiovascular patients residing in the
community.

5. Conclusions

Based on the diagnoses of the patients, the current decision tree-
based AI methodology demonstrated a notably high level of accuracy
in recommending appropriate medications such as ACEI/ARB, MRA,
and nitroglycerin to the patients. Challenges with recommending other
medications are anticipated to be addressable through the utilization of
larger and more diverse patient datasets. The decision tree approach
offers advantages over neural networks by allowing for the modification
of data in response to unforeseen circumstances, such as drug safety
alerts, contraindications, or the introduction of new drugs or therapies.
The development of an improved model necessitates a larger cohort of
well-optimized patients, which may be challenging to acquire. While
further research is clearly needed, this study has the potential to address
issues and propose solutions to enhance the feasibility of AI in phar-
macotherapy decision-making.
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