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Abstract: Conventional wavelet transform (WT) filters have less effect on de-noising and correction of
a north-seeking gyroscope sensor exposed to vibration, since the optimal wavelet decomposed level
for de-noising is difficult to determine. To solve this problem, this paper proposes an optimized WT
filter which is suited to the magnetic levitation gyroscope (GAT). The proposed method was tested on
an equivalent mock-up network of the tunnels associated with the Hong Kong-Zhuhai-Macau Bridge.
The gyro-observed signals exposed to vibration were collected in our experiment, and the empirical
values of the optimal wavelet decomposed levels (from 6 to 10) for observed signals were constrained
and validated by the high-precision Global Navigation Satellite System (GNSS) network. The result
shows that the lateral breakthrough error of the tunnel was reduced from 12.1 to 3.8 mm with a ratio
of 68.7%, which suggests that the method is able to correct the abnormal signal of a north-seeking
gyroscope sensor exposed to vibration.

Keywords: north-seeking gyroscope; wavelet transform; filtering de-noising; magnetic levitation
gyroscope (GAT); time frequency analysis

1. Introduction

A gyro total station (gyrotheodolite) is a north-seeking instrument that combines a gyroscope
sensor and total station (theodolite), which can measure true geographical azimuths in narrow spaces
where satellite signals cannot be received [1,2]. The technology of the north-seeking gyroscope is
widely used in the fields of breakthrough measurement of super-long tunnels, indoor positioning
systems and quick orientation of mobile missile sites [3–5].

During orientation measurement in a tunnel, gyro data are not only affected by the constant
and random drift errors of the sensor but also the external environmental factors, such as blasting,
construction vibration, air draft-induced vibration of passing vehicles [6,7], magnetic field interference,
and changes in temperature, humidity and air pressure [8,9]. These interference factors (especially
physical vibration) cause abnormalities of the gyro signal, which contains significant non-stationary
noise, leading to distortion of the orientation results [10].

The wavelet transform (WT) proposed by Morlet is a signal analysis and filtering method with
high resolution in both the time and frequency domains [11], which has applicability in processing
non-linear and non-stationary data. The basic idea is to use a window function to construct a basis
function for orthogonal transformation [12]. The signal is decomposed into a series of wavelet
coefficients, including high-frequency and low-frequency coefficients, by choosing an appropriate
wavelet function. The high-frequency coefficients are limited according to the corresponding threshold
criteria, and then reconstructed with low-frequency coefficients to achieve the purpose of de-noising
and correction [13,14]. With the development of the WT filter, the application field has been greatly
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expanded to include biomedicine [15–17], geophysics [18,19], image processing [20,21], tracking
detection [22–24], and feature extraction [25–27]. The wavelet filter also has precedents for signal
processing of gyroscope sensors of the strapdown inertial navigation system (SINS) used for attitude
determination, such as the fiber optic gyroscope (FOG) [28,29] and micro electro mechanical system
(MEMS) gyroscopes [30,31], for which good application results have been achieved in previous
studies [32–35]. However, the widely-used suspension tape gyroscope sensor is limited by the tracking
north-seeking mode of collecting scattered points, which cannot easily simulate the changeable
environment in real-time. Since there are fewer redundant observations of this north-seeking mode,
the application effect of the filtering model is not significant [10].

An innovative new type of north-seeking gyroscope, the magnetic levitation gyroscope (GAT),
developed by the Chang’an University and China Space Age Electronics 16th Research Institute in
2008, adopts a magnetic suspension-supporting and non-contact photoelectric technology to measure
the true geographical azimuth (the nominal orientation accuracy is 3.5” in 8 min) [36]. The GAT has
the capacity to dynamically record large amounts of north-seeking parameters in real-time, which
allows monitoring of a changing environment (40,000 groups of observed signals per orientation
result). It is possible to optimize the non-stationary gyro data with modern filtering technology and
extract the effective components from the noisy signals, thus improving the north-seeking orientation
accuracy [37]. Since 2008, the GAT has been widely used in several major underground engineering
projects in China and provided reliable orientation checks for the breakthrough of the tunnels, such as
in the cases of the Qinghai–Tibet Railway Tunnel [38], the Hanjiang River Diversion to Weihe River
Qinling Water Conveyance Tunnel [39], and the Immersed Tunnel of the Hong Kong-Zhuhai-Macao
Bridge [10].

However, there are some problems in the application of the WT filter to GAT data correction and
de-noising: (1) The filters applicable for FOG and MEMS have less effect on the application of the
GAT since their observed signal distribution characteristics are different [10]. (2) Some researchers
suggested that the optimal decomposed level is 5 for the gyro signal [40], while others considered
that the decomposed level of 10 is a better choice [28,41,42], but the reasons for these choices were
not given. Practices indicated that WT filtering for GAT cannot provide a good de-noising effect
with these decomposed levels [37]. (3) Several previous studies used computer-simulated signals to
verify the effect of the filtering model, which lacked verification by actual observed data. Metrics such
as signal-to-noise ratio, mean square error, smoothness and correlation coefficient are often used to
evaluate the quality of the filtering model [35], while less attention has been paid to investigating the
relationship between the variation of these metrics and the wavelet decomposed level.

To solve the above problems and improve the robustness and environmental adaptability of
the GAT exposed to vibration, based on the WT and time-frequency analysis theory [11], a filter
adapting to GAT data was designed. In our research the observed signals of the GAT were collected
under the conditions of wind-induced vibration and ground vibration caused by vehicles passing.
By comparing the difference between the filtered (and unfiltered) orientation results and the relative
true north azimuth (high-precision Global Navigation Satellite System (GNSS) baseline established
in the experimental area, with an orientation accuracy better than 0.5”), we determined the optimal
wavelet decomposed level suitable for GAT data affected by different environmental factors, and a
field experiment was carried out to verify the feasibility of our study.

The main structure of the manuscript is composed of four sections. Section 1 is an introduction
to GAT and a literature review of the application of the WT filter. Section 2, Materials and Methods,
includes three parts: Section 2.1, Data Characteristics of the GAT; Section 2.2, Basic Theory of WT; and
Section 2.3, Experimental Design. Section 3 covers results and a discussion of the filtering experiment.
Section 4 is the conclusion of our study.
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2. Materials and Methods

2.1. Data Characteristics of the GAT

The observed signal collected by the GAT is the real-time discrete dynamic electro-optical
parameter: the rotor current of the damping torque [43]. The gyro bearing can be calculated by
the north-seeking algorithm from the electric signals, and there is a linear correlation between the
gyro bearing and the rotor current [37]. According to the law of error propagation, the smaller the
standard deviation of the rotor current, the higher the accuracy of the north-seeking result will be,
which provides a theoretical possibility for improving the north-seeking accuracy of sensors by using a
filtering model [10].

Differently from attitude gyros, which are susceptible to random drift even in an ideal working
environment, the GAT adopts a magnetic suspension-supporting and photoelectric torque feedback
technology to restrict the gyro precession, so that the gyro axis does not oscillate about the meridian
direction but remains relatively static [37]. In the ideal state without external interference, the rotor
current signal does not drift systematically, but always presents a stable overall trend accompanied by
many random noises [10]. However, a non-stationary signal shows the effect of the disturbances of the
external environment. Therefore, we have attempted to correct these abnormal signals using the WT
filtering method to improve the orientation accuracy of the GAT.

2.2. Basic Theory of Wavelet Transform

The wavelet transform is defined as [12]:
ψ(t) ∈ L2(R), where ψ(ω) is the Fourier transformation of ψ(t), when ψ(ω) meets the

follow conditions:

Cψ =

∫
R

∣∣∣ψ(ω)∣∣∣2
|ω|

dω < ∞. (1)

ψ(t) is defined as a generating function, and the wavelet sequence ψa,b(t) can be obtained as:

ψa,b(t) =
1
√
|a|
ψ(

t− b
a

), (a, b ∈ R; a , 0) (2)

where a is the stretch factor and b is the translating factor. For an arbitrary function f (t) ∈ L2(R),
the continuous wavelet transform can be expressed as:

W f (a, b) =< f ,ψa,b >= |a|
−

1
2

∫
R

f (t)ψ(
t− b

a
)dt. (3)

The Mallat algorithm is used to decompose signals with orthogonal scaling functions and wavelet
functions under two-scale coefficients [44]. The scale function constitutes a low-pass filter, while
the wavelet function constitutes a high-pass filter. The signal is divided into low-frequency and
high-frequency coefficients, and the low-frequency coefficients are decomposed layer by layer, so the
final signal is decomposed into a residual low-frequency coefficient and a series of high-frequency
coefficients [45]. The formula of the Mallat algorithm can be expressed as:

a j,k =< f ,ϕ j,k >=
∑

n∈Z
f (t)ϕ j,k(t), k ∈ Z

d j,k =< f ,ψ j,k >=
∑

n∈Z
f (t)ψ j,k(t), k ∈ Z

(4)

where f is the original observed signal; a j,k and d j,k are decomposed low-frequency and high-frequency
coefficients, respectively; and ϕ j,k and ψ j,k are the scale function and wavelet function, respectively.
Symlets wavelet function is selected for our study, which can reduce the phase distortion in signal
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analysis and reconstruction and is suitable for the original signal processing of a north-seeking
gyroscope in continuity, support length and filter length [40]. The number of vanishing moments
for the Symlets wavelet function in our study is 10 (Sym10). The images of ϕ j,k and ψ j,k are shown
in Figure 1.
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2.2.1. Determination of Threshold Function

The threshold de-noising is carried out for the high-frequency coefficients by corresponding
criteria after wavelet decomposition. To smooth the contaminated signal, a soft threshold function is
selected to process the signal of GAT. The criterion of the soft threshold function is [35]:

d̂ j,k =

{
sign(d j,k)(

∣∣∣d j,k
∣∣∣− λ) ,

∣∣∣d j,k
∣∣∣ ≥ λ

0 ,
∣∣∣d j,k

∣∣∣ < λ (5)

where d j,k is the high-frequency wavelet coefficients, λ is the threshold, and sign(x) is defined as:

sign(x) =


−1, x < 0
0, x = 0
+1, x > 0

. (6)

The Rigrsure adaptive threshold setting method is selected for our study, which can better preserve
the smoothness and similarity of the signal [35]. The calculation process is as follows:

λk =
√

sx(k) =
√
(sort(

∣∣∣d j,k
∣∣∣2)), k = 0, 1, 2 . . .M− 1 (7)

where sx(k) represents the sort command in program code. The risk curve generated by this threshold is:

Rish(k) =

M− 2k +
k∑

j=1

sx( j) + (M− k)sx(M− k)

/M, k = 0, 1, 2 . . . , M− 1. (8)

When the risk curve Rish(k) = min, the Rigrsure adaptive threshold can be defined as:

λ =
√

sx(kmin). (9)

When λ is substituted into Equation (5), the modified high-frequency wavelet coefficients d̂ j,k,
after thresholding at each level, can be obtained.
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2.2.2. Reconstruction of Wavelet Coefficient and Time-Frequency Analysis

A Mallat inverse operation is performed on the low-frequency wavelet coefficient a j,k, and the
modified high-frequency coefficients d̂ j,k and on the coefficients after de-noising, and the filtered signal
F(t) is reconstructed [44] as:

F(t) =
∑
n∈Z

a j,kϕ j,k +
∑
n∈Z

d̂ j,kψ j,k, k ∈ Z. (10)

According to the north-seeking algorithm [10], the gyro bearings can be calculated from the
reconstructed signals after wavelet de-noising. The Mallat algorithm obtains a series of wavelet
coefficients with different frequencies, a time series is projected onto the time-scale plane, and the
time and frequency components of the signal are obtained simultaneously [45]. The sampled signal is
expressed as a 3D time-frequency spectrum of time, instantaneous frequency and wavelet coefficients.

For the scale parameter a, it is necessary to ensure that the frequency range of the Sym10 wavelet
function is greater than or equal to that of the observed signal. According to the sampling theorem,
the sampling frequency of the signal is at least twice the maximum frequency, and the conversion
relationship between the scale parameter and the frequency of the wavelet function is as follows:

Fa = Fc × Fs/a (11)

where Fa is the frequency of the wavelet function; FS is the signal sampling frequency; and Fc is the
central frequency of the wavelet function. For Sym10, Fc = 0.6842 Hz. To make sure the frequency
range of the wavelet function is (0, FS/2), the frequency scale range of the wavelet function should be
(2FC, +∞); a = 100 for GAT data in our research.

2.2.3. Determination of the Optimal Decomposed Level

The optimal decomposed level of a signal is generally determined by the root mean square error
(RMSE), signal-to-noise ratio (SNR), correlation coefficient (ρ) and smoothness (r) of the signal [35]:

RMSE =

√[
n∑

i=1
( f (i) − F(i))2

]
/n

SNR = 10lg(
n∑

i=1
( f (i))2/

n∑
i=1

( f (i) − F(i))2)

ρ = cov(F, f )/(σF.σ f )

r =
n−1∑
i=1

(F(i + 1) − F(i))2/
n−1∑
i=1

( f (i + 1) − f (i))2

(12)

where f(i) and F(i) are the original signal and the reconstructed signal, respectively; σ f and σF are
the variance of the original signal and the reconstructed signal, respectively; and n is the signal
length. A variable coefficient weighting method combines the above indexes to a composite index [46].
The above indexes of alternative reconstructed signals at different decomposed levels are normalized
into [0–1]:

PRMSE =
max(RMSE)−RMSE

max(RMSE)−min(RMSE)

PSNR =
SNR−min(SNR)

max(SNR)−min(SNR)

Pρ =
ρ−min(ρ)

max(ρ)−min(ρ)

Pr = max(r)−r
max(r)−min(r)

(13)
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Then the indexes are weighted by the coefficients of variation:

WPRMSE =
CVPRMSE

CVPRMSE+CVPSNR+CVPρ+CVPr

WPSNR =
CVPSNR

CVPRMSE+CVPSNR+CVPρ+CVPr

WPρ =
CVPρ

CVPRMSE+CVPSNR+CVPρ+CVPr

WPr =
CVPr

CVPRMSE+CVPSNR+CVPρ+CVPr

(14)

where CV = σ/µ is the coefficient of variation of each index; W is the weight of each index in the
composite index; and σ and µ are the variances and means of each index under different decomposed
level conditions, respectively. The composite index H can be calculated by:

H = PRMSE×WPRMSE + PSNR×WPSNR + Pρ×WPρ + Pr×WPr. (15)

When H = max, the corresponding optimal decomposed level can be determined.

2.3. Experimental Design

A field experiment was designed to explore the effect of different wavelet levels for de-noising on
improving gyroscope data exposed to vibration (Figure 2). The experiment was divided into three parts:
Part 1: wavelet decomposition and threshold; Part 2: optimization of the decomposed level; Part 3:
spectrum analysis and feasibility verification. The details of the experimental design are as follows.
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2.3.1. Experimental Network

The experimental site (longitude: E 113.6◦; latitude: N 22.1◦) was located on a town road with
a subtropical monsoon climate where it is often windy during summer nights. The road lies in an
approximate east–west direction and has an occasional vehicle passing along it. More engineering
details of the Hong Kong-Zhuhai-Macao Bridge can be found in References [10,47]. A GNSS network
and traverse network with the same scale as the tunnel network were designed on the experimental site
(Figure 3) [10]. The design of the experimental network is shown in Table 1 and the gyro observations
in the experimental network are shown in Table 2.
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Table 1. Design of the experimental network.

Type of Network Number of Observations Instrument Precision Indexes Standard Deviation of the
Weakest Points

Global Navigation
Satellite System
(GNSS) network

10 points simultaneously
observed by GPS for 76 hours

Trimble R7 GPS
receiver [48]

Static plane accuracy
± (3 mm + 0.1 ppm)

1.2 mm
(Use GLOBK Software for

3D network adjustment [49])

Traverse network

Horizontal directions: 221
(9 repeat observations

per stations)
Horizontal distances: 119

(9 repeat observations
per stations)

Leica TS30 total
station [50]

Direction precision
± 0.5”

Distance precision
± (0.6 mm + 1 ppm)

1.0 mm
(Use COSA-CODAPS
Software for network

adjustment)

Table 2. Summary of the gyro observations in the experimental network.

Type of Survey Lines
Parameters of Survey Lines Experimental Parameters of Gyro Observation

Length Relative Accuracy of
Grid Bearing

Repeat
Observation
Per Station

Observation
Environment

Standard Deviation
of Gyro Bearing

Gyro calibration line
(GNSS baseline) 613 m 0.4” 4 Stable 1.3”

GNSS reference baseline
for filtering experiment 524 m 0.5” 4 Stable, vehicle passing

or wind vibration 6.2”

Gyro line 1 744 m 1.1” 3 Wind vibration and
vehicle passing 2.3”

Gyro line 2 696 m 1.3” 3 Vehicle passing 1.5”
Gyro line 3 319 m 1.8” 3 Stable 1.3”
Gyro line 4 692 m 1.3” 3 Weak wind vibration 1.8”
Gyro line 5 244 m 1.9” 3 Stable 2.0”

Sampling frequency of gyro sensor: 20,000 in 75 seconds. Nominal accuracy of gyro orientation: 3.5”, the drift of
gyroscope calibration is about 10”/year.

All gyro grid bearings in the experiment needed to be corrected by the gyro calibration, which was
measured on the gyro calibration line (green arrow in Figure 3) in a stable observation environment;
the accuracy of the gyro bearing was better than 1.3” (Table 2). The relative grid bearing accuracy of
the selected GNSS baseline (0.5”) was much better than that of the observed gyro bearings exposed to
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vibration (6.2”). Therefore, the grid bearing of the GNSS baseline could be regarded as a relative true
north azimuth for checking gyro grid bearings in our experiment.

Wind induced and physical vibrations are the most important environmental factors affecting the
estimation of the orientation accuracy [10], and the experimental data were collected under the influence
of these vibration factors. The influence of other errors in our experiments needed to be eliminated,
such as centering error, lateral refraction error and temperature drift error of the gyro sensor [10,51].
Some measures were taken to reduce the impact of these errors: (1) all gyro measurements were carried
out on stations with pillars and forced centering plates, therefore, the centering precision was better
than 0.2 mm; (2) our experiment was carried out above-ground and the lateral refraction effects would
have been very weak; and (3) the working interval of the gyro sensor was 20 min, so that the gyro
motor with high speed rotation could be cooled.

2.3.2. Optimization of the Decomposed Level

To determine the optimal decomposed level for GAT data, the GNSS reference baseline (blue arrow
in Figure 3) with higher north-seeking orientation accuracy was considered a constraint condition.
The gyro signals on the GNSS reference baseline for the filtering experiment are classified according to
different waveform distributions caused by different environmental factors. Alternative reconstructed
signals are generated for different types of observed signals with different decomposed levels. The gyro
grid bearings of the reconstructed signals under different decomposed levels will be calculated
respectively by the north-seeking algorithm [10]. According to Equation (11), the 3D time-frequency
spectra of the reconstructed signals will be drawn to investigate the change rule of the optimal
decomposed level.

Two kinds of indexes were used to evaluate and compare the de-noising effect of filtering under
different decomposed levels: (1) the normalized composite index H mentioned in Section 2.2.3; when
H = max, the corresponding decomposed level is the optimum. (2) Define the absolute differences
between the filtered gyro grid bearings and the GNSS grid bearings as DF, which represents the
corrective effect of the filtering model for the north-seeking result. When DF = min, the optimal
decomposed level can be determined.

2.3.3. Feasibility verification

To verify the feasibility of this method, three kinds of filtering schemes were adopted to process
the observed gyro signals on the 5 gyro (traverse) lines in the network (red arrows in Figure 3):
(i) unfiltered, the wavelet decomposed level = 0; (ii) filtering with all wavelet decomposed levels = 5,
which is the empirical value in previous studies [41–43]; (iii) filtering with the optimal decomposed
level determined by the above experiments. Two types of indicators were used to compare the different
filtering schemes in our study: (1) define the absolute differences between the filtered gyro grid
bearings and the classical survey bearings as DT, which represents the external coincidence accuracy of
gyro bearings; (2) the lateral breakthrough error (LBE) at the breakthrough point (Figure 3), which
represents the lateral coordinate difference value of the point between the western and eastern island
networks with gyro observations [10]. The smaller the above indicators are, the better the obtained
de-noising effect of the signal processing scheme will be.

3. Results and discussion

3.1. Optimization of the Decomposed Level

The observed signals on the GNSS reference baseline in our study can be categorized into four
typical types: (a) steady signal; (b) periodic signal; (c) jitter signal; and (d) jumping signal (Figure 4).
H and DF of the four types of reconstructed signals under different decomposed levels are shown in
Figures 5 and 6, respectively.
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From the overall comparison results after filtering, the accuracy of all types of reconstructed
signals had been improved to some extent. The greater the H, the better the de-noising effect (Figure 5),
while the smaller the DF, the better the corrective effect of the north-seeking results (Figure 6). With the
increase of decomposed level, different types of observed signal have different optimal decomposed
levels under the constraint of H = max or DF = min (Figures 5 and 6). The time series of reconstructed
signals (Figure 7) and their corresponding 3D time-frequency spectra (Figure 8) were drawn to analyze
the changing rules of the four types of observed signal, respectively.
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(level = 0); (k) jumping (level = 7); (l) jumping (level = 10).
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1. Steady signals were collected under ideal observation conditions. Since the observed signals
were less affected by the external environment, DF was already relatively small before filtering
(Figure 6). The distribution of wavelet coefficients on each frequency band is uniform, and the
observed signal contains a significant amount of high frequency random noise (Figure 8a). By
increasing the decomposed level from 0 to 6, most of the high-frequency wavelet coefficients
had been removed gradually (Figure 8b,c), the reconstructed signal became smoother, and white
noise was eliminated (Figure 7a), while the decomposed level had little effect on DF (from 1.5” to
0.8”) (Figure 6). Consequently, the optimal decomposed level mainly depends on H. When the
decomposed level = 6, H = max, and good results both on de-noising (Figure 7a) and corrective
effect (Figure 6) were achieved.

2. Periodic signals were collected under the conditions where interference can be ignored. Like
the pattern of steady signals, high-frequency noise accounts for most of the spectra, while the
periodic low-frequency coefficient occupies most of the amplitude energy (Figure 8d). When
the decomposed level = 8, most of the Gaussian noise was eliminated, but the time series of
signals still retained periodic characteristics (yellow line in Figure 7b) since the low-frequency
wavelet coefficients had a large residual in the spectra (Figure 8e). To remove the periodicity
and make the signal smoother (red line in Figure 7b), the decomposed level needed to reach
12 (Figures 5 and 6). Consequently, only very small wavelet coefficients (smaller than 2 × 10−7)
were left in the spectrum (wavelet in Figure 8f) and DF changed from 2.6” to 1.3” (Figure 6).
This periodic trend is the weak response to the environmental factors of the torque rectification
algorithm of GAT, which belongs to regular systematic error [7]. It affects the signal dispersion
(RMSE) but has less influence on the north-seeking result (mean value). Therefore, it is not
necessary to completely eliminate the periodic trend in the signal.

3. Jitter signals were collected under wind-vibration conditions. Although the high-frequency
wavelet coefficients occupied a wide frequency band range, low-frequency wavelet coefficients
occupied a larger proportion of energy (Figure 8g), which led to the observed signal containing
the jitter trends (Figure 7c). Most high-frequency random noise was removed at the decomposed
level = 6. However, residual low-frequency wavelet coefficients remained (Figure 8h), indicating
the noise affected by the jitter trend had not been eliminated (yellow line in Figure 7c) and
that further decomposing and thresholding needed to be carried out. The comparison of the
spectrum at level = 6 (Figure 8h) and level = 9 (Figure 8i) shows that residual wavelet coefficients
decreased from 1 × 10-−3 to 2 × 10−7, H changed from 0.8 to 2.3 (Figure 5), DF changed from 2.4”
to 1.1” (Figure 6), the reconstructed signal became smooth, and the abnormal signals affected
by environmental factors were repaired (red line in Figure 7c). Continuing to increase the
decomposed level, H gradually converged to a certain value and did not obviously change
anymore (Figure 5). However, a negative effect on DF occurred when the decomposed level
exceeded 10 (Figure 6), which indicates that an excessive decomposed level increases the risk of
reconstructed signal distortion.

4. Jumping signals were collected under the condition of ground vibration caused by a vehicle
passing. Most of the energy was concentrated in the low-frequency band, and the jumping
trend formed a peak in the low-frequency band in the spectrum (Figure 8j). The energy of
high-frequency noise seemed negligible compared with the peak, and almost all high-frequency
noise was eliminated at the decomposed level = 7, while the energy of the peak remained in
the spectrum (Figure 8k). The time series shows that the jumping trend had not been removed
entirely (Figure 7d), and the slopes of H and DF were also not large (Figures 5 and 6); DF changed
from 7.4” to 6.9”. With an increase in the decomposed level from 7 to 10, the slope of H and DF
increased significantly (Figures 5 and 6). The peak flattened (Figure 8l) and the jumping trend
was corrected with a corrective effect of 1.3” achieved (from 6.9” to 5.6”) (Figures 6 and 7d). After
increasing the decomposed level from 10 to 12 (H = max, DF = min), a change of H was no longer
obvious (Figure 5), while DF decreased dramatically (from 5.6” to 0.5”) (Figure 6). Although this
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seems to be beneficial to the north-seeking results, it is not; drastic change is risky. Even though
the result shows that the gyro grid bearing after filtering is closer to the true north, similar to the
case of the jitter signals, an excessive decomposed level causes instability of DF, which reduces
the reliability of north-seeking results.

In summary, wavelet filtering can repair the abnormal signals affected by the environment to a certain
extent. This repair capability is finite, which means that it is impossible for DF to approach zero
infinitely after filtering. This is because even after correcting for the errors caused by environmental
factors, the observed signal may contain some system errors that we cannot eliminate. Fortunately,
combined with the above analysis of H and DF results, we can determine the most suitable decomposed
level corresponding to different types of environmental factors and optimize the de-noising and
corrective effects of wavelet filters (Table 3).

Table 3. Optimal wavelet decomposed level of different types of observed signal.

Criteria Steady Periodic Jitter Jumping

H = max 6 12 10 12
DF = min 6 11 9 12

Comprehensive evaluation 6 8 9 10

For steady and periodic signals, which are less affected by the external environment, H and DF
improved slowly with the increase of decomposed level, and a moderate decomposed level (6 to 8) can
meet the requirements of the correction of the north-seeking result (Table 3). For jitter and jumping
signals that are heavily disturbed by environmental factors, a higher decomposed level (8 to 10) should
be carried out to further correct the abnormal trend caused by low-frequency disturbances (Table 3).
However, this does not mean that the higher the decomposed level, the better the north-seeking result
that will be achieved. Excessive filtering may cause negative effects and worsen the north-seeking
result. Consequently, the wavelet decomposition should not exceed level 10 for the GAT data filtering.
Thus, although periodic and jumping signals show better H and DF results at a higher decomposed
level = 12, we still choose an optimal decomposed level = 8 or 10 (Table 3), which is safer and meets
the de-noising requirements.

3.2. Feasibility Verification

To verify the correctness of the optimal wavelet decomposed level, additional gyro observed
signals were collected independently on five gyro lines (Table 2 and Figure 3), so that a total of 15
observed signals were classified according to the above environmental factors. Two types of precision
indicators (DT and LBE) mentioned in Section 2.3.3 were used to compare the filtering effect in our
study. The boxplots of DT for different filtering schemes and for each type of observed signal are
shown in Figure 9a,b.

In Figure 9a, compared with the unfiltered signal, DT showed a significant difference compared to
filtering with the optimal decomposed level (p < 0.01, n = 15). Compared to the filter with decomposed
level = 5, DT also showed a significant difference to the filter with the optimal decomposed level
(p < 0.01, n = 15), which suggested that the accuracy of the north-seeking results was improved
compared to the empirical decomposed level in previous studies [40–42]. This shows the benefit of
the optimization of the wavelet decomposed level according to different types of observed signals, so
that the de-noising and corrective effect of north-seeking results can be improved as much as possible.
In Figure 9b, the more obvious the change in DT is, the more significant the de-noising effect of the
wavelet filter. The result showed that the de-noising effect on jitter and jumping signals is better
than on steady and periodic signals, which is consistent with the result of the above experiments in
Section 3.1. A significance test was made on DT with the three kinds of filtering scheme mentioned in
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Section 2.3.3: (1) unfiltered (decomposed level = 0); (2) filtering with decomposed level = 5; and (3)
filtering with the optimal decomposed level.
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The lateral breakthrough error (LBE) is a common precision indicator to check whether the gyro
data can correct the grid bearing of the underground network in a tunnel. In our study, the LBE of
the breakthrough point (Figure 3) was calculated by the combined adjustment of the underground
control network with filtered gyro data. The result shows that the LBE achieved a 68.7% gain effect
(from 12.1 mm to 3.8 mm) compared with unfiltered gyro data, which further verified the effectiveness
and practicability of the proposed optimal filtering model (Figure 10).
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In our study, the observations were obtained under the influence of known environmental factors,
such as wind vibration or vehicle vibration. According to the natural environment, noise sources are
uncertain in practical applications. Therefore, the optimal decomposition levels of wavelet filters are
not classified according to the magnitude of the observed signal noise, but are mainly determined by the
wave patterns of the observations because, although the magnitude of noise is different, the influence
of similar error sources on the observations has common characteristics.
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Therefore, if we do not know clearly which environmental factors affect the observations in the
data acquisition process, we can select the appropriate filter decomposition level from Table 3 according
to the wave pattern of the time series. Conservatively, even if we do not know the wave characteristics
of the observation, according to the experimental results it is relatively safe to select any level from
Level 6 to Level 10 to potentially improve the north-seeking accuracy.

4. Conclusions

From the above experimental results, the following conclusions can be drawn:

1. The observed signal of a north-seeking gyro sensor is affected by different environmental factors
and shows different non-stationary characteristics, so that the selection of the wavelet decomposed
level for de-noising is adapted to different types of observed signals.

2. Using the constraints of high-precision external verification conditions (GNSS grid bearings)
combined with the prior observed signals will provide empirical values for the wavelet
decomposed level and optimize the efficiency of the filtering model. This method of determining
the optimal wavelet decomposed level is able to be used not only in GAT, but also in other types
of gyroscope sensors.

3. In the application of tunnel surveying engineering, which is vulnerable to complex environmental
factors, the optimized model eliminates the influence of external disturbances on the observed
signal to a certain extent and enhances the north-seeking accuracy of gyro sensors.

Due to the limitation of the length of the article and experimental data, we only classified the
observed signals into four typical categories. The classification of observed signals under different
environmental impacts needs to be further examined by more sophisticated experiments. To further
improve the de-noising effect, different thresholding methods will be adopted for high-frequency
coefficients of different decomposed levels in our future research. Another filtering method suitable
for non-stationary GAT signal analysis, the Hilbert–Huang transform, will also be discussed and
compared with the wavelet method in subsequent research.
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