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ABSTRACT
In linear optics, photons are scattered in a network through passive optical elements including beam
splitters and phase shifters, leading to many intriguing applications in physics, such as Mach–Zehnder
interferometry, the Hong–Ou–Mandel effect, and tests of fundamental quantummechanics. Here we
present the fundamental limit in the transition amplitudes of bosons, applicable to all physical linear optical
networks. Apart from boson sampling, this transition bound results in many other interesting applications,
including behaviors of Bose–Einstein condensates (BEC) in optical networks, counterparts of
Hong–Ou–Mandel effects for multiple photons, and approximating permanents of matrices. In addition,
this general bound implies the existence of a polynomial-time randomized algorithm for estimating the
transition amplitudes of bosons, which represents a solution to an open problem raised by Aaronson and
Hance (Quantum Inf Comput 2012; 14: 541–59). Consequently, this bound implies that computational
decision problems encoded in linear optics, prepared and detected in the Fock basis, can be solved
efficiently by classical computers within additive errors. Furthermore, our result also leads to a classical
sampling algorithm that can be applied to calculate the many-body wave functions and the S-matrix of
bosonic particles.

Keywords: boson sampling, quantum optics, quantum supremacy, linear optics, computational
complexity

INTRODUCTION
Apart from being of fundamental interest in physics,
linear optics has become a simple but powerful
tool for processing quantum information [1–5] and
quantum simulation [6–11]. One of the major ad-
vantages for encoding information with light is
that photons are highly robust against decoherence,
whichmakes it an ideal system to study quantum co-
herence [12–16]. Furthermore, in linear optical net-
works, all possible transformations can be achieved
with simple operations involving at most a pair of
modes; more precisely, every optical circuit can be
implemented with beam splitters and phase shifters
only [17]. Linear optical networks have been rou-
tinely built in photonic chips [18–20] using stan-
dard semiconductor fabrication technology. In par-
ticular, a reprogrammable linear optical circuit has
been integrated into a photonic chip [20], which
can perform universal operations on six photonic
modes with up to six photons. In addition, photonic

chips can also be applied for demonstrating different
physics [21,22].

What about the computational power of linear
optics? Knill, Laflamme and Milburn (KLM) [23]
proved a universality theorem showing that linear
optics, together with post-selectedmeasurements, is
powerful enough for universal quantum computa-
tion. Aaronson adopted this fact to prove that com-
putation of the permanent of a matrix is #P hard.
However, can linear optics outperforma classical de-
vice in some computational problems, even without
adaptive measurements? This is the main question
that we address here.

Recently, it was found that boson sam-
pling [24–28], as a novel application of linear
optics, can be regarded as evidence for proving the
inefficiency of classical devices to perform quantum
simulation, which represents a serious challenge to
the validity of the extended Church–Turing the-
sis [1]. Furthermore, a special type of correlation,
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Figure 1. (a) The Hong–Ou–Mandel interference can be viewed as a special instance
of boson sampling, where the number of modes is two, and the linear network con-
tains a 50:50 beam splitter only. (b) Summary of our main result: an upper bound of the
transition amplitudes for linear optics. The initial and final states are products of Fock
states. The matrix U presents any realizable unitary transformation in linear optics.

called forrelation [29,30] has been identified as
being able to exhibit the largest possible separation
between quantum and classical query complexities.
In boson sampling [24], a product of single-photon
states is injected into a linear photonic network
that encodes an instance of complex matrices.
In fact, the famous Hong–Ou–Mandel interfer-
ence can be viewed as a special instance of boson
sampling (see Fig. 1). The ability to approximate
the corresponding permanents of matrices with a
multiplicative error implies the ability of simulating
boson sampling, which is widely believed to be
impossible, based on computational complexity
assumptions [24]. With this motivation, much
progress [20,31–36] has been made in the exper-
imental realization of boson samplers using linear
optical devices.

Specifically, the problemof interest in thiswork is
described as follows: let us suppose that we are given
a product of Fock states containing a total of n iden-

tical photons (or generally bosons) distributed over
m different modes, i.e.

|t1t2 · · · tm〉 ≡ |t1〉 ⊗ |t2〉 ⊗ · · · ⊗ |tm〉 , (1)

where |tk〉 ≡ (tk !)−1/2(a †k)
tk |vac〉 contains tk pho-

tons for tk = 0, 1, 2, . . . , n. Moreover, the state is sub-
ject to the constraint of particle conservation:

m∑
k=1

tk = n. (2)

Here a †k creates a boson in kthmode and satisfies the
commutation relations [a j , a

†
k] ≡ a j a

†
k − a †ka j =

δi j , [a
†
j , a

†
k] = [a j , ak] = 0.

Let us consider any member U in the set of all
possible unitary operators (i.e. linear optics) that in-
duces a linear transformation (i.e. non-interacting)
for the boson modes, i.e.

Ua †kU
† =

m∑
j=1

uk j a
†
j . (3)

The central problem is to give an upper bound
for the absolute value of the transition amplitude,
|〈s1s2 · · · sm|U|t1t2 · · · tm〉|, for locating the result-
ing state in another given product state, |s1s2 · · · sm〉,
subject to the same particle-conserving constraint,∑m

k=1 sk = n , for sk = 0, 1, 2, . . . , n. This problem
is solved in this work, where an explicit form of the
bound is given in Eq. (4), which limits the efficiency
of sampling bosons for all possible linear optical
networks, including the behaviors of Bose–Einstein
condensates (BEC) in linear networks, and the
counterparts of Hong–Ou–Mandel effects for mul-
tiple photons. Furthermore, this bound is important
for our proof on the existence of a polynomial-time

Quantum computation

Calculating boson amplitudes (in linear optics)
• Applicable to products of Fock basis
• Polynomial size optical circuit
• Within polynomial additive error

Probabilistic classical
computation

• Complexity class: bounded-error quantum polynomial time (BQP)

• Complexity class: bounded-error
   probabilistic polynomial time 
   (BPP)

Figure 2. Relationship between the complexity class of es-
timating boson amplitude, and classical and quantum com-
putation. Our result establishes that calculating the boson
amplitude, with a polynomial additive error, is a problem in-
side BPP.
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randomized algorithm for approximating perma-
nents of matrices, which represents a solution to an
open problem posed by Aaronson and Hance [37].

In terms of computational complexity, this algo-
rithm establishes that the computational complexity
class of decision problems encoded in an optical
network cannot exhibit quantum supremacy [38],
as it can be solved by a classical randomized algo-
rithm. Previously, it was known that a quantum
computational model with Clifford gates [39],
sparse distribution [40], and fermionic (match-
gates) [41–43] can be simulated by classical com-
puters. Our result completes the picture by showing
that computational decision problems encodedwith
non-interacting bosons can also be simulated classi-
cally (but sampling bosons remain a hard problem
under computational-theoretic assumptions).

We remark that our results are built on the exist-
ing results of Aaronson and Hance [37], who have
already demonstrated an efficient classical algorithm
for a special case where the initial state is confined
to be those with either 1 or 0, e.g. |11 · · · 10 · · · 0〉,
but not for the states with one or more photons, e.g.
|22 · · · 20 · · · 0〉 or |n00 · · · 0〉 for n≥ 2. In addition,
Aaronson and Hance posed an open question [37]
asking whether it is possible to extend the result to
the cases where the initial state can be an arbitrary
Fock product state, i.e. |t1t2 · · · tm〉. In this work,
we adopted a different mathematical technique to
achieve the goal of constructing such a classical al-
gorithm and answering the open question positively.
However, this does not imply that linear optical de-
vices cannot perform hard computational problems,
but it does have implications for decision problems
(which are discussed later in the paper).

In practice, such a classical algorithm can be
applied to calculate the many-body wave functions
and the S-matrix of bosonic particles; this is made
possible by a technique called ‘operator-to-number
conversion’ developed in this work. In the online
supplementary material, we provide a compact in-
troduction to various concepts related to this work.

RESULTS
Statement of the main result
We shall prove that the upper bound of the boson
transition amplitude is givenby the following expres-
sion:

|〈s1 · · · sm |U |t1 · · · tm〉| ≤ min {vs/vt , vt/vs } ,

(4)
wherevs is a product ofm factors generated from the
elements in the list s = (s1, s2, . . . , sm),

vs ≡
√
(s1!/s s11 )(s2!/s

s2
2 ) · · · (sm !/s smm ), (5)

and defined similarly for vt (see Fig. 1). If one of the
modes is unoccupied, e.g. sk = 0, then we simply set
sk !/s

sk
k → 1.

An immediate consequence of our bound is that
a necessary condition for a perfect transition from
a general Fock state to another Fock state is that
vs = vt .

In the context of boson sampling [24], the ini-
tial state is always a product of single-photon states,
i.e. |t1t2 · · · tm〉 = |111 · · · 00〉. In this case, we can
recover the result obtained previously by Aaronson
andHance [37], which is a special case of our result,
i.e. |〈s1s2 · · · sm |U |111 · · · 00〉| ≤ vs .

Before we go into the details of the proof of the
bound, we first discuss the physical and computa-
tional implications of the bound.

Absence of exact boson bunching
If we further set s1 = n, and s2 = s3 · · · = sm = 0,
the probability of putting all bosons into the same
mode from |111 · · · 00〉 is exponentially low, as (pre-
viously obtained in Ref. [37])

Pmax (n, 0 · · · 0|1, 1 · · · 1) = v2
s = n!/nn

≈ √
2πn e−n , (6)

using the Stirling approximation, n! ≈√
2πn (n/e)n . Consequently, for n≥ 3,

Pmax (3, 0, 0|1, 1, 1) = 3!/33 = 2/9; (7)

one cannot observe the generalization of the Hong–
Ou–Mandel effect with linear optics, i.e. going
from the state |11 · · · 1〉 to |n0 · · · 〉 + |0n0 · · · 〉 +
|00n0 · · · 〉; the reason that the Hong–Ou–Mandel
effect is possible for the case of n = 2 is because the
bound is given by

Pmax (2, 0|1, 1) = v2
s = 2!/22 = 1/2, (8)

but there are two modes; the total probability can
therefore reach unity. This result is complementary
to a previous result [44] showing the absence of
the Hong–Ou–Mandel dip with the Bell-multiport
beam splitter.

Boson bunching limits
Furthermore,we canfind theupper limit on the tran-
sition probabilities in general scenarios. For exam-
ple, imagine that there are p bosons in onemode and
qbosons in anothermode. Suppose thatwe are inter-
ested in the case where all bosons are grouped into a
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single mode, i.e.

(a †1)
p(a †2)

q |vacuum〉 → (a †1)
p+q |vacuum〉 .

(9)
From Eq. (4), the probability of getting p + q in a
single mode through linear optics is then bounded
by the following:

Pmax (p + q , 0|p, q ) = (p + q)!
p!q !

p pq q

(p + q)p+q ,

(10)
or its inverse. As far as we are aware, this bound is
new in quantum optics. To be specific, let us con-
sider the following cases.

Case 1: creation of a mode with 2n
bosons from two separate modes
with n bosons each
In this case, we have

Pmax (2n|n, n) = 2n!/n!222n . (11)

In the limit of a Bose–Einstein condensate (BEC),
meaning a very large Fock state |n〉 with n 
 1, the
probability bound

Pmax (2n|n, n) ≈ 1/
√

πn (12)

decreases as O(1/
√
n). An optimal strategy for

achieving the bound is to apply the 50:50 beam
splitter, i.e. a †1 → (a †1 + a †2)/

√
2 and a †2 → (a †1 −

a †2)/
√
2. Note that the reverse process, i.e. splitting

a BEC into halves, is equally inefficient with linear
optics.

Case 2: adding one extra boson to a BEC
using linear operations
Supposing that p = n and q = 1, the bound is given
by

Pmax (n + 1, 0|n, 1) = (n/(n + 1))n , (13)

which approaches a constant limit, e−1, when n →
∞. In fact, this bound can be saturated by the
following transformation: Una

†
1U

†
n = cos θn a

†
1 +

sin θn a
†
2, where sin 2θ n = (n+ 1)−1.

Absence of deterministic boson adders
Note that the process of boson bunching as de-
scribed in Eq. (9) can be viewed as a process of arith-
metic addition using bosons. These results impose
limitations to the efficiency of performing arithmetic

operations using pure linear optics, which is neces-
sarily a probabilistic process as we have seen, un-
less extra degrees of freedom are allowed (see e.g.
Ref. [45]).

Quantum superposition �= classically
intractable
By showing that classical algorithms can solve the
class of decision problems of sampling bosons, we
can establish the following fact: although the key fea-
ture of quantumcomputation comes from the ability
to create a superposition of an exponential number
of states, our results provide explicit evidence that
this quantum ability cannot be a sufficient condition
for exhibiting quantum advantage in computational
tasks over classical devices. Similar conclusions can
be achieved for other quantum computing models,
such as with Clifford gates [39], sparse distribu-
tion [40], and fermionic (matchgates) [41–43].Our
result is complementary to these models in the con-
text of linear optics.

In other words, non-classical decision problems
in linear optics, assuming that they are encoded in
polynomially many output states, can be solved.

Bounding size of matrix permanents
Another implication of our main result is related to
permanents of matrices.The transition amplitude in
Eq. (4) is known (see e.g. Ref. [24]) to be related
to a permanent of a matrix regarding the unitary
operatorU:

〈s1s2 · · · sm |U |t1t2 · · · tm〉

= Perm (Us ,t)√
s1! · · · sm ! · t1! · · · tm !

, (14)

where U s ,t is an n × n matrix constructed by the
transformation elements ukj (see Eq. (3)) of the uni-
tary operatorU in the followingway: create sk copies
of a row of vectors μk,t that contain tj copies of ukj.
The special case where all ti ∈ {0, 1} was discussed
in Ref. [37].

For example, if s = (1, 0, 2) and t = (2, 1, 0),
then the matrixUs ,t is of the following form:

U s ,t =
⎡
⎣μ1,t

μ3,t
μ3,t

⎤
⎦ =

⎡
⎣ u1,1 u1,1 u1,2
u3,1 u3,1 u3,2
u3,1 u3,1 u3,2

⎤
⎦ .

(15)
Note that if all s and t equal unity, then the transi-

tion probability is exactly the same as the permanent
of the matrix defined in Eq. (3), i.e.

〈11 · · · 1|U |11 · · · 1〉 = Perm(uk j ). (16)
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In other words, our bound also implies an upper
bound of the permanent of a matrix:

| Perm(Us ,t) | ≤ min
{

vs

vt
,
vt

vs

}
×

m∏
k=1

√
sk ! tk !.

(17)

Efficient representation and calculations
of many-body wave functions
As a further application, we have developed a new
operator-to-number technique, which can be em-
ployed to represent bosonic many-body wave func-
tions,

φ(n) ≡ 〈
n
∣∣ψ(

a †1, a
†
2, . . . , a

†
n
)∣∣vac〉, (18)

in terms of a summation of complex numbers (see
Eq. (21)). Moreover, the many-body wave func-
tion φ (n) can be estimated efficiently by a random
sampling of the complex numbers (see Eq. (23)).

Additionally, the S-matrix in quantum field the-
ory can be reduced to a problem of calculating the
permanents of certain matrices [46], which can also
be solved by our classical randomized algorithm in
polynomial time.

Implication of the open problem
on computational complexity
Before this work, it was not known if it was possi-
ble to create classically hard ‘decisionproblems’with
linear quantum optics that involve the determina-
tion of the transition amplitudes. One of the major
questions in the field of linear optics is whether bo-
son sampling can be extended to solving decisions
problems, such as factoring, etc., within additive
errors.

Now, the existence of the classical random-
ized algorithm presented in this work implies that
(S. Aaronson, private communication) any decision
problem involving only one (or a polynomial num-
ber) of boson transition amplitudes can be solved
efficiently with a classical device, in the context of
computational complexity theory. To be more spe-
cific, the open problem [37] raised by Aaronson and
Hance asks,

Can we estimate any linear-optical amplitude (see

Eq. (14)) to ±1/poly(n) additive error (or better) in poly-
nomial time?

With our bound shown in Eq. (4), we confirm
that there does exist a polynomial-time randomized
algorithm for the general cases.Thus, the open prob-
lem is now settled for those decision problems en-

coded in (a polynomial number of) the transition
amplitudes.

Decision problems of boson sampling
Recall that we are dealing with decision problems
instead of sampling problems for linear optics. The
sampling problems require an estimation of the tran-
sition amplitude to a multiplicative error, or equiva-
lently the ability to reproduce the target distribution,
i.e. weak sampling. For decision problems, one is re-
quired to estimate the probability directly, i.e. strong
simulation (see e.g. Refs. [47,48] for a further dis-
cussionon the relationshipbetween strong andweak
simulation).

To elaborate further, recall the definition of the
complex class BQP (bounded-error quantum poly-
nomial time), which represents the class of lan-
guages that can be decided with high probability by
polynomial-size uniform quantum circuit families.
More precisely, a language L is in BQP if and only
if there exists a polynomial-time uniform family of
quantum circuits Qn(x), which takes n qubits and
outputs 1 bit, such that

(i) for all x ∈ L, Pr(Qn(x) = 1) ≥ 2/3,
(ii) for all x �∈ L, Pr(Qn(x) = 1) ≤ 1/3.

For example, one may start with the all-zero state,
|0⊗n〉 ≡ |000 · · · 0〉. The quantum circuit associated
with the instance x can be represented by a unitary
transformationUx. The quantum circuit may accept
when one of the outcomes, e.g. |y〉, appears. In other
words, we may write

Pr(Qn(x) = 1) = |〈y |Ux |0⊗n〉|2. (19)

In our case, we replace the quantum circuit in BQP
with a linear optical network U LO

x , which is a sub-
set of BQP, for a fixed number of bosons. However,
we consider not only a fixed initial state, but any ar-
bitrary Fock state |t1t2 · · · tm〉 of n photons, which
means that a decision problem encoded in linear
quantum optics can be formulated as follows:

Pr(QLO
m (x) = 1)

= |〈s1s2 · · · sm |U LO
x |t1t2 · · · tm〉|2, (20)

where QLO
m denotes a linear optical network of m

modes.
Note that an alternative definition of decision

problems for boson sampling has been defined [49].
There, decision problems of boson sampling are de-
fined as problems to decide if a function f(x, y) sat-
isfies a certain property. Here x is generated by the
most probable bin (MPB) of a boson-sampling in-
stance, and y is an optional string. In other words, by
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1. Transition matrix element 3. Sampling

2. Operator-to-number
    conversion

4. Absolute value
5. Exact expression

6. Universal bound

a

b

Figure 3. Summary of the relationships with the transition amplitude. (a) The transition matrix element can be transformed
into a sum of complex variables, through the operator-to-number conversion technique. (b) The absolute value of the transition
can be bounded by calculating vs and vt .

grouping the outcomes of boson sampling into bins,
one is required to find the bin associated with the
largest probability.

In fact, if we can calculate the individual transi-
tion amplitude (i.e. Eq. (14)) accurately, then we
can also find such anMPB by generating a probabil-
ity distribution that approximates the original distri-
bution (see Refs. [49–51]).

Given the existence of the polynomial-time clas-
sical algorithm in this work, which can estimate bo-
son transition amplitude within additive error, con-
ditions (i) and (ii) can be readily satisfied with a
classical computer, which means that they are actu-
ally problems inside the complexity class BPP (see
Fig. 2). Finally, we note that our classical algorithm
is designed to estimate the amplitude up to an addi-
tive error. However, to solve the sampling problem
of linear optics, i.e. boson sampling where the ampli-
tudes become exponentially small, it will require the
estimation of the amplitudes towithinmultiplicative
errors. As a result, our algorithm will need to run for
an exponential time to estimate the amplitudes to
within multiplicative errors.

Overall, our result imposes a new constraint for
obtaining quantum computational supremacy with
linear optics over classical computers, in the context
of solving decision problems.

DERIVATION OF MAIN RESULTS
Let us now establish a general theorem that is cru-
cial for our result (see Fig. 3 for a summary). Sim-
ilar to Feynman’s path integrals, this theorem tells

us how to perform operator-to-number conversion
for bosonic transition amplitudes. However, unlike
Feynman’s path integrals, the number of variables
depends on thenumber ofmodes, insteadof infinite-
dimensional integrals, and there is no sign problem.

Generalized transition amplitude
Given any polynomial function, f (a †1, a

†
2, . . . , a

†
m),

ofmulti-mode creationoperatorsa †k , the vacuum-to-
vacuum transition amplitude (unnormalized),

F s ≡ 〈
vac

∣∣as11 as22 · · · asmm f
(
a †1, a

†
2, . . . , a

†
m
)∣∣vac〉,

(21)
can always be expressed as a sum involving a set of
weighted complex roots of unity, by mapping the
boson operator,

a †k → zk, (22)

to a complex number zk, and similarly ak → z̄k to its
complex conjugate z̄k :

F s = v2
s

dm

∑
{z}

z̄s11 z̄
s2
2 · · · z̄smm f (z1, z2, . . . , zm),

(23)
where

z j ∈ {√
s j ω0,

√
s j ω1, . . . ,

√
s j ωd−1} (24)

is related to one of the complex roots of unity ω ≡
e−2π i/d, weighted by a factor √s j . Here d is chosen
to be an integer larger than thedegree of the function
and the sum

∑m
k=1 sk .
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Alternatively, we can write F s in the form of an
expectation value:

F s = v2
s E

[
z̄s11 z̄

s2
2 · · · z̄smm f (z1, z2, . . . , zm)

]
,

(25)
which allows us to devise a sampling algorithm to es-
timate its value, as we shall discuss later.

Technique of operator-to-number
conversion
Here we introduce a technique of operator-to-
number conversion. Since all the terms in the func-
tion f (a †1, a

†
2, . . . , a

†
m) commutewith one another,

we can e.g. sort out the first creation operator a †1 as if
it was just a real number, and write

f (a †1, a
†
2, . . . , a

†
m) =

d∑
k=0

a †k1 φk(a
†
2, . . . , a

†
m),

(26)
where φk(a

†
2, . . . , a

†
m) is a resulting polynomial

function without a †1. Consequently, we have

Fs =
d∑

k=0

〈
0|as11 a †k1 |0〉

〈
vac

∣∣as22 · · · asmm φk
(
a †2, . . . , a

†
m
)∣∣vac〉.

(27)

Note that there is onlyonenon-zero term in the sum-
mation, as〈

0
∣∣as11 a †k1 ∣∣0〉 = s1! δs1k . (28)

Now, since the Kronecker delta func-
tion can be expressed (by the representa-
tion through discrete Fourier transform)
as follows: δs1k = (1/d)

∑d−1
j=0 e

−(2π i j/d)(s1−k)

= (1/d)
∑d−1

j=0 ω j (k−s1), we can there-
fore write the inner product (with
z1 ∈ {√s1ω0,

√
s1ω1, . . . ,

√
s1ωd−1}),

〈
0
∣∣as11 a †k1 ∣∣0〉 = s1!

s s11

1
d

∑
{z1}

z̄s11 z
k
1, (29)

as a sum over all values of z1, which im-
plies that we can replace the operators
with complex numbers, i.e. Fs = (s1!/s s11 d)∑

{z1} z̄
s1
1 〈vac| as22 · · · asmm f (z1, a

†
2, . . . , a

†
m) | vac〉.

Next, we can define a new polynomial function,

f ′(a †2, . . . , a
†
m) ≡ (

s1!/s s11 d
)

×
∑
{z1}

z̄s11 f (z1, a
†
2, . . . , a

†
m), (30)

and repeat the same procedure for a †2, and so on,
which yields the result in Eq. (23) at the end.

Three-step derivation of the universal
bound
Weare now ready to present the proof for the bound
inEq. (4). For this purpose,we express the transition
amplitude explicitly with bonsonic operators, i.e.

〈s1 · · · sm |U |t1 · · · tm〉

= G(U, s , t)√
(s1! · · · sm !)(t1! · · · tm !)

, (31)

where we have defined an operator function:

G(U, s , t)

≡ 〈
vac

∣∣as11 · · · asmm U a †t11 · · · a †tmm

∣∣vac〉. (32)

The proof can be completed with only three steps as
follows.

Step 1 (operator-to-number conversion)
With the transformation rule given in Eq. (3), we
have

Ua †t11 · · · a †tmm U †

=
∏m

k=1

(
uk,1a

†
1 + · · · + uk,ma †m

)tk
, (33)

which is exactly a polynomial function of the cre-
ation operators. Therefore, the theorem above im-
plies that

G(U, s , t) = v2
s

dm

∑
{z}

(
z̄s11 z̄

s2
2 · · · z̄smm

)
g (z),

(34)
where the function g (z) is defined as follows:

g (z) ≡
m∏
k=1

(uk,1z1 + · · · + uk,mzm)tk . (35)

In order to bound the absolute value of
G(U, s , t), it is sufficient to bound the function
g (z) by writing its absolute value in the follow-

ing form: |g (z)| =
√
t t11 · · · t tmm

∏m
j=1 (1/

√
t j )t j

|uk,1z1 + · · · + uk.mzm |t j .

Step 2 (arithmetic–geometric inequality)
Recall that the weighted arithmetic–geometric in-
equality suggests that

Aλ1
1 Aλ2

2 · · · Aλm
m ≤ λ1A1 + λ2A2 + · · · + λm Am

(36)
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for all non-negative Ak and λk, subject to the
constraint

∑m
k=1 λk = 1. In terms of our t (by

setting λk = tk/n), we have (At1
1 A

t2
2 · · · Atn

n )
1/2

≤ [(t1/n)A1 + (t2/n)A2 + · · · + (tn/n)An]n/2.
Now, let us denote

A j = (
1/t j

) |uk,1z1 + · · · + uk.mzm |2. (37)

Then, we have,

|g (z)|√
t t11 · · · t tmm

≤
(

m∑
j=1

1
n
|uk,1z1 + · · · + uk.mzm |2

)n/2

. (38)

Step 3 (bounding the norms)
Note that the right-hand side is related to the2-norm
of a vector, which is defined by: ‖z‖ ≡ ‖z‖2 =√|z1|2 + |z2|2 + · · · + |zm |2. To take a step fur-
ther, we can always define a unitary matrix V such
that

(V z)k = uk,1z1 + · · · + uk,mzm , (39)

which implies that

|g (z)| ≤ (
t t11 · · · t tmm /nn

)1/2‖V z‖n/2. (40)

Since ‖V‖ = 1 for unitary matrices, and ‖z‖ =
(s1 + s2 + · · · sm)1/2 = √

n , we have

|g (z)| ≤ (
t t11 · · · t tmm

)1/2
. (41)

Consequently, as |z̄skk | = s sk/2k , we have |G(U, s , t)|
≤ (v2

s /d
m)(s s11 · · · s smm )1/2

∑
{z} |g(z)|, and hence

|G(U, s , t) | ≤ v2
s

√
(s s11 · · · s smm )(t t11 · · · t tmm ),

(42)

which implies part of the advertised result of the
bound vs/vt in Eq. (4). We can repeat essentially
the same procedure for the complex conjugate,
〈t1 · · · tm|U†|s1 · · · sm〉, of the transition amplitude,
in order to obtain the other part, vs/vt . This com-
pletes our proof for the bound in Eq. (4).

Generalized Glynn’s estimators
In Ref. [37], Aaronson and Hance proposed a gen-
eralization of Gurvits’s algorithm by defining a gen-
eralized Glynn’s estimator, namely

GenGly(z) ≡ v2
s
(
z̄s11 · · · z̄smm

) m∏
i=1

×(wi,1z1 + · · ·+wi,mzm), (43)

where vs is defined in Eq. (5). Sampling the gen-
eralized Glynn’s estimator over the complex val-
ues, the permanent, Perm(V), of a matrix V, which
is obtained by repeating si times the ith row of
the m × m matrix W = (wi, j), can be esti-
mated in polynomial time with an additive error
± ε vs

√
s1! · · · sm ! ‖W‖n . With the new bound, we

are able to construct a more general estimator (see
Eq. (46)) and bound the size of it. As a result, we are
able to estimate matrix permanents and the boson
transition amplitude through the relation shown in
Eq. (14).

Our classical algorithm
Comparing the right-hand sides of Eqs. (14) and
(31), we conclude that G(U, s , t) is equal to the
permanent of the matrixU s ,t , i.e.

G(U, s , t) = Perm (Us ,t) . (44)

In other words, with Eqs. (31), (34), and (35), we
can express the transition amplitude as the following
summation:

〈s1 · · · sm |U |t1 · · · tm〉 = K
dm

∑
{z}

×
m∏
k=1

(
z̄s11 z̄

s2
2 · · · z̄smm

)
(U z)tkk , (45)

where (U z)k ≡ uk,1z1 + · · · + uk,mzm , and the
constant is given by K ≡ v2

s /
∏m

k=1 (sk !tk !)
1/2.

Note that it is possible to extendour formalism for an
arbitrarym×mmatrixW= (wi, j) from the transfor-
mation in Eq. (3), which implies that we can define
an even more general Glynn estimator,

mGenGly(z) ≡ v2
s

(
m∏
k=1

z̄skk

)
m∏
i=1

( m∑
j=1

wi, j z j
)ti

,

(46)
which is reduced to the estimator, GenGly(z), of
Aaronson and Hance for the special cases where
t1 = t2 = · · · = tm = 1, and further reduced to the
estimator, Gly(z), of Gurvits, when s1 = s2 = · · · =
sm = 1 in addition. An alternative estimator can be
found in Huh [52].

We return to the case of quantum optics, where
the transformation is necessarily a unitary matrix U,
with ‖U‖ = 1. Now, let us write

〈s1 · · · sm |U|t1 · · · tm〉 = 1
dm

∑
{z}

mGenGly (z)∏m
k=1 (sk !tk !)

1/2 ,

(47)
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where

mGenGly(z) = v2
s

(
m∏
k=1

z̄skk

)
g (z) . (48)

Here the important point is that we can bound the
left-hand side by the following:

∣∣mGenGly(z)
∣∣ ≤ v2

s

√(
s s11 · · · s smm

) (
t t11 · · · t tmm

)
,

(49)
which is due to Eq. (41) and

∣∣z̄skk ∣∣ = s sk/2k .
Next, we shall show that one can approx-

imate the transition amplitude with a high
probability, by uniformly sampling the more
general Glynn’s estimator in Eq. (46), with
zk ∈ {√s j ω0,

√s j ω1, . . . ,
√s j ωd−1}m , i.e.

〈s1 · · · sm |U|t1 · · · tm〉 ≈ 1
T

∑T
k=1 mGenGly(zk)∏m
k=1 (sk ! tk !)

1/2 .

(50)

The point is to determine the number of terms T for
a given error ε. Our analysis makes use of the stan-
dard Chebyshev bound: for a set of identical, inde-
pendent, and random variables {Xi}, the probability
of taking the average, (1/T) (

∑T
i=1 Xi ), of T vari-

ables todeviate fromtheexpectationvalue,μ=〈Xi〉,
by an amount ε is given by

Pr

(∣∣∣∣∣
∑T

i=1 Xi

T
− μ

∣∣∣∣∣ � ε

)
≤ σ 2

Tε2
, (51)

where σ 2 = 〈(Xi − μ)2〉 is the variance, which can
be bounded by the second moment

〈
X 2
i
〉
, as σ 2 =〈

X 2
i
〉 − μ2 ≤ 〈

X 2
i
〉
.

To apply the Chebyshev bound, we identify the
transition amplitude as the expectation value

〈s1 · · · sm |U|t1 · · · tm〉 ⇔ μ, (52)

and the random variable as follows:

mGenGly (zk)∏m
k=1 (sk !tk !)

1/2 ⇔ Xi . (53)

The efficiency of the sampling algorithm depends on
the size of the variance; the remaining task is to de-
termine the size of

〈
X 2
i
〉
, which can be used to bound

the size of the variance. From Eq. (49), we have

|mGenGly (zk)|∏m
k=1 (sk !tk !)

1/2 ≤ vs

vt
. (54)

If vs > vt , we can always repeat the argument for
the complex conjugate of the transition amplitude,
〈s1 · · · sm|U|t1 · · · tm〉∗ = 〈t1 · · · tm|U†|s1 · · · sm〉,

whichmeans that we can always bound the left-hand
side by a value smaller than 1, i.e.min{vs/vt , vt/vs }.

Consequently, from the Chebyshev
bound, by taking a total of T = O(1/ε2) ×
min{v2

s /v
2
t , v

2
t /v

2
s } samples, the error of the ap-

proximation in Eq. (50) can be made to be within ε

with a high probability close to 1. Note that the eval-
uation of each sample requires O(m2) steps, as in
Eq. (46), the calculation of the summation takes m
steps and there arem factors to multiply. Therefore,
the existence of this polynomial-time algorithm,
scaling as O(m2/ε2) × min{v2

s /v
2
t , v

2
t /v

2
s }, repre-

sents a solution to an open problem raised in the
work of Aaronson and Hance [37].

DISCUSSION
We have presented a general upper bound (Eq. (4))
on the transition amplitudes in sampling bosons for
any linear optical network (Eq. (3)). This bound
plays the main role in establishing the fact that the
computational complexity of decision problems en-
coded in linear optics cannot be hard problems for
classical computers, when the decision problems are
encoded in a transition amplitude. However, it may
still be possible to encode decision problems in dif-
ferent ways, e.g. problems that may involve many
(exponentially) more such amplitudes. For those
cases, a direct application of our algorithm may be-
come inefficient.

Nevertheless, this bound yields many implica-
tions in quantum physics and computational com-
plexity. The crucial step in proving the bound in-
volves a general theorem (see Eq. (21)) that makes
it possible to convert any vacuum-to-vacuum transi-
tion amplitude, for somepolynomial functions of the
boson operators, into a sum of discrete random vari-
ables (Eq. (23)). In addition to boson sampling, this
theorem is applicable to sampling problems of spin
systems [26] and the calculation of elements of the
S-matrix in quantum electrodynamics [46].

The connection between the transition ampli-
tudes and the permanents makes it possible to
bound the absolute value of the corresponding per-
manents of matrices (Eq. (17)). Moreover, the clas-
sical algorithm proposed by Gurvits [53] can be ex-
tended (Eq. (50)) with our bound; the existence of
such an algorithm implies that the open problem of
Aaronson and Hance in Ref. [37] can now be set-
tled. However, we note that our goal is to estimate
the size of the amplitude (probability), a task known
as strong simulation, insteadofweak samplingwhere
the target distribution is output.The connection be-
tween strong and weak simulation has been thor-
oughly studied in the context of (extended) Clifford
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circuits [47,48]. Perhaps a similar analysis can also
be carried out in the context of linear optics.

Finally, we note that it is straightforward to show
that our bound can also be applied to generalize the
de-randomizing algorithm for approximating per-
manents of non-negative matrices, which was dis-
cussed by Aaronson and Hance [37].
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