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Abstract

For the materialist, the hard problem is fundamentally an explanatory problem. Solving it requires explaining why the rela-
tionship between brain and experience is the way it is and not some other way. We use the tools of the interventionist the-
ory of explanation to show how a systematic experimental project could help move beyond the hard problem. Key to this
project is the development of second-order interventions and invariant generalizations. Such interventions played a crucial
scientific role in untangling other scientific mysteries, and we suggest that the same will be true of consciousness. We fur-
ther suggest that the capacity for safe and reliable self-intervention will play a key role in overcoming both the hard and
meta-problems of consciousness. Finally, we evaluate current strategies for intervention, with an eye to how they might be
improved.
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Introduction

The modern neuroscience of consciousness begins with a divi-
sion of territory. In seminal work, the philosopher David
Chalmers distinguished the easy and hard problems of con-
sciousness (Chalmers 1998; Chalmers 2003). Easy problems in-
volve sorting out the mechanisms that mediate conscious
perception and action. The hard problem requires explaining
why activity in these mechanisms is accompanied by any sub-
jective feeling at all. Why, in Nagel’s (1974) evocative phrase,
is there something it is like for you to be you, while there’s
nothing it’s like for a rock to be a rock? Or as Chalmers (1996,
201) puts it:

Why is it that when our cognitive systems engage in visual and
auditory information-processing, we have visual or auditory expe-
rience: the quality of deep blue, the sensation of middle C? . . .

Why should physical processing give rise to a rich inner life at all?

Chalmers and others argue that the hard problem is a deep
philosophical mystery, upon which empirical evidence could
have little bearing.

Meanwhile, in several influential pieces Crick and Koch ar-
gued that, by focusing on easy problems, it might be possible to
meaningfully work around the hard problem. They noted that
‘at any one moment some active neuronal processes correlate
with consciousness, while others do not’ (Crick and Koch 1990,
263). Thus there is a viable scientific project that searches for
the neural correlates of consciousness (NCCs). Chalmers did not
disagree—his formulation of the hard problem is compatible
with the existence of NCCs. So the search for NCCs could prog-
ress whether or not the hard problem has a solution.

Thus was the territory divided. Philosophers inherited the
hard problem. Scientists got the search for NCCs. Despite occa-
sional defectors on both sides, this truce has held for a quarter
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century. Yet, the search for NCCs continues to hit an impasse
that looks more philosophical than empirical (Hohwy and
Bayne 2015). Conversely, philosophy divorced from neurosci-
ence has endorsed a variety of counterintuitive views. At one
extreme, there is defence of panpsychism, the position that
consciousness is everywhere (Chalmers 2003). At the other, phi-
losophers assert that consciousness is simply an illusion
(Dennett 1991; Irvine 2013; Kammerer 2019). Such wildly differ-
ing views feel like stagnation, not progress.

Outside of the study of consciousness, meanwhile, both
fields have made significant advances. Comparative neurosci-
ence has made great strides investigating the evolutionary ori-
gins of the capacities that support consciousness (Feinberg and
Mallatt 2016; Klein and Barron 2016; Ginsburg and Jablonka
2019). Philosophers of science have demonstrated the impor-
tance of interventions for explanation, while neurobiological
technique for carrying out interventions has rapidly improved.

These developments have made possible a rapprochement.
What follows outlines an experimental programme for making
progress on the hard problem. The key argument is that the de-
velopment of safe interventions on experience, including the
capacity for self-intervention, is ultimately necessary for mov-
ing beyond the hard problem. This is a difficult task—but it is
one that falls within the traditional bailiwick of experimental
neuroscience. What we sketch is a proposal rather than a solu-
tion; the challenge is to show how experimentation might be
useful, so as to guide the development and design of future
projects.

Intervention, Explanation and Consciousness

We take the hard problem of consciousness to be a puzzle about
scientific explanation (Levine 1983; Irvine 2013). The materialist
must give a full explanation of when and why we are conscious
that is grounded in materialistically respectable principles.
Conversely, the property dualist bets that such explanations
will require appeal to sui generis contingent laws that happen to
hold here, but that could be absent.

Following many philosophers of science, we take a funda-
mentally interventionist approach to explanation. Interventionism
has its roots in Pearl’s (2000) seminal work on causation and has
been developed most notably by Woodward (2000, 2003, 2010).
The core idea is that we explain a phenomenon when we can
demonstrate how aspects of it can be reliably changed by manip-
ulating other parts of the world.

Interventionism has a direct connection to experimental
practice. It has found traction in analysing the link between ex-
periment and explanation, particularly in special sciences like
genetics, neuroscience and economics. Though originally con-
ceived as a way to explicate causal relationships, intervention-
ism has also found important use in analysing synchronic
relationships such as those between cognitive processes and
the neural processes that realize them (Craver 2007; Woodward
2010; Klein 2017).

The core idea of the interventionist approach is the observa-
tion that changing the brain can reliably change what one expe-
riences. Begin with the situation illustrated in Fig. 1a. Suppose
we have discovered that a brain process B is reliably correlated
with an experience P of redness. Now, this correlation might be
an accident. It might also be due to a mere downstream effect of
what’s really doing the work. Regardless, it will hold only be-
cause there are a variety of background conditions and enabling
conditions, the absence of which would remove consciousness
altogether. Given that, what would it take to say that the

presence of B actually explains, on a particular occasion, why the
subject experiences red?

A partial answer comes from realizing that there should be a
way to intervene on B in order to change the experience of red
to an experience of (say) blue. Figure 1b shows such a hypotheti-
cal intervention. The key idea is that if we could change B while
leaving everything else fixed (as much as possible), the subject’s
experience would also change. If we can reliably alter experi-
ence in this way by manipulating B, then B is a difference-maker
for P. Difference-makers for P are part of the explanation of P
(subject to some further constraints below). Hence, we explain
why the subject sees red rather than blue by noting the actual
activity in B.

Interventions like that in 1b have already played an impor-
tant role in our understanding of the brain. Simple contents of
experience—features like colours, sounds, shapes or pains—can
be affected in a variety of ways. Since Penfield’s pioneering
work (Penfield and Rasmussen 1950; Penfield and Jasper 1954),
we have known that direct electrical stimulation of the cortex
can produce a wide variety of experiences, with specific regions
responsible for specific contents. Non-invasive stimulation (e.g.
by TMS) can produce similar results, though with less
specificity.

There is now considerable evidence that the contents of con-
sciousness can be intervened upon in numerous systematic
ways; for excellent reviews of the effect of neural stimulation
on conscious states see Cohen and Newsome (2004) and Wu
(2018). Notably, the effect of stimulation is not limited to simple
phosphenes and the like, but can also include distortions of
complex stimuli such as faces (Parvizi et al. 2012) and words
(Hirshorn et al. 2016).

We motivated example 1a by discussing correlations be-
tween brain regions and experience. This suggests a link to the
NCC project sketched above. Yet despite the name, we suggest
that the search for NCC has actually been a search for
difference-makers rather than for correlates as such. The notion
of a ‘content-specific NCC’, e.g. is often glossed in explicitly
difference-making terms (Koch et al. 2016; Boly et al. 2017). Koch
et al. (2016, 208) claim that, were content-specific NCCs for face
perception artificially activated, ‘. . .the participant should see a
face even if none is present. . .’. Hence even if the primary evi-
dence for NCCs is correlational (e.g. via neuroimaging) that evi-
dence can be understood as revealing potential loci of
intervention (Aru et al. 2012; Klein 2017).

In the same vein, recent debates (Boly et al. 2017; Odegaard
et al. 2017) over whether the NCCs for visual experiences are
more anterior or posterior fundamentally turn on which neural
activity represents the working of the NCC versus the activity of
mere precursors, background conditions and downstream
effects (Aru et al. 2012; De Graaf et al. 2012). Each of these notions
is well-studied in the interventionist literature. Mere back-
ground conditions, e.g. cannot be altered without altering many
other facets of experience (and more besides).

Though familiar, interventions on contents raise a number
of important points about explanation. Interventionist expla-
nation is always contrastive: we explain why the world is one
way rather than another by showing that some property is one
way rather than another. As some authors have noted, this is
also the case with explanations of conscious contents. Hohwy
and Frith’s (2004) proposed explanation for the feeling of con-
scious control, e.g. is explicitly meant to give an explanation
of why a particular conscious feeling ‘feels like the feeling of
being in control, rather than like other closely related
feelings’.
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Thus the same phenomenon may receive different explana-
tions when we consider different contrast classes (van Fraassen
1980; Hitchcock 1996; Woodward 2003). One important case
where this happens is when a property depends on combinato-
rial properties of its realizer. What makes a pixel white rather
than yellow is not the same as what makes it white rather than
cyan. Because the property of whiteness depends on the combi-
nation of different underlying properties, different contrasts
can require different explanations.

Interventions on conscious contents also give non-exclusive
explanations. Non-exclusivity is a familiar feature in other spe-
cial science explanations. Having genes for brown eyes explains
why you have brown eyes (rather than some other colour). This
is so even though those genes, on their own, cannot actually
make an eye, and even though other genes make a difference to
eye colour in a variety of ways (Sterelny and Kitcher 1988).
Similarly, noting that activity in B is part of the explanation for
why I experienced an apple as red (rather than blue) is not to ex-
clude other brain regions from also having an effect on my phe-
nomenal experience of colour. Unlike traditional formulations
that talk about the NCC for an experience, therefore, interven-
tionism does not assume that there needs to be a single NCC
that is sufficient or necessary for a particular aspect of phenom-
enal awareness.

Interventions are not limited to simple contents. One may
intervene on broader structural features of experience as well.
That is, a single intervention might create correlated changes
in a wide variety of contents and the relationships between
them.

The literature contains examples of complex and subtle
interventions on the global structure of experience, as illus-
trated in Fig. 1c. In a coda to Awakenings, Sacks (1999) describes
the subjective distortions of space and time that are caused by
the degeneration of the substantia nigra, suggesting an interest-
ing relationship between the basal ganglia, the general percep-
tion of space and time and the specific motor impairments of
Parkinsonian patients. Drugs such as dextromethorphan can
produce striking alterations in the global perception of motion
and time (Wolfe and Caravati 1995).

There are, of course, ways to alter structural features of ex-
perience even more profoundly. Anaesthetics eliminate con-
sciousness altogether, and have been the subject of important
work on the foundations of subjective experience (Alkire et al.
2008; Mashour and Alkire 2013; Klein and Barron 2016). As
several authors have recently urged, the capacities that under-
lie consciousness, and hence the broader modes of variation
possible, are probably numerous and heterogenous (Bayne
et al. 2016). That is, there is no simple, well-ordered scale of

Figure 1. Different possible interventions of conscious processes. (a) The simple case, explaining a token experience. B1 is a pattern of brain acti-
vation associated with seeing red, while C1, D1, E1, etc. are background conditions. The caption expresses a first-order phenomenal invariant.
(b) An appropriate intervention on B will change the experienced colour given the same stimulus. This provides evidence for the claim in (a).
(c) An intervention on a structural capacity. The metric of perceived space itself is distorted by an intervention of C, causing a variety of linked
changes in experience of the stimulus. (d) A non-specific intervention on consciousness by eliminating a necessary condition. (e) A second-or-
der intervention on a first-order invariant. D is part of what makes the laws in (a) and (b) true. Note that given the intervention on D, the same
brain pattern B1 that gives rise to a red experience in (a) gives rise to blue experience. (f) A similar intervention on structural capacities. Cases
(a) and (b) are entirely compatible with property dualism, whereas the remaining cases would be problematic.
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‘degree’ of awareness. Instead, there are numerous dimen-
sions along which conscious experience as a whole can vary.

Some interventions are crude. One might eliminate con-
sciousness altogether by eliminating a necessary background
condition (Fig. 1d). So, e.g. intervention on the claustrum
appears to act as a kind of on–off switch for experience
(Koubeissi et al. 2014). There are also many boring ways to cause
mere unconsciousness. We are more interested in interventions
that give a selective (Woodward Hopf and Bonci 2010; Griffiths
et al. 2015) handle on phenomena we care about. Selective inter-
ventions are ones where there are many states of the control
variable and many of the target, linked in a roughly one-to-one
fashion, allowing for fine-grained control of the target.
Similarly, one might also look for a systematic (Klein 2017)
interventions, which allow fine-grained control over the degree
to which a quantity changes.

A key feature of explanatory interventions is that they reli-
ably alter their targets. (Formally speaking, the explanation rela-
tionship holds between event types, not tokens.) One way to
put the point is that the relationship between B and E must be
captured by an invariant generalization that holds across at
least some changes in background conditions and some inter-
ventions on the target variables (Woodward 2003). We will call
the special case of generalizations that connect brain processes
and phenomenal processes ‘phenomenal invariants’.

Phenomenal invariants are like traditional psychophysical
bridge laws (Davidson 1970), in that they connect brain to con-
sciousness. Phenomenal invariants could be like fundamental
laws of nature—i.e. they might hold over all background condi-
tions and any interventions. This is arguably the picture embod-
ied in versions of property dualism.

However, the logic of invariance permits more flexibility.
Most special science generalizations are not invariant across all
conditions or across all interventions on the properties they re-
late. Indeed, the move to interventionism within philosophy of
science was triggered in part by examples showing that suffi-
ciency and explanatory purchase come apart (Salmon 1989).
Nevertheless, the fact that generalizations remain invariant un-
der some conditions means that special science generalizations
remain explanatorily useful. Indeed, experimental practice is
often dedicated to finding both where an invariant holds and
where it breaks down.

So too, we suggest, with phenomenal invariants—they
might hold only over a limited range of conditions and interven-
tions. Figure 1d shows a case where the same brain region fails
to give rise to a red experience, because certain other conditions
are not met. A difference-maker need not be sufficient for its ef-
fect, either individually or across all circumstances.

Higher-Order Explanation

We have said little that should be controversial. As we have
suggested throughout, all parties to the contemporary debate
agree that there are phenomenal invariants. The key question is
whether they can be explained, and why (or why not). So, e.g.
most property dualists think that the link between brain and
consciousness is regular; the claim is merely that these phe-
nomenal invariants are sui generis and irreducible (Chalmers
1996). By contrast, the physicalist ought to think that there is an
explanation of phenomenal invariants.

The question is what would fit the bill. That is really a ques-
tion about how generalizations themselves ought to be
explained. The explanation of generalizations has received rela-
tively less attention by fans of interventionism. What has been

done has mostly focused on mathematical and fundamental
physical laws (Woodward 2003; Lange 2009; Gijsbers 2011, 2017),
though see Rosenberg (2012) for an extension to economics.

In the case of consciousness, however, the investment in in-
terventionism begins to pay dividends. The same principles
that apply to the explanation of events can be extended to ex-
plain invariants themselves.

So far, we have focused on first-order phenomenal invari-
ants. These connect brain processes to phenomenal processes.
Schematically, a first-order phenomenal invariant like the rela-
tionship in Fig. 1b has the form:

G : B1 B2;B3 . . . Bnf g ! P1 P2;P3; . . . Pmf g:

Where the bits in brackets indicate possible contrast classes,
and the arrow indicates that it is a proper change-relating
generalization.

Now, G is a phenomenal invariant. If it is like most special
science generalizations, it is contingent—i.e. some other invari-
ant might hold in its place, e.g. something like:

G
0

: B1 B2;B3 . . . Bnf g ! P2 P3; P4; . . . P1f g:

In G
0
, the very same brain process gives rise to a different

phenomenal experience. We take the relevant sense of possibil-
ity here to be nomological: i.e. it might be possible, in our world,
to change the phenomenal invariant cited.

What does it take to explain why G holds rather than G
0
? By

parallelism, the answer is a second-order phenomenal invariant
of the form:

G : B�1 B�2;B
�
3; . . . B�n

� �
! GfG0

;G
0 0
; . . .g:

Like first-order phenomenal invariants, G is change-relating:
it shows how interventions on a brain region would affect the
world. Rather than an effect on a phenomenal process, how-
ever, the effect is on a phenomenal invariant—changes to B�

change the whole B-to-P relationship.
Figure 1e and f illustrates the sorts of interventions that

might be relevant. One can intervene to change both phenome-
nal invariants involving simple contents and more complex
invariants that cover structural relationships. Of course, even
higher-order phenomenal invariants are possible too—one
could have a third-order invariant that alters how a second-
order invariant works, and so on. For now, second-order invari-
ants will be plenty.

An important feature of the account is that we can get evi-
dence for second-order invariants directly—i.e. without further
underpinnings by theory. Interventions like those depicted in
Figure 1e and f show how second-order invariants can be dis-
covered from the bottom-up.

First-order invariant generalizations concern difference-
makers with a direct link to phenomenal effects. They are the
analogue of the traditional psychophysical bridge laws, though
with the important differences noted above. Second-order in-
variant generalizations, on the other hand, can cover a wide va-
riety of processes, including traditionally non-phenomenal
ones. A second-order invariant generalization shows how to
change the relationship between a brain process and its phe-
nomenal outcome, and the interventions that make that change
possible need not necessarily involve ones with direct phenom-
enal consequences.

Hence one place to look for second-order invariants is by
looking for interventions that change experiences by affecting
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the cognitive capacities that form the background and context
for phenomenal experience. The capacities necessary for con-
scious experience might be things like the functions supporting
conscious experience such as selective attention, integrative
and interactive processing of exteroceptive and interoceptive
information, a unified spatial and temporal framework for sen-
sory information, or unlimited associative memory (Ginsburg
and Jablonka 2007; Merker 2007; Ginsburg and Jablonka 2010;
Barron and Klein 2016). These are not themselves phenomenal,
but they can be involved in preserving and maintaining first-
order phenomenal invariants.

Individual conscious contents are also shaped and given
meaning by the structural features of experience that order and
contain them. For example, we experience visual and auditory
sensations as occurring within a common, external space. Yet
while these structural features are the conditions for the possi-
bility of conscious experience, they are arguably not objects of
experience themselves (Kant 1999). Hence a particular content
like the experience of an apple is bound up in structural features
of phenomenal experience, which in turn seem to depend on
broader neural capacities for information-processing in both
phenomenal and non-phenomenal domains.

This means that the very same brain activation might give
rise to a different sensation or systematic alterations in broader
underlying context. In the phenomenon known as ‘pain asymbo-
lia’, patients with anterior insula damage will report that they
continue to feel pain but no longer care about it (Schilder and
Stengel 1931). Similar effects occur with a range of other disso-
ciative drugs (Keats and Beecher 1950). There is debate about
whether this effect is due to a sensory-limbic dissociation
(Grahek 2007) or to a general breakdown in processes of bodily
ownership and concern (Klein 2015). Either way, there is alter-
ation to the character of individual sensations by changes in the
background conditions of experience.

Of course, it is a working hypothesis that there are second-
order invariants, and that there are systematic, theory-based
ways to generate and discover them. That could be wrong, in
which case an experimentalist project would be practically use-
ful but theoretically fruitless. We take it, in other words, that
this is a working hypothesis that can be falsified, which is a vir-
tue of an empirical programme.

On the other hand, it might be that interventions on cogni-
tive capacities and the like reveal systematic, specific ways to
intervene on first-order phenomenal invariants. But of course,
on the interventionist picture, what it is to explain a phenome-
non is to demonstrate how it can be made to vary in replicable,
systematic ways. So showing how first-order phenomenal
invariants can be made to alter in ways that fall under non-
phenomenal, non-sui generis second-order order invariants just
is what it takes to explain the first-order invariants. That is
what a materialist solution to the hard problem demanded.

Is That All There Is?

You might think that this is not quite what you were looking
for. What the interventionist programme offers is explanations
of a wide variety of first-order phenomenal invariants. If suc-
cessful, we will be able to explain why this activity in this brain
region causes the experience of a red apple (rather than blue),
why activity in that region makes you experience a face this way
rather than that way, and so on.

Yet—the objection goes—this leaves something out. The
task of the hard problem was not to explain many first-order
invariants, though those explanations will be interesting. It is to

do something more philosophically heavy: to explain why there
is phenomenal experience at all! As we stressed in the setup,
the hard problem was about explaining consciousness—not
why the generalizations connecting brain to experience have
one feature rather than another. Furthermore, contrastive ex-
planation is by its nature pluralist: there will be not one grand
explanation but many interlinking explanations. That might
feel like something of a letdown.

The objection admits of two readings, one scientific and one
more subjective. We think that, properly spelled out, neither
sticks.

First, one might construe the objection scientifically, as a re-
sidual question that the interventionist programme would not
be able to answer. Contrastively, it would be something like:
why is there phenomenal consciousness at all, rather than not?
Note that this has to be read as a general question—there are a
great number of first-order phenomenal invariants concerning
why, on particular occasions, one is or is not aware of
something.

So phrased, however, we suggest that the objection
embodies something of a misconception about how inter-
theoretic explanation works in complex domains. The picture—
which is present in many older accounts of inter-theoretic re-
duction—is one on which there are two completed sciences,
each of which posits a set of primitives, and the goal is to line
up one science with the other.

It is questionable whether even canonical examples of inter-
theoretic reduction fit this mould (Sklar 1974; Klein 2009).
Regardless, the history of special science explanations is often
far messier. Properties initially taken as scientifically primitive
or simple often turn out to elaborate and fragment as they are
investigated further. Inter-theoretic constraints often serve to
accelerate this process, with the ontology in one science con-
straining that of the other, and vice versa, in an iterative fashion
(Wimsatt 1974). This, in turn, fixes what used to seem like insol-
uble mysteries: what seemed like a deep question about a sui ge-
neris property dissolves into a bunch of tractable experimental
questions.

The history of science provides numerous optimistic paral-
lels. A closer look reveals that what initially appear to be grand,
singular explanatory projects always end up dissolving into an
array of specific, contrastive explanations as science advances.
So, e.g. much of early chemistry was preoccupied with how to
explain the chemical role of ‘water’, given the specific assump-
tion that water was an element (Chang 2012). Ontologies that
included elemental water could get quite far, and, as Chang
points out, could have advanced even further. What broke the
impasse was not independent advances in atomic chemistry
that were subsequently used to explain the properties of water.
Rather, these puzzles were untangled by the development of
specific manipulations of the properties of water—by, e.g. inves-
tigating the properties of solutes, or advances in electrolysis.
These manipulations in turn helped inform higher-order gener-
alizations that were ultimately key to the development of
atomic chemistry, and the upending of water as a basic
element.

Similarly, in the 18th century, there was a grand philosophi-
cal challenge to explain ‘Life’ (Nassar 2016). Considered as such,
little progress could be made. Vitalism remained plausible. The
advance of physiology in the 18th century did not attempt to ex-
plain life as a whole. Rather, it explained why this inorganic
process could give rise to urea, why that process kept blood pH
within reasonable limits, while that process cleared carbon di-
oxide rather than letting it accumulate, and so on (Bernard
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1865/1949). The march of progress ends up dissolving the origi-
nal grand problem into an array of contrastive explanations,
leaving even the project of defining ‘Life’ as a questionable one
(Machery 2012). We have not explained ‘Life’ as it preoccupied
the early modern philosophers. Instead, we can explain a great
variety of things about living beings.

Similarly so, many have argued, with consciousness (Dennett
1996; Seth 2016). Couched in the terminology of philosophy of
explanation, one might say that this formulation of the hard
problem should be rejected rather than answered (van Fraassen
1980). One rejects an explanatory demand when it contains a
false presupposition. If you ask why red mercury can initiate
nuclear fusion, all I can tell you is that there is no such thing.
That does not answer your question: it says that there is a prob-
lem with the question itself.

Indeed, chemistry and life offer a useful model for an experi-
mentalist rejection of questions that once seemed sensible. The
problem comes from considering a property as primitive; the
solution comes from realizing that the problematic property is a
feature of a diverse set of underlying mechanisms that can
combine in a variety of different ways, including ways that
seemed primitive. Hence to ask ‘Why is there consciousness at
all, rather than not?’ is to assume that there is a single thing
and a single answer. That expectation is at the heart of the hard
problem. There are many useful questions that one can answer,
of course, and the answering of which is part of the rejection of
the simple question.

The second way of reading the objection focuses on
whether higher-order generalizations are satisfying explana-
tions of consciousness. Even granting the parallel to other sci-
entific endeavours, there is something about the hard problem
that feels different than other problems. Chalmers (2018) has
recently dubbed this the ‘meta-problem of consciousness’. A satis-
fying solution to the hard problem ought to explain why it
seemed like there was a hard problem in the first place—why
first-order invariants seem arbitrary and inexplicable, even if
they are not. Many otherwise promising accounts clearly fail to
fit the bill.

We think this is a serious challenge. We are fond of a stan-
dard sort of answer. There is a view, tracing back at least to
Leibniz, on which the apparent simplicity and arbitrariness of
conscious processes is merely an introspective confusion about
a complex underlying process (Hilbert 1987; Armstrong 1997;
Pettit 2003). As Lashley famously put it: ‘No activity of mind is
ever conscious. . .There is order and arrangement, but there is
no experience of the creation of that order’ (Lashley et al. 1960).
The hard problem arises because we lack access to the relevant
goings-on. There may be other sources of trouble as well, such
as our relatively limited capacity for introspection and discus-
sion of our conscious processes compared to the richness of
conscious experience itself (Block 2011).

Each of these mechanisms is a fact about us and how we
are constituted, rather than a deep metaphysical feature of
the world. So our subjective experience is underpinned by a
great number of mechanisms to which we have no con-
scious access, and that are not themselves represented in
conscious experience. As we are aware only of the products
of a complex mechanism and not its actual workings, we
feel an arbitrariness of, and passivity towards, those prod-
ucts. The unconscious workings that give rise to conscious
experience do not require effort of will and do not admit of
first-person control. That is why the details of conscious
processes feel arbitrary: subjectively, they simply appear
out of nowhere.

Yet simply knowing all of this does not, by itself, make con-
scious experience feel any less arbitrary. That is the sense in
which the hard problem is a unique scientific problem: being
told the answer will not remove the sense of mystery.

That tangle is a problem with us, stemming from how we are
constituted. So phrased, we think there is a straightforward so-
lution. We think that the meta-problem demands interventions
that also change our relationship to our own phenomenal prop-
erties—i.e. via self-intervention.

Interventions on brain processes have both an objective and
a subjective component. By intervening on brains, we do not
simply discover that certain experiences can be evoked, or that
they depend on certain interventions. The first-person, subjec-
tive experience of that intervention is critical as well.

This is not just proof of principle, though the proof of princi-
ple is important. (It is one thing to read about the experience of
alien hand syndrome, and quite another to feel your fingers
jump around under the influence of TMS.) We believe that by
feeling how first-order invariants can be altered by altering
brain activity the impression of arbitrariness should vanish.
The more systematic and specific we can self-intervene, the
less arbitrary things will feel.

One does not need to be able to self-intervene on every first-
order phenomenal invariant. Good thing too, for that would be
impossible—many interventions would undermine the ability
to introspect. The role of self-intervention is primarily to re-
move the air of arbitrariness that falsely attends explanations
of first-order phenomenal invariants. A little is likely to go a
long way.

Thus, self-manipulation of brain activity has the unique pos-
sibility not just to solve the hard problem, but to fix the passiv-
ity that leads to both the hard and the meta-problem. The point
of interventions is to give us points of mastery over the world
(Campbell 2007, 2010). Self-mastery will be, and probably must
be, the key to pushing past the lack of understanding that holds
back effective research.

Making Progress

We recognize that our proposal is an unusual solution. Self-
manipulation in particular has a slightly dodgy history. What
we can do now should be seen, at best, as necessary but possi-
bly remote steps in a long process. Nevertheless, to make prog-
ress, we will ultimately need safe, specific, selective techniques
that allow us to intervene on experience in awake adults. It is
worth canvassing what is already available. At present the pos-
sibilities are either pharmacological, invasive or non-invasive.
We have noted some possibilities above, and we consider each
in turn.

Pharmacological intervention is the most familiar and acces-
sible way to intervene upon consciousness. Anaesthetics re-
move consciousness altogether, and the specific ways and
mechanisms by which consciousness breaks down already pro-
vides useful data about the capacities underlying experience
(Alkire et al. 2008; Mashour and Alkire 2013).

There is an old tradition by which more specific interven-
tions via psychedelic drugs have been thought to reveal inter-
esting structural features about experience. There has been a
recent revival of interest in psychedelics given their promising
results in treating conditions like post-traumatic stress disor-
derg (Oehen et al. 2013; Amoroso and Workman 2016; Mithoefer
et al. 2018). That said, we think there is serious danger of repeat-
ing the mistakes of the past. We should be wary of returning to
the kind of uncritical pharmacological investigations that were
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popular among an earlier generation of researchers (Jay 2009;
Lattin 2010). Some authors have been tempted to claim that the
psychedelic experience itself is interesting precisely because it
allows normally unconscious properties of the mind to be made
manifest as objects of consciousness (Letheby 2015). This is an
old idea, embodied in the etymology of ‘psychedelic’ itself. We
are sceptical. Despite decades of citizen science, we note few
lasting contributions of such work to modern understanding of
cognitive mechanisms.

Part of the problem is that psychedelics tend to have wide-
spread and complex effects on consciousness. Less common
drugs with more limited effects may be more useful. We have
suggested that second-order interventions that change the rela-
tionship between brain activity and the corresponding experi-
ence will be particularly useful. The literature contains
tantalizing suggestions in this regard. For example, reports sug-
gest that low doses of diisopropyltryptamine (DiPT) have effects
primarily limited to non-linear distortions of audition (Shulgin
2000). Limited and well-defined phenomena may also be fruit-
fully investigated, as e.g. in work done using LSD to investigate
the central mechanisms of binocular rivalry (Carter and
Pettigrew 2003).

Invasive interventions involving direct electrical stimula-
tion of the brain have been important to understand con-
scious function (Penfield and Rasmussen 1950). Invasive
work presents obvious ethical and practical concerns, and so
is done concurrent with some medical need. Much of the di-
rect intervention work has focused on the effects of cortical
stimulation on the contents of consciousness. However, there
is increasing evidence that direct stimulation of the posterior
cingulate/precuneus can produce more profound alterations
in global experience (Herbet et al. 2014; Balestrini et al. 2015;
Herbet et al. 2015). This would be consonant with these
regions’ purported role in consciousness and mediating corti-
cal–subcortical interactions (Vogt and Laureys 2005; Cavanna
and Trimble 2006). Again, we note that these broader altera-
tions might give clues to second-order invariants that give us
a better handle on the first-order relationships between brain
and experience.

As for subcortical interventions, deep brain stimulation
(DBS) has shown intriguing evidence of effects on conscious-
ness. Much of this evidence takes the form of alleviation (Krack
et al. 2010; Lyons 2011) or induction (Bejjani et al. 1999) of psychi-
atric conditions such as obsessive-compulsive disorder and de-
pression. Thalamic DBS has also led to promising
improvements in minimally conscious patients (Schiff et al.
2007). The variety of possible stimulation parameters, and the
variability of results between microstimulation and direct elec-
trical stimulation (Vincent et al. 2016) suggests a fruitful experi-
mental programme in this area. We note that many case
reports present no or only minimal data about a patients’ sub-
jective experience, even when this would clearly be accessible.
We suggest that these data ought to be more routinely and sys-
tematically collected.

Finally, non-invasive brain stimulation such as transcranial
electrical stimulation (tES) may avoid the practical problems as-
sociated with invasive interventions. There have been initial
indications that tES can improve responsiveness of patients in
Minimally Conscious States (Thibaut et al. 2014). Perhaps the
most interesting applications of tES, using either DC or AC cur-
rent, is the possibility of entraining underlying circuits and
thereby altering temporal dynamics of brain activation (Filmer
et al. 2014; Tavakoli and Yun 2017). tES has had problems show-
ing specificity and replicability, but recent techniques using

EEG/MEG to guide stimulation timing (Thut et al. 2017) may help
ameliorate these concerns.

Most of the existing interventions we have discussed are still
relatively broad and uncontrolled. The ability to make more sys-
tematic interventions would make subjective experiences seem
less like passive and fleeting epiphenomena; they could be con-
trolled, evoked and altered at will. Ultimately, the requirement
for specific interventions will demand developing new ways to
intervene on the brain.

Invasive interventions also occur in research on brain–ma-
chine interfaces, though it is early days for this field. The cur-
rent focus is on developing devices that can interact with neural
circuits in such a way that they can become part of the system
of information representation (Clark 1995); the aim being to
supplement or replace memory, or even add new information
representations (Berger et al. 2011; Deadwyler et al. 2013;
Deadwyler et al. 2017).

Much of the work on developing new forms of brain–ma-
chine interface is currently happening with animals. This is the
norm for experimental interventionist neuroscience. It is uneth-
ical to develop new methods on humans, but the reality of the
deep homology of brain system functions across vertebrates
(Striedter 2005), and of neuron functions across most animal
phyla (Kristan 2016), means that methods developed in one spe-
cies can usually be translated (with informed modifications) to
another.

There is, however, a unique tension in using animal systems
to study the nature of conscious experience. There remains a
lively debate around which animals have any conscious experi-
ence at all, precisely because we do not know how neural cir-
cuits support conscious experience. Furthermore, solving the
meta-problem ultimately requires self-intervention, so animal
models can only ever do part of the job. That said, we envision
research with animal models playing a key role for developing
the interventionist tools, methods and approaches needed for
an experimental investigation of the hard problem in humans.
Indeed, even very simple animals such as insects might provide
a useful test-bed for developing more complex interventions
(Barron and Klein 2016; Klein and Barron 2016).

Finally, we acknowledge that self-stimulation is likely to
raise unique ethical issues. The present proposal can be seen in
the spirit of self-experimentation that characterized experimen-
tal medicine in the first half of the 20th century (Altman 1998)
and was a vital part of the development of novel psychedelics
(Shulgin 2000). In a popular essay, Haldane (1927) suggested
that self-experimentation was useful precisely because it had
fewer ethical considerations than animal experiments. Some
have defended self-experimentation precisely because of the
personal insight it brings and for the personal commitment it
requires (Dresser 2014).

Yet the danger of self-experimentation can be considerable.
Furthermore, in addition to the immediate danger to the experi-
menter, there are broader knock-on effects that could be ethi-
cally problematic. The Stanford neuroscientist Bill Newsome,
e.g. claims that self-stimulation would be scientifically valuable,
but could set up a problematic slippery slope by encouraging
early-career researchers to make risky choices (Singer 2006).
Clearly, ethical guidelines for self-experimentation must take
into account this additional moral hazard.

Conclusion: Fixing the Hard Problem

We have outlined an ambitious programme for solving the hard
problem. The hard problem of consciousness has two roots: an
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outdated philosophy of science, and a deep (but not insupera-
ble) limitation in our own ability to understand the roots of our
experiences. Having identified these, neuroscientists must fix
those shortcomings. This will require direct intervention and a
mix of third-person and first-person techniques.

A similar process allowed us to make progress on other
seemingly insoluble scientific problems. Similarly, we envision,
with consciousness. Successful interventionist research proj-
ects will alter and vary the relationship between brain activity
and subjective experience. This will elucidate important mecha-
nisms, and allow ever-finer control of experience. In the limit
case, we will find consciousness just as grand as, but no more
mysterious than, water or life.

Finally, we re-emphasize that this is a research programme
that is fundamentally falsifiable. We might find that there are
no systematic ways to intervene on first-order phenomenal
invariants: they are like the brute laws of fundamental physics.
Were the evidence to go that way, then non-physicalist theories
of consciousness would gain plausibility.

Such a project obviously faces a host of practical prob-
lems. We do not pretend it will be easy. Many of the techni-
ques and frameworks for brain intervention that will be
required are only dimly understood at present. But unless we
embark on the kind of interventionist neuroscience pro-
gramme we have described the appearance of a hard problem
will persist. Our discoveries about consciousness will always
have a whiff of the arbitrary. The open question—why this?—
will linger in the air.

Yet we think it is worth being optimistic. The idea that the
hard problem might be a practical problem rather than a philo-
sophical one has an unexpected pedigree. When Nagel (1974,
447) argued that we do not know what it is like to be a bat, his
point was not to argue against physicalism. Though often
overlooked, Nagel closes his discussion with a positive pro-
posal. Part of our difficulty in understanding consciousness, he
says, is reliance on imagination when we try to take up the
point of view of another subject. Imagination is an inherently
limited faculty. Hence, Nagel (1974, 449) tells us, his argument
should be seen as ‘a challenge to form new concepts and de-
vise a new method’ of approaching experience. We agree. We
advocate for tackling consciousness directly, by intervening at
its roots.
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