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Abstract

Background There is an abundance of guidance for the interim monitoring of individually randomised trials. VWhile metho-
dological literature exists on how to extend these methods to cluster randomised trials, there is little guidance on practical
implementation. Cluster trials have many features which make their monitoring needs different. We outline the methodological
and practical challenges of interim monitoring of cluster trials; and apply these considerations to a case study.

Case study The E-MOTIVE study is an 80-cluster randomised trial of a bundle of interventions to treat postpartum
haemorrhage. The proposed data monitoring plan includes (I) monitor sample size assumptions, (2) monitor for evi-
dence of selection bias, and (3) an interim assessment of the primary outcome, as well as monitoring data completeness.
The timing of the sample size monitoring is chosen with both consideration of statistical precision and to allow time to
recruit more clusters. Monitoring for selection bias involves comparing individual-level characteristics and numbers
recruited between study arms to identify any post-randomisation participant identification bias. An interim analysis of
outcomes presented with 99.9% confidence intervals using the Haybittle—Peto approach should mitigate any concern
regarding the inflation of type-| error. The pragmatic nature of the trial means monitoring for adherence is not relevant,
as it is built into a process evaluation.

Conclusions The interim analyses of cluster trials have a number of important differences to monitoring individually
randomised trials. In cluster trials, there will often be a greater need to monitor nuisance parameters, yet there will
often be considerable uncertainty in their estimation. This means the utility of sample size re-estimation can be ques-
tionable particularly when there are practical or funding difficulties associated with making any changes to planned sam-
ple sizes. Perhaps most importantly interim monitoring has the potential to identify selection bias, particularly in trials
with post-randomisation identification or recruitment. Finally, the pragmatic nature of cluster trials might mean that the
utility of methods to allow for interim monitoring of outcomes based on statistical testing, or monitoring for adherence
to study interventions, are less relevant. Our intention is to facilitate the planning of future cluster randomised trials
and to promote discussion and debate to improve monitoring of these studies.
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Background number of nuisance parameters and the uncertainty of
these parameters even at any sample size re-estimation
is likely to be high.'” Cluster trials also often recruit
participants post-randomisation and unblinded to the
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treatment allocation, and this might require monitoring
for evidence of possible selection bias. In practice, mon-
itoring also needs to be actionable, yet logistical con-
straints might mean theoretical actions (such as
increasing the sample size, or recruitment blind to
treatment allocation) are not always feasible.
Furthermore, CRTs are often pragmatic and evaluate
low-risk interventions, so monitoring for harm or mon-
itoring adherence to interventions, might not always be
appropriate.’

In this article, we outline interim monitoring consid-
erations that are specific and most salient for CRTs.
Broadly the aspects of interim monitoring we consider
in turn are as follows: the review of sample size assump-
tions, monitoring for selection bias, monitoring for any
signal of harm or benefit, and monitoring adherence to
interventions (protocol violations). For each of these,
we additionally consider the barriers and practical
issues that need to be considered before implementation
of any monitoring plan. We then apply these considera-
tions to a case study, the E-MOTIVE trial. The E-
MOTIVE trial is a large CRT of an intervention to pro-
mote early detection of postpartum haemorrhage evalu-
ated across 80 health facilities in four countries. Our
intent is to facilitate the planning of future CRTs and
to promote discussion and debate to improve monitor-
ing of these studies.

Interim monitoring of parameters that inform the
sample size calculation

Estimation of sample size in CRTs is highly dependent
on nuisance parameters which measure the degree of
clustering, as well as those typically needed to inform
the sample size under individual randomisation.
Sometimes, data from a closely related source are avail-
able, but in many cases, trials are started with limited
knowledge of these parameters. Interim assessments
have the potential to inform if the study is likely to be
able to detect target effect sizes with reasonable power,
and if not, to contribute to a decision on whether the
sample size should be increased or (at the other
extreme, in exceptional circumstances) whether the
study should stop early. In cluster trials with very large
sample sizes, sample size re-estimation might be able to
inform the utility of recruiting additional participants
in clusters (i.e. increasing cluster sizes).'' This is for-
mally referred to as sample size re-estimation, a proce-
dure under which the study size is revised upwards or
downwards on the basis of interim assessments of nui-
sance parameters™® and is often viewed as part of an
internal pilot study.'®? Of note, sample size re-
estimation might also include estimation of the treat-
ment effect, which we consider under interim monitor-
ing of outcomes. There are several important practical

considerations when implementing sample size re-
estimation.

First, sample sizes needed at interim points to esti-
mate these nuisance parameters with sufficient preci-
sion can be high in cluster trials.'"” Any estimates of
confidence intervals around nuisance parameters
should allow for the clustered nature of the study. This
means not only appropriate consideration of clustering,
but this might also require the use of small sample cor-
rections in trials with less than about 40 clusters.”® In
practice, this means there will often be considerable
uncertainty around the values of these nuisance para-
meters at any sample size re-estimation.

Second, sample size re-estimation, by updating nui-
sance parameters, uses data that will subsequently be
used to determine treatment effectiveness (despite not
estimating the treatment effect). Because of this, in indi-
vidually randomised trials, it is established that sample
size re-estimation could lead to some small inflation of
the type-1 errors,'* and this has also been observed in
sample size re-estimation in cluster trials.”® The greater
the number of sample size re-estimations or number of
nuisance parameters, the higher this inflation. In indivi-
dually randomised trials, conducting sample size re-
estimation without knowledge of treatment indicators
(known perhaps confusingly as ‘blinded sample size re-
estimation’) reduces this risk,'* ' and this is achieved
using pooled data to estimate nuisance parameters'’
and methods exist to extend this to some cluster trial
designs.’

Finally, sample size re-estimation procedures assume
that sample sizes will be increased or decreased accord-
ing to the revised estimates of nuisance parameters.
Yet, the nature of cluster randomisation means these
nuisance parameters will often be re-estimated with
high uncertainty (i.e. wide confidence intervals); and
sometimes it might not even be possible to estimate all
nuisance parameters (a point to which we return in the
case study). Furthermore, in many cluster trials, there
will be a real limit on upper bounds for sample size
(either because of funding or logistical constraints).®
Monitoring these parameters might therefore not
always be actionable. Moreover, where a sample size
re-estimation indicates the study is overpowered, inves-
tigators may be very reluctant to reduce the sample size,
particularly where the target difference might be over-
optimistic. Where a trial looks to be under-powered
investigators might be equally reluctant about stopping
the trial.

Monitoring for selection bias

Cluster trials are at risk of identification and recruit-
ment bias which occur when recruiting (or identifying)
individual participants after randomisation of clusters
(collectively referred to as selection bias).!” 2! The risk
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of this bias is particularly high when the intervention is
not blinded and where there is direct patient recruit-
ment. In one trial, this resulted in baseline differences
between intervention and control arms, of a magnitude
equivalent to the target effect size.”? Reviews have iden-
tified that between 20% and 40% of cluster trials might
exhibit this sort of bias.!”?*?* Monitoring cluster trials
for signs of identification or recruitment bias, mani-
fested by differences in those recruited under interven-
tion and control arms, could plausibly be used as a
means for identifying biases before they undermine the
validity of the trial.

The first consideration is whether such monitoring
of imbalance should be conducted. Baseline ‘testing’ of
differences across arms is known to result in multipli-
city issues and is not recommended in individually ran-
domised trials. Yet, some have argued that baseline
testing in cluster trials might be appropriate because of
the deviation from a random assignment at the level of
the individual.?* To minimise issues around multipli-
city, we suggest monitoring for imbalance on pre-
specified individual-level characteristics known to be
prognostic of the outcome; and this should only be
operationalised for trials in which either identification
or recruitment occurs after randomisation and the
intervention is unblinded. The number and timings
should be pre-specified and kept to a minimum and
chosen with consideration of the degree of precision
that will be available.

The second consideration is how any imbalance
should be identified. Statistical criteria used for identi-
fying imbalance could be either using a global test of
balance across all prognostic factors,” separate and
independent tests, or as estimates of differences along
with confidence intervals (all allowing for the clustered
nature of the trial). Statistically nonsignificant differ-
ences can still be consistent with biases. Likewise, par-
ticularly in large trials, statistically significant
differences might not indicate differences of any impor-
tant magnitude. Therefore, trying to identify trials that
exhibit selection bias cannot rest solely on statistical
significance and must consider sizes of differences. Pre-
specification of clinically important differences is one
possible option. We suggest that decisions on how to
interpret evidence of selection bias should be by con-
sensus (e.g. between members of the data monitoring
committee and trial steering committee). Yet, whether
selection biases can be reliably assessed at interim mon-
itoring is yet to be generally determined, although there
are anecdotal examples of it having been used
successfully.?’

Finally, if implemented and detected, careful consid-
eration is needed around the actions to be taken. In
some situations, any clearly identified imbalance could
be followed by changes to strategies of identification
and recruitment.®® In rare situations of major imbal-
ance, consideration to stopping the trial might be

warranted. In other less-extreme cases, systematic dif-
ferences between intervention conditions, might indi-
cate changes to the analysis plan, for example, by
changing any pre-specified unadjusted (other than
adjustment for cluster-level covariates used in the ran-
domisation) primary analysis to an adjusted (for
individual-level covariates) primary analysis. Finally,
showing the absence of substantive imbalance can rein-
force any primary unadjusted analysis.

Furthermore, where there is a concern that selection
bias might be a problem (i.e. in trials with unblinded
post-randomisation participant recruitment), a precau-
tionary approach might consider a pre-specified
adjusted analysis as the primary analysis (at the trial
end). As others have recommended, any plan for
individual-level covariate adjustment should be pre-
specified and not based on perceived differences, but
rather on covariates which have known prognostic
importance. For binary outcomes with low prevalence,
this might mean the use of propensity scores, which
have been shown to both improve power and reduce
the risk of model non-convergence with covariate
adjustment.”®

Monitoring harms and interim assessments of
primary outcome

Interim assessments of individually randomised trials
are often concerned with identification of harm and
assessments of primary outcomes, as well as fulfilling
regulatory requirements and require careful consider-
ation to ensure type-1 errors are not inflated.>*” %
Cluster trials often have less emphasis on harm because
they mostly evaluate low-risk interventions.®> For those
cluster trials that evaluate interventions at greater risk
of causing harm, similar principals as those used in
individually randomised trials are likely to hold. There
may also be interest in assessing primary outcomes at
interim assessments, perhaps to identify early signals of
benefit. Again, the first consideration here is whether
the monitoring is required. Whether interim assess-
ments of outcomes and harm are required will be
dependent on the context and the nature of the inter-
vention. Overzealous use of interim monitoring of out-
comes is likely to be as unhelpful as no monitoring and
so we argue that careful consideration is needed.

When implemented in cluster trials, any interim anal-
ysis of outcomes must take steps to ensure type-1 errors
are not inflated.”® In pragmatic trials where the focus
tends to be more aligned with effects supported by con-
fidence intervals, these methods can be extended to con-
fidence interval estimation’ similarly to how they are
extended to confidence interval approaches in individu-
ally randomised trials.>® Simple to implement methods,
which allow for multiplicity using a very stringent p
value (such as p < 0.001) at the interim assessment,
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Table 1. Timeline for interim assessments and roles at each assessment point.

Objective
randomisation data)

50% of births (including only pre-

75% of births (including only post-
randomisation data)

Objective |: Monitor sample size
assumptions and advise whether
changes to the sample size are
required to ensure the study is
sufficiently powered

Estimate prevalence of the primary outcome
(with 95% ClI); within-period intra-cluster
correlations (with 95% Cl); cluster sizes and
variation of cluster sizes. Perform a sample
size re-estimation with no information on

treatment status, including only observations

under the control condition

Objective 2: Monitor for any
evidence of selection bias by
evaluating imbalance in the
characteristics and numbers of
participants recruited under
intervention and control condition

Objective 3: Monitor safety data
and interim assessment of primary
outcome

Compare individual-level characteristics and
number recruited across intervention
conditions. For individual-level characteristics,
differences will be reported using mean
differences or risk differences with 95%
confidence intervals. For numbers recruited
across intervention conditions, numbers will
be compared to the average of the number
recruited per cluster-period under the
control condition

Compare principle safety data (all-cause
maternal deaths and intensive care
admissions), the primary outcome and its
components across intervention conditions,
report risk differences and 99.9% confidence
intervals

Cl: confidence interval.

known as the Haybittle—Peto approach, preserve the
type-1 error while not changing the interpretation at the
final assessment, although this method has not been
validated in cluster trials.

Alternative approaches, known as group-sequential
methods, allow for sequential data analysis in accor-
dance with pre-defined stopping rules but without fix-
ing the sample size in advance. These methods combine
sample size re-estimation with interim assessments of
outcomes. Group-sequential methods have been exten-
sively studied under individual randomization®' ** and
have been extended to cluster trials.”*** A related
approach, known as conditional power methods,
sequentially calculate the conditional probability of a
no effect at the end of the trial,** and again these meth-
ods have been extended to cluster trials.>®

Finally, when implemented, interim analyses require
transparency over blinding of treatment conditions. In
some cluster trials, monitoring blinded to treatment
allocation will not be possible, for example where there
are large differences in sample sizes across arms (for
example, in unbalanced designs like stepped-wedge
trials). Others have argued against blinded monitoring
for harm or efficacy irrespective of whether it is
feasible.”®

Monitoring adherence to assigned interventions

Individually randomised trials might monitor adher-
ence with assigned intervention allocation.” In

explanatory trials, where the objective is to provide evi-
dence of efficacy under ideal and controlled circum-
stances, monitoring adherence can be useful; identified
lack of adherence can be actioned upon with steps to
improve compliance. However, in pragmatic trials,
where the objective is to provide evidence of effective-
ness under real world roll-out, monitoring adherence is
likely to be less useful at an interim assessment point;
any steps to improve compliance might deviate from
the pragmatic objective.”® Nonetheless, in pragmatic
trials, it can still be of interest to document compliance,
as part of fidelity assessment, to triangulate and explain
subsequent findings, but this is usually undertaken
using a process evaluation.®’ Certain cluster trials, such
as those evaluating individual-level therapeutic inter-
ventions, might still warrant monitoring for
compliance.

Case study

The E-MOTIVE study is a CRT of an intervention (the
E-MOTIVE first-response bundle) designed to treat
excessive bleeding after birth. The study is set across
four countries and uses a cluster randomised design
with a baseline control phase, where clusters are health
facilities (Figure 1, Supplementary Table 1). The pri-
mary outcome is a composite of postpartum haemor-
rhage, laparotomy and maternal death. Outcomes will
be assessed on all vaginal births, with no exclusions
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Figure 1. Schematic representation of E-MOTIVE

Under anticipated cluster recruitment, assessment | (25% point, IAI) will take place roughly at month 7 (clusters will have participated between 3
and 7 months), not outlined here as involves only monitoring completeness of data; assessment 2 (50% point, |A2) will take place roughly at month
13 (clusters will have participated between 9 and |3 months although only observations observed under usual care will be included, that is between 9
and || months); and assessment 3 (75% point, IA3) at month |8 (clusters will have participated between |4 and 18 months, including only

intervention data).

and no individual participant recruitment. Full details
of the trial protocol are available elsewhere.*® The trial
is registered at https://clinicaltrials.gov/ct2/show/
NCT04341662.

It is anticipated that 80 health facilities will enter an
11-month baseline period in which they will be follow-
ing usual care. After this baseline period, 40 of the 80
health facilities will be randomised to the E-MOTIVE
intervention for 11 months, following a 2-month transi-
tion phase where the intervention is implemented in the
clusters. The other 40 health facilities will continue to
follow usual care. The parallel design with a baseline
period can have increased statistical efficiency over the
conventional parallel design, without inducing as much
temporal confounding as a stepped-wedge trial.*

Proposed interim monitoring plan

The study has two independent committees — the trial
steering committee and the data monitoring committee.
The data monitoring committee will function according
to the DAMOCLES charter,*® and in addition to the
trial-specific objectives will also monitor results from
external trials. All interim assessments will be con-
ducted in agreement with a pre-specified data monitor-
ing proposal. In the post-intervention phase, all
assessments will be presented blind (interventions
labelled as A and B) but will be unblinded if a clear
need arises. The independent trial steering committee
will ultimately decide whether any modifications of the
trial are necessary, under guidance from the data moni-
toring committee.

It is anticipated that the study will have staggered
cluster recruitment, with an estimated 16 clusters
recruited each month for 5 months (Figure 1). Interim
review of the trial progress (Table 1) has the broad
objectives to (1) monitor sample size assumptions, (2)
monitor for any evidence of selection bias, and (3)
monitor safety data including an interim assessment of

the primary outcome. Although not discussed specifi-
cally, an additional objective is to monitor the comple-
teness of data (i.e. number with missing information on
particular data items, including individual-level charac-
teristics and outcomes). Monitoring adherence is not
included as part of the interim monitoring plan but
rather will form part of a fidelity assessment in a pro-
cess evaluation that will run alongside the main trial.
There are two proposed interim assessment points. The
first will occur after approximately 50% of births have
occurred and will only include observations collected
under the control condition. The second will take place
after 75% of births and will include accrued births
under both assigned intervention conditions.

Objective 1: Monitor sample size assumptions and
advise whether changes to the sample size are required
to ensure the study is sufficiently powered (after 50%
of births and including only control data)

Full details of the original sample size calculation
are included in Supplementary Material 1. There are
several nuisance parameters: the prevalence of the pri-
mary outcome, the number of births within clusters,
variation in number of births across clusters, the
within-period intra-cluster correlation, and the cluster
auto-correlation. The within-period intra-cluster corre-
lation should represent the degree of correlation within
each cluster over an 11-month period. At the first pro-
posed interim assessment point (after 50% of births),
clusters will contribute between 9 and 11 months of
data, at which point, it will be possible to estimate the
within-period intra-cluster correlation. Estimates of
cluster-auto correlations (which can be thought of as a
measure of how much correlations decay between the
first and second time period) require data over two
measurement periods (i.e. over 22 months in this con-
text). It is therefore not possible to provide updated
estimates of the cluster-auto correlation as these would
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Table 2. Confidence interval estimates for the prevalence of the primary outcome at different interim assessment points under

various assumptions.

Prevalence of primary
outcome (proportion)

Assessment time
(percentage of births)

95% confidence interval for prevalence of primary outcome

WP-ICC = 0.001 WP-ICC = 0.0l WP-ICC = 0.02 WP-ICC = 0.05
0.005 13% 0.0042-0.0058 0.0033-0.0067 0.0027-0.0073 0.0015-0.0085
25% 0.0043-0.0057 0.0033-0.0067 0.0027-0.0073 0.0014-0.0086
50% 0.0044-0.0056 0.0034-0.0066 0.0028-0.0072 0.0015-0.0085
0.0l 13% 0.0088-0.0112 0.0076-0.0124 0.0068-0.0132 0.0050-0.0150
25% 0.0090-0.0110 0.0076-0.0124 0.0067-0.0133 0.0049-0.0151
50% 0.0091-0.0109 0.0077-0.0123 0.0068-0.0132 0.0050-0.0150
0.015 13% 0.0136-0.0164 0.0121-0.0179 0.0110-0.0190 0.0089-0.021 |
25% 0.0138-0.0162 0.0121-0.0179 0.0110-0.0190 0.0087-0.0213
50% 0.0139-0.0161 0.0122-0.0178 0.0111-0.0189 0.0089-0.021 |
0.02 13% 0.0183-0.0217 0.0166-0.0234 0.0154-0.0246 0.0130-0.0270
25% 0.0186-0.0214 0.0166—0.0234 0.0154-0.0246 0.0128-0.0272
50% 0.0188-0.0212 0.0168-0.0232 0.0155-0.0245 0.0130-0.0270
0.025 13% 0.0232-0.0268 0.0212-0.0288 0.0199-0.0301 0.0172-0.0328
25% 0.0234-0.0266 0.0212-0.0288 0.0198-0.0302 0.0169-0.0331
50% 0.0236-0.0264 0.0214-0.0286 0.0200-0.0300 0.0172-0.0328
0.03 13% 0.0377-0.0423 0.0353-0.0447 0.0336-0.0464 0.0302-0.0498
25% 0.0380-0.0420 0.0353-0.0447 0.0335-0.0465 0.0299-0.0501
50% 0.0383-0.0417 0.0355-0.0445 0.0338-0.0462 0.0302-0.0498
0.04 13% 0.0377-0.0423 0.0353-0.0447 0.0336-0.0464 0.0302-0.0498
25% 0.0380-0.0420 0.0353-0.0447 0.0335-0.0465 0.0299-0.0501
50% 0.0383-0.0417 0.0355-0.0445 0.0338-0.0462 0.0302-0.0498

WP-ICC: within-period intra-cluster correlation.
Anticipated sample size: 46,080 observations from 80 clusters (13% assessment point); and 84,480 observations from 80 clusters (25% assessment
point) and 165,120 observations from 80 clusters (50% assessment). For illustration, the table also depicts values at assessment points (when 13% and
25% of observations have been collected), even though data will not be monitored at this point. This assumes there has been no cluster drop out.

Table 3. Confidence interval for the within-period intra-cluster correlation after 50% of births.

WP-ICC 0.001 0.01

0.02 0.05

95% confidence interval 0.00051-0.00149

0.00673-0.01327

0.01371-0.02629 0.03501-0.06499

WP-ICC: within-period intra-cluster correlation.

Assumes at the 50% assessment point there are data from 80 clusters and 165,120 observations; This assumes there has been no cluster drop out.

not be available until the trial has ended. At the point
at which the sample size re-estimation will be con-
ducted, no observations will have been collected under
the treatment condition and so group-sequential or
conditional power methods will not be used. Sample
size re-estimation at later time points would not be
actionable due to the extensive undertaking of recruit-
ing extra clusters and the need to report within a fixed
time frame. Sample size re-estimation therefore con-
cerns four nuisance parameters.

Sample size re-estimation will involve estimating
nuisance parameters along with 95% confidence inter-
vals with appropriate allowances for the clustered
nature of the trial (see Supplementary Material 2 for
full information on how these estimates will be
derived), but will not involve estimation of the treat-
ment effect. Anticipated estimates of these confidence
intervals are presented in Table 2. The confidence

interval width for the prevalence of the binary out-
come, only marginally decreases between estimates that
might be made after 25% and 50% of births (note after
13% of births, there is still considerable uncertainty).
Therefore, there is limited value in using data past the
25% assessment point to estimate the prevalence to
inform decision-making. However, while after 25% of
births, it will be feasible to provide an accurate estimate
of the prevalence of the primary outcome, it will not be
possible to estimate within-cluster correlations at this
point (Table 3). Without good information on within-
cluster correlations, Table 4 reveals that sample size re-
estimation will not afford any actionable decisions.
Therefore, one planned assessment of sample size is
planned at the 50% assessment point. Minimising the
number of sample size re-estimations without using
information on treatment status is likely to reduce risks
of inflating type-1 errors.
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Table 4. Comparison of power and the number of clusters required for 90% power under likely scenarios.

Prevalence of WP-ICC = 0.001 WP-ICC = 0.0l WP-ICC = 0.02 WP-ICC = 0.05
primary outcome
0.005 Power (72 clusters) 77.8 51.2 379 22.1
Power (80 clusters) 81.9 554 413 24.0
Clusters required 102 192 278 536
0.01 Power (72 clusters) 97.2 80.5 64.8 39.2
Power (80 clusters) 983 84.4 69.4 428
Clusters required 52 96 140 268
0.015 Power (72 clusters) 99.7 933 81.9 544
Power (80 clusters) 99.9 954 85.7 58.8
Clusters required 34 64 92 178
0.02 Power (72 clusters) 99.9 98.0 91.4 66.8
Power (80 clusters) 99.9 98.8 93.9 714
Clusters required 26 48 72 132
0.025 Power (72 clusters) 99.9 99.4 96.1 76.6
Power (80 clusters) 99.9 99.7 97.5 80.8
Clusters required 22 38 56 106
0.03 Power (72 clusters) 99.9 99.8 98.3 83.8
Power (80 clusters) 99.9 99.9 99.1 874
Clusters required 18 32 46 88
0.04 Power (72 clusters) 99.9 99.9 99.7 92.8
Power (80 clusters) 99.9 99.9 99.9 95.0
Clusters required 14 24 34 66

WP-ICC: within-period intra-cluster correlation.

Sample size calculations have assumed a cluster auto-correlation of 0.97, 2,112 observations per cluster per period, a coefficient of variation of
cluster sizes of 0.5, and are to detect a relative risk reduction of 25%. See supplementary material | for full details of power calculation
implementation and methods. Base case highlighted in bold represents assumed values of parameters in sample size calculation which obtains 90%
power). ‘Clusters required’ represents number of clusters needed to obtain 90% power before allowing for 10% drop out.

However, even at the 50% assessment point, there
might be considerable uncertainty of the nuisance para-
meters. Furthermore, any increase in sample size sug-
gested by the sample size re-estimation might not be
feasible. Therefore, the data monitoring committee will
be provided with the estimated nuisance parameters,
their uncertainty, and estimates of study power (to
detect the apriori specified target effect size) under all
plausible scenarios. They will be asked to consider if the
trial should seek permission from its funder to increase
the number of clusters recruited (increasing the cluster
size by extending the duration of the study was not
thought to be appropriate). It is unlikely that the study
will be stopped based on sample size re-estimation as it
will not be possible to be certain the trial does not have
adequate power to detect larger target differences
(Supplementary Table 2).

Objective 2: Monitor for any evidence of selection bias
by evaluating imbalance in the characteristics and num-
bers of participants recruited under intervention and
control condition (after 75% of births).

With appropriate ethical approvals, the study does
not use individual participant recruitment and also has
broad eligibility criteria. This means that the trial
should be at moderate to low risk of identification and
recruitment biases. Nonetheless, because it is an

unblinded evaluation with post-randomisation identifi-
cation of participants, there is a plan to monitor the
trial for selection bias. Selection bias might manifest as
either differences in total number of observations
across intervention and control conditions or differ-
ences in the individual-level characteristics. This assess-
ment will take place after 75% of births, when clusters
have accrued births under assigned intervention condi-
tions and will involve the comparison set of pre-
specified individual-level characteristics.

To aid this assessment differences in individual-level
characteristics between intervention conditions (during
the post-intervention phase) along with 95% confi-
dence intervals appropriately allowing for the clustered
nature of the design, will be computed. These charac-
teristics are all binary or continuous. For binary char-
acteristics (e.g., previous preterm birth) differences in
proportions will be estimated using mixed-effect bino-
mial regression models with identity link. In the case of
non-convergence, odds ratios will be estimated from
mixed-effects logistic regression. For continuous char-
acteristics (e.g., maternal age), difference in means will
be computed using a mixed-effect linear model (with
appropriate transformations where residuals are not
normally distributed). For numbers of participants
accrued the total number of observations and the aver-
age cluster size (summarised either using mean and
standard deviation or median and inter-quartile range
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as appropriate) will be determined. To help identify dif-
ferences in expected numbers of births identified as eli-
gible, the available births per cluster-month will be
compared to that expected based on the average num-
bers per cluster-month in the control period.

The data monitoring committee will be asked to con-
sider whether any differences (between study arms) in
total numbers recruited or the individual-level charac-
teristics across intervention conditions are clinically
important, and whether there is evidence that the differ-
ences are unlikely to be due to chance alone. As part of
this, the committee will be asked to reflect on whether
if the full trial were to exhibit such imbalances, would
this imbalance question the reliability and validity of
the results. In the event that selection bias is identified,
the panel will be tasked with considering the following
mitigation options: (1) investigation of whether all eligi-
ble births are being assessed as eligible, and if not, why
not; and as a last resort and only in the case of large
differences (2) changing pre-specified primary analysis
from unadjusted to covariate adjusted. Of note, the pri-
mary pre-specified analysis will be adjusted for covari-
ates used in the randomisation and a fully pre-specified
covariate adjustment will be included as a sensitivity
analysis (using a propensity score approach®). Any
change to a primary fully adjusted individual-level cov-
ariate analysis will include all those covariates in the
pre-specified sensitivity analysis and not be based on
covariates identified as statistically significant at the
interim monitoring. This change would only be made in
the very unlikely event there was a consensus that the
data were more aligned with an observational study
than a randomised evaluation.

Objective 3: Monitor safety data and interim assess-
ment of primary outcome (after 75% of births)

The intervention in the E-MOTIVE trial is unlikely
to bring any harm. As a result, it was decided not to
continuously monitor any serious adverse events. The
75% assessment point will however include a compari-
son of principle safety data (all-cause maternal deaths
and intensive care admissions), the primary outcome
and its components. This information will be presented
stratified by intervention condition with a measure of
differences (i.e. risk difference) with 99.9% confidence
intervals (appropriately adjusted for clustering).
Presenting 99.9% confidence intervals is equivalent to
the Haybittle-Peto approach of adopting a p value of
0.001. This criterion means there should be minimal
concern regarding the inflation of type-I error rates; yet
also means that no correction to p values (and subse-
quent confidence intervals) is required at the main anal-
ysis. The data monitoring committee will be advised to
consider whether any differences in these key outcome
data is clinically important and unlikely to be due to
chance. In the unlikely event that differences look

unlikely to be due to chance (i.e. the confidence interval
mostly supports benefit in the one direction) the com-
mittee can ask for the data to be unblinded.

Conclusion

The interim analyses of cluster trials raise many practi-
cal issues. The monitoring might include that which
routinely forms part of monitoring in individually ran-
domised trials: harm and outcomes, as well as protocol
implementation, data quality, and sample size re-esti-
mation. However, because cluster randomisation is
typically used to evaluate low-risk interventions, moni-
toring for safety is less likely to be required. Moreover,
the use of cluster randomisation likely means other fac-
tors need to be considered at interim monitoring. For
example, at sample size re-estimation, there are typi-
cally more nuisance parameters and uncertainty around
these can be large. This might mean that increasing or
decreasing sample size will not always be appropriate
or feasible. Interim monitoring of cluster trials also has
the potential to identify selection bias. Finally, the prag-
matic nature of cluster trials might mean that the utility
of methods to allow for interim monitoring of outcomes
based on statistical testing, or monitoring for adherence
to study interventions, are less relevant. By presenting
the proposed data monitoring plan for the E-MOTIVE
trial, our intention is to stimulate debate on these issues,
ultimately leading to better practice and possibly rec-
ommendations for good practice.

Acknowledgements

The authors thank members of the data monitoring commit-
tee read and commented on the data monitoring charter but
are not listed as co-authors to retain independence.

Author contributions

K.H. led the development of the idea and lead the writing of
the paper. J.M. undertook numerical calculations and wrote a
first draft of the data monitoring plan. L.M. provided critical
input and oversight at all stages of development. All authors
made an intellectual contribution to the development of the
ideas and commented on draft versions of the paper.

Declaration of conflicting interests

The author(s) declared no potential conflicts of interest with
respect to the research, authorship and/or publication of this
article.

Funding

The author(s) disclosed receipt of the following financial sup-
port for the research, authorship and/or publication of this
article: This research was partly funded by the UK NIHR
Collaborations for Leadership in Applied Health Research
and Care West Midlands initiative. K.H. is funded by an



560

Clinical Trials 18(5)

NIHR Senior Research Fellowship SRF-2017-10-002. E-
MOTIVE is a commissioned trial by the Bill & Melinda Gates
Foundation. The Institute of Global Innovation and Alumni
Fund of University of Birmingham are also financially sup-
porting the study.

ORCID iD
K Hemming () https://orcid.org/0000-0002-2226-6550

Supplemental material

Supplemental material for this article is available online.

References

1. Eldridge S and Kerry S. 4 practical guide to cluster rando-
mised trials in health services research. Chichester: Wiley,
2012.

2. Grant AM, Altman DG, Babiker AB, et al. Issues in data
monitoring and interim analysis of trials. Health Technol
Assess 2005; 9(7): 1-238, iii-iv.

3. Ellenberg SS, Culbertson R, Gillen DL, et al. Data moni-
toring committees for pragmatic clinical trials. Clin Trials
2015; 12(5): 530-536.

4. Fleming TR, Ellenberg SS and DeMets DL. Data moni-
toring committees: current issues. Clin Trials 2018; 15(4):
321-328.

5. Lake S, Kammann E, Klar N, et al. Sample size re-
estimation in cluster randomization trials. Stat Med 2002
30; 21(10): 1337-1350.

6. Van Schie S and Moerbeek M. Re-estimating sample size
in cluster randomised trials with active recruitment within
clusters. Stat Med 2014; 33(19): 3253-3268.

7. Zou GY, Donner A and Klar N. Group sequential meth-
ods for cluster randomization trials with binary out-
comes. Clin Trials 2005; 2(6): 479-487.

8. Grayling MJ, Wason JM and Mander AP. Group
sequential designs for stepped-wedge cluster randomised
trials. Clin Trials 2017; 14(5): 507-517.

9. Grayling MJ, Mander AP and Wason JMS. Blinded and
unblinded sample size reestimation procedures for
stepped-wedge cluster randomized trials. Biom J 2018;
60(5): 903-916.

10. Eldridge SM, Costelloe CE, Kahan BC, et al. How big
should the pilot study for my cluster randomised trial be?
Stat Methods Med Res 2016; 25(3): 1039-1056.

11. Hemming K, Eldridge S, Forbes G, et al. How to design
efficient cluster randomised trials. BMJ 2017; 358: j3064.

12. Friede T and Kieser M. Sample size recalculation in inter-
nal pilot study designs: a review. Biometrical J 2013; 48:
537-555.

13. Leyrat C, Morgan KE, Leurent B, et al. Cluster rando-
mized trials with a small number of clusters: which analy-
ses should be used? Int J Epidemiol 2018; 47(1): 321-331.

14. Friede T and Miller F. Blinded continuous monitoring of
nuisance parameters in clinical trials. J R Stat Soc Ser C
2012; 61(4): 601-618.

15. Proschan MA. Sample size re-estimation in clinical trials.
Biometrical J 2009; 51: 348-357.

16. Pritchett YL, Menon S, Marchenko O, et al. Sample size
re-estimation designs in confirmatory clinical trials —

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

current state, statistical considerations, and practical gui-
dance. Stat Biopharm Res 2015; 7: 309-321.

. Giraudeau B and Ravaud P. Preventing bias in cluster

randomised trials. PLoS Med 2009;6(5): ¢1000065.

. Caille A, Kerry S, Tavernier E, et al. Timeline cluster: a

graphical tool to identify risk of bias in cluster rando-
mised trials. BMJ 2016; 354: 14291.

Eldridge S, Kerry S and Torgerson DJ. Bias in identifying
and recruiting participants in cluster randomised trials:
what can be done? BMJ 2009; 339: b4006.

Bolzern J, Mnyama N, Bosanquet K, et al. A review of
cluster randomized trials found statistical evidence of
selection bias. J Clin Epidemiol 2018; 99: 106-112.

Hahn S, Puffer S, Torgerson DJ, et al. Methodological
bias in cluster randomised trials. BMC Med Res Metho-
dol 2005; 5: 10.

Roshandel G, Khoshnia M, Poustchi H, et al. Effective-
ness of polypill for primary and secondary prevention of
cardiovascular diseases (Polylran): a pragmatic, cluster-
randomised trial. Lancet 2019; 394(10199): 672-683.
Eldridge S, Ashby D, Bennett C, et al. Internal and exter-
nal validity of cluster randomised trials: systematic review
of recent trials. BMJ 2008; 336(7649): 876-880.

Bolzern JE, Mitchell A and Torgerson DJ. Baseline test-
ing in cluster randomised controlled trials: should this be
done? BMC Med Res Methodol 2019; 19(1): 106.

Leyrat C, Caille A, Foucher Y, et al. Propensity score to
detect baseline imbalance in cluster randomized trials: the
role of the c-statistic. BMC Med Res Methodol 2016; 16: 9.
Leyrat C, Caille A, Donner A, et al. Propensity score
methods for estimating relative risks in cluster rando-
mized trials with low-incidence binary outcomes and
selection bias. Stat Med 2014; 33(20): 3556-3575.

Bauer P and Kohne K. Evaluation of experiments with adap-
tive interim analyses. Biometrics 1994; 50(4): 1029-1041.
Ellenberg SS, Fleming TR and DeMets DL. Data moni-
toring committees in clinical trials: a practical perspective.
New York: Wiley, 2003.

Schulz KF and Grimes DA. Multiplicity in randomised
trials II: subgroup and interim analyses. Lancet 2005;
365(9471): 1657-1661.

Jennison C and Turnbull BW. Interim analyses: the
repeated confidence interval approach (C/R: P344-361). J
R Stat Soc Ser B 1989; 51: 305-334.

Pocock SJ. Group sequential methods in the design and
analysis of clinical trials. Biometrika 1977; 64: 191-199.
Pampallona S and Tsiatis AA. Group sequential designs
for one-sided and two-sided hypothesis testing with pro-
vision for early stopping in favor of the null hypothesis. J
Stat Plan Inf 1994; 42: 19-35.

Kelly PJ, Sooriyarachchi MR, Stallard N, et al. A practi-
cal comparison of group-sequential and adaptive designs.
J Biopharm Stat 2005; 15(4): 719-738.

Brown SP and Shoben AB. Information growth for
sequential monitoring of clinical trials with a stepped
wedge cluster randomized design and unknown intraclus-
ter correlation. Clin Trials 2020; 17(2): 176-183.

Bauer P and Koenig F. The reassessment of trial perspec-
tives from interim data — a critical view. Star Med 2006;
25(1): 23-36.

Cook K and Wang R. Estimation of conditional power
for cluster-randomized trials with interval-censored


https://orcid.org/0000-0002-2226-6550

Hemming et al.

561

37.

38.

endpoints. Biometrics. Epub ahead of print 24 August
2020. DOTI: 10.1111/biom.13360.

Moore GF, Audrey S, Barker M, et al. Process evalua-
tion of complex interventions: medical research council
guidance. BMJ 2015; 350: h1258.

The E-MOTIVE trial protocol, http://www.birmingha-
m.ac.uk/EMOTIVE (accessed 11 January 2021).

39.

40.

Hemming K and Taljaard M. Sample size calculations
for stepped wedge and cluster randomised trials: a uni-
fied approach. J Clin Epidemiol 2016; 69: 137-146.
DAMOCLES Study Group. A proposed charter for
clinical trial data monitoring committees: helping
them to do their job well. Lancet 2005; 365(9460):
711-722.


http://www.birmingham.ac.uk/EMOTIVE
http://www.birmingham.ac.uk/EMOTIVE

