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Introduction
The most common cardiovascular disease (CVD) is Coronary 
Artery Disease (CAD).[1] This disease is known as the leading 
cause of death in the world. The prevalence of CAD in low‑ and 

middle‑income countries has increased in recent years.[2] Thus, 
early detection of CAD is very important. Clinicians often use 
angiography to determine the amount and place of coronary 
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artery stenosis, but this method is costly and invasive and also 
associated with a number of side effects.[2,3]

Today in healthcare industry, big data have produced and 
collected as a valuable resource for knowledge extraction.[4] 
Among data science technologies, data mining is recognized as 
one of the most effective strategies with increasing popularity 
in preventive healthcare.[5,6] Data mining has made it possible 
to predict, diagnose, prevent, and policy in the healthcare 
industry to a great extent.[7] Relatively low‑cost computing 
with good performance, generalizability, and high accuracy 
is often associated with data mining methods.[8]

Various studies have been conducted on the application 
of data mining in the diagnosis of diseases, including 
CAD;[9,10] For example, Shahid and Singh proposed a 
high‑accuracy machine learning model of Emotional Neural 
Networks (EmNNs) combined with the conventional Particle 
Swarm Optimization  (PSO) technique for CAD detection. 
The suggested model was compared with PSO‑based 
Adaptive Neuro‑Fuzzy Inference System  (PSO‑ANFIS). 
The results showed that the suggested model was better than 
the PSO‑ANFIS model. The suggested model also has 2 
important benefits: (1) it learns very quickly and (2) it responds 
quickly. For large and accurate datasets, the significance 
of quick learning and the ability to respond quickly is 
important.[11] Jackins et al. conducted a study to find a model 
for the diagnosis of diabetes, coronary heart disease, and 
cancer among the available data sets. They used Naive Bayes 
classification and a random forest (RF) classification algorithm 
for the classification of the datasets. The results showed that 
the accuracy of the RF model for the three diseases was higher 
than the accuracy values of the Naïve Bayes classifier.[12] 
Das et  al. using a statistical analysis system, introduced a 
method for diagnosing heart disease. A  neural networks 
ensemble method is at the center of the proposed system. 
The classification accuracy of 89.01% was obtained from the 
experiments made on the data taken from the Cleveland heart 
disease database. Also, 80.95% and 95.91% sensitivity and 
specificity were obtained in the diagnosis of heart disease, 
respectively.[13] Olaniyi and Oyedotun proposed a three‑step 
model based on an artificial neural network (ANN) to diagnose 
angina, which achieved an accuracy of 88.89%.[14] Dutta et al. 
Proposed an efficient neural network with convolutional layers. 
Their proposed model achieved 77% accuracy in predicting 
coronary heart disease. This model was also able to predict 
negative cases more accurately than traditional methods such 
as support vector machine (SVMs) and RFs.[15]

These studies show that data mining techniques are appropriate 
tools for predicting CAD and can help health policymakers 
develop preventive programs. It is important to note that 
patterns extracted from one dataset are not necessarily 
generalizable to other datasets and the Isfahan dataset has not 
been used to predict CAD so far. Therefore, the purpose of 
this study was to apply three data mining techniques SVM, 
RF, and ANN on Isfahan Cohort Study (ICS) data available at 

the Isfahan Cardiovascular Research Center (ICRC) to predict 
for CAD in patients.

Materials and Methods
Proposed methodology
In this section, the proposed implementation method is 
presented by MATLAB R2020b software  (9.9.0.1467703) 
to implement classification models. Cross‑Industry Process 
for Data Mining  (CRISP) methodology is one of the most 
powerful methods for implementing and executing data mining 
projects.[16] In this paper, the proposed model is presented based 
on CRISP methodology and includes six phases including 
Identifying the system, Preprocessing, Modeling, Rules 
Extracting, and Rules Selection.

Description of the dataset
In this study, the ICS dataset of the ICRC was used. This dataset 
includes 11495 records with 1913 features, 2819 patients with 
CAD, and 8676 patients with normal condition.[17]

Preprocessing the dataset
Data were preprocessed before classification techniques. 
The first step in data preprocessing was to select a subset 
of related features. Because there are many features in the 
dataset and many of them may not be related to the purpose 
of the research, the features that are most relevant to the target 
feature of the research should be selected. For this purpose, 
at first, the list of effective factors was determined using the 
opinion of a cardiologist. Thus, 22 features were selected as the 
most relevant features among the features in the dataset. The 
second step of data preprocessing was data cleaning. In this 
study, features that had many missing values were removed. 
The features of urinary creatinine, sodium, and potassium 
were removed because more than 85% of their values were 
null (9861 records).[18,19] Other features had no missing values 
and were used. Finally, 19 features were selected, including 
18 independent features and 1 dependent feature (normal or 
prone to CAD).

Modeling for diagnosis of coronary artery disease
MATLAB R2020b software (9.9.0.1467703) was used to build 
ANN, RF, and SVM models.

To build the ANN model in MATLAB software, Neural Net 
Pattern Recognition toolbox  (nprtool) was used. Pattern 
recognition is the process by which inputs are classified 
into a set of target categories. ANN is one of the techniques 
that can be used to perform this process. In this study, 18 
selected independent variables entered the neural network. 
This neural network has three layers consisting of an input 
layer, a hidden layer, and an output layer. To classify 
vectors, a multilayer feed‑forward back propagation 
network could be used with activation functions such as 
hyperbolic tangent sigmoid and SoftMax in the hidden 
and output layers. Furthermore, the number of neurons in 
hidden layers has a significant role in ANN classification 
performance. The following equations  (Equations 1–3) 
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were used to determine the number of neurons in the hidden 
layer in this study.

i + n<
Lhn � (1)

( )2(i + o) < < + ‑1
3 hn i i o � (2)

0.5 ‑ 2 < < 2 + 2hi n i � (3)

Here n is the record number of the data set, L is the number of 
hidden layers, nn is the number of hidden layer neurons, o is the 
number of output neurons, i is the number of input neurons.[20]

Then, 8047 (70%) records were used randomly to train the 
ANN model, 1724 records  (15%) for validation and 1724 
records (15%) for testing. Conjugate gradient backpropagation 
algorithm with Fletcher‑Reeves updates (traincgf) was used to 
train ANN. Confusion Matrix (also called Error matrix) and 
Cross‑Entropy loss (also called Log loss) are used to analyze 
the performance of classification models in machine learning. 
In this study, these two methods were used to measure ANN 
classification performance.

The classification learner toolbox was used to build the RF and 
SVM models in MATLAB. In this research, two algorithms 
consisting of SVM and Ensemble with 7 different classifiers 
have been selected among different classification algorithms 
presented in the toolbox. The performance of these classifiers 
was evaluated for predicting CAD.

The 7 selected classifiers are the following:
•	 SVM algorithm: Linear SVM‑Quadratic SVM‑Cubic 

SV M‑Fine Gaussian SV M‑Medium Gaussian 
SVM‑Coarse Gaussian SVM.

•	 Ensemble algorithm: Bagged trees.

A holdout validation is performed to protect against overfitting 
for implementing SVM and RF Models.

For this purpose, 15% of the dataset was separated from the 
original dataset as a test dataset. Then, using the Holdout 
Validation method, 15% of the dataset was considered for 
validation and the rest for training. The trained classifier 
models were then extracted and tested by a test dataset.

Performance evaluation parameters
Based on the obtained confusion matrix, some parameters 
such as accuracy, sensitivity, specificity, precision, F1‑Score, 
and the area under the curve  (AUC) are calculated for 
evaluating the performance of ANN, SVM, and RF 
classification models.

Accuracy is the ratio of correct prediction instances to total 
prediction instances. Sensitivity  (true positive rate) is the 
ratio of true predicted positive instances to the total of actual 
positive instances. Specificity (true negative rate) is the ratio of 
true predicted negative instances to the total of actual negative 
instances. Precision  (positive predictive value) is the ratio 
of true predicted positive instances to the total of predicted 

positive instances. The F1‑score is the harmonic mean of the 
two parameters sensitivity and precision. Receiver Operating 
Characteristics curve is a probability curve and AUC represents 
the degree or measure of separability. It shows how much the 
model is capable of distinguishing between classes.[21]

These parameters can be calculated using Equations 4–8.[22‑25]

TP=
TP + FN

Sensitivity � (4)

TN=
FP + TN

Specificity � (5)

TP=
TP + FP

Precision � (6)

TP + TN=
TP + TN + FP + FN

Accuracy � (7)

1 2 Sensitivity* PrecisionF Score = *
Sensitivity + Precision

� (8)

Here, TP, TN, FP, and FN are True Positive, True Negative, 
False Positive, and False Negative, respectively.[26]

Selection of rules based on confidence and support 
parameters
After that, RapidMiner Studio 9.8.001 (RapidMiner, Boston, 
Massachusetts, United States) data mining software was used 
to extract the hidden rules and patterns in the dataset. Among 
the obtained rules, rules with higher support and confidence 
were selected.

Support specifies the frequency of occurrences of an item set 
in the dataset. Confidence is a measure of how many times the 
rule has been found to be true.[27]

Results
The predicting features
In this study, 11495 records with 19 selected features from the 
ICS dataset were considered. Selected features (demographic, 
symptoms, examinations, and laboratory features) are 
described in Table 1.

Figure 1 shows a Correlation Heat Map based on 19 selected 
features. This heat map was obtained for sensitivity analysis 
using Spearman correlation analysis[28] in SPSS software. The 
x and y axes in the map contain the selected features, which 
are named as shown in Table 1 from F1 to F19. Orange on the 
map indicates the target class (F19) feature and blue indicates 
other features. The “*” sign means correlation is significant at 
the 0.01 level (2‑tailed) and the “**” sign means correlation is 
significant at the 0.05 level (2‑tailed). The clustering process 
is shown in the map by two dendrogram tree diagrams for 
columns and rows. The six features have the highest correlation 
with the target class and form a cluster  (red rectangle). 
Furthermore, other features are in another cluster  (purple 
rectangle) and have the second‑highest correlation to the 
target class.
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Classification results
In this section, the classification results were presented. In 
this study, a confusion matrix was used to test the ANN, 
SVM, and RF classification models in CAD detection on 
the ICS dataset.

18 independent variables from 11495 records were used 
to build ANN, SVM, and RF models. Then, the accuracy, 

sensitivity, specificity, precision, F1‑Score, and AUC of models 
were compared.

Table  2 shows the best SVM classifier among the 5 SVM 
classifiers. As shown in Table 2, the best accuracy belongs to 
Quadratic SVM (89.73%) and Medium Gaussian SVM is in 
second place (89.38%). The lowest accuracy belonged to Fine 
Gaussian SVM (80.39%).

Table 1: Description of the selected features used in Isfahan cohort study dataset of the Isfahan cardiovascular research 
center

Feature type Feature name Description Frequency (%)
F1 Demographic Smoking status 1=Current smoker 1747 (15.2)

2=Past smoker 670 (5.8)
3=Never smoker 9078 (79)

F2 Demographic Sleep satisfaction 1=Completely 1167 (10.2)
2=High 1583 (13.8)
3=Moderate 7924 (68.9)
4=Not satisfied 665 (5.8)
5=Very dissatisfied 156 (1.4)

F3 Demographic Sex 1=Female 5857 (51)
2=Male 5638 (49)

F4 Demographic History of heart disease 1=No 9722 (84.6)
2=Unknown 348 (3)
3=Yes 1425 (12.4)

F5 Demographic History of palpitations 1=No 7138 (62.1)
2=Yes 3782 (32.9)
3=No, but sometimes irregular 575 (5)

F6 Demographic Obesity 0=No 8704 (75.7)
1=Yes (if BMI=4) 2791 (24.3)

F7 Demographic History of stroke 1=No 11058 (96.2)
2=Unknown 223 (1.9)
3=Yes 214 (1.9)

F8 Demographic Age 1=(if 34≤age<65) 9904 (86.2)
2= (if age≥65) 1591 (13.8)

F9 Demographic Family history of CVD 0=No 6946 (60.4)
1=Yes 4549 (39.6)

F10 Demographic Metabolic syndrome 0=No 6690 (58.2)
1=Yes 4805 (41.8)

F11 Demographic Diabetes 0=No 10047 (87.4)
1=Yes 1448 (12.6)

F12 Demographic HTN 0=No 7674 (66.8)
1=Yes 3821 (33.2)

F13 Demographic Systolic HTN 0=No 9029 (78.5)
1=Yes 2466 (21.5)

F14 Demographic Diastolic HTN 0=No 9217 (80.2)
1=Yes 2278 (19.8)

F15 Laboratory High triglyceride 0=No 4891 (42.5)
1=Yes 6604 (57.5)

F16 Laboratory Low HDL 0=No 5239 (45.6)
1=Yes 6256 (54.4)

F17 Laboratory High LDL 0=No 8316 (72.3)
1=Yes 3179 (27.7)

F18 Laboratory High total cholesterol 0=No 4334 (37.7)
1=Yes 7161 (62.3)

F19 Categorical Target class 0=Normal 8676 (75.5)
1=CAD 2819 (24.5)

CAD: Coronary artery disease, BMI: Body mass index, HTN: Hypertension, HDL: High‑density lipoprotein, LDL: Low‑density lipoprotein



Saeedbakhsh, et al.: Diagnosis of coronary artery disease using machine learning algorithms

Advanced Biomedical Research| 2023	 5

The best ANN performance was obtained with 20 neurons 
in the hidden layer. The number of hidden layer neurons was 
obtained according to the numerical range obtained from 
Equations 1–3 and in a period of 15–45 min with repetition 
and various attempts for the ANN model. The minimum 
cross‑entropy was obtained at epoch 20 and was 0.32874.

Table 2 also compares the performance of ANN, RF with Bagged 
trees classifier, and SVM with Quadratic SVM classifier. In terms 
of accuracy, SVM algorithm was in the first place (89.73%) and 
ANN and RF algorithms were in the second and third places, 
respectively (88.5% and 87%). In all three models of SVM, ANN, 
and RF, the specificity was much higher than the sensitivity. The 
sensitivity and AUC in the ANN model were higher than the SVM 
and RF models. The specificity, accuracy, precision, and F1‑score 
in the SVM model were higher than the ANN and RF models.

Figure 2a‑c also shows confusion matrices of the ANN, RF, and 
SVM algorithms. ANN, SVM, and RF models were assessed 
on the test dataset with 1724 records.

Figure  3a‑c shows the ability of all three models to detect 
CAD. The AUC of ANN model (0.861) was greater than AUC 
of SVM model (0.803) and RF model (0.791).

From the output of the RF algorithm, 404 rules were 
extracted from a total of 10 trees. After reviewing these 

rules, 11 rules that had the highest value of confidence and 
support compared to other rules were selected. These rules 
are listed in descending order of confidence and are shown 
in Table 3. The most confident rule had 100% confidence 
and the support was 735. The least confident rule had 57% 
confidence and the support was 63. The set of selected rules 
is shown in Table 3.

Discussion
Based on the results obtained from Correlation Heat Map, the 
most significant features in the occurrence of CAD among 
selected features were sex, sleep satisfaction, age, history of 
stroke, history of palpitations, and history of heart disease. 
These factors expect sleep satisfaction has been used in the 
studies of Alizadehsani el al.,[3,29] Shahid and Singh[11] and 
Joloudari et al.[7] However, other features of this study were 
also important due to their high correlation with the target 
class. Other studies show that features such as chest pain, 
age, family history, hypertension, diabetes, blood pressure, 
inversion, Q wave, ST elevation, BMI, smoking, high‑density 

Table 2: Performance evaluation result of the support vector machine classifiers

SVM classifier types Accuracy (%) Sensitivity (%) Specificity (%) Precision (%) F1 score (%) AUC
Quadratic SVM 89.73 57.9 98.8 93.6 71.5 0.803
ANN 88.5 58.2 98.3 91.8 71.2 0.861
RF 87 53.7 96.9 83.8 65.7 0.791
Linear SVM 88.8 57.4 97.8 88.4 69.6 0.776
Cubic SVM 88.34 56.9 97.5 86.4 68.7 0.769
Fine Gaussian SVM 80.39 18.9 98 73 30 0.585
Medium Gaussian SVM 89.38 57.4 98.5 92 70.6 0.780
Coarse Gaussian SVM 88.9 58.1 97.8 88.5 70.1 0.780
SVM: Support vector machine, ANN: Artificial neural network, AUC: Area under the curve, RF: Random forest

Figure 1: Correlation Heat Map based on the 19 selected features

Figure 2: The Confusion matrix of (a) ANN, (b) RF, (c) SVM

cb

a
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lipoprotein, and triglyceride have a significant impact on CAD 
identification.[3,7,29]

The Quadratic SVM classifier predicts more accurately than 
other classifiers. Desai et al. examined the classification of 
cardiac arrhythmias using SVM kernel functions including 
Linear, Quadratic, Polynomial and Radial Basis Function. The 
results showed that SVM quadratic kernel had higher accuracy 
than other classifiers.[30] Ekiz and Erdogmus comparing 

different data mining algorithms to diagnose heart disease 
on a dataset by MATLAB software. They compared SVM 
classifiers including Linear SVM, Quadratic SVM, Cubic 
SVM, Medium Gaussian SVM. In the study, Quadratic SVM 
and linear SVM were among the best classifiers and had high 
performance.[31] Also, according to the obtained results, all 
three algorithms achieved relatively close results. However, 
the SVM technique had the best performance compared to the 
ANN and RF techniques. The SVM technique has proven to be 
effective in many pattern recognition issues.[32] This technique 
has a good ability to generalize unseen test data.[33] SVM can 
perform well and provide high accuracy despite the limited 
number of examples.[34] On the other hand, in the present study, 
The ANN model performed better in all criteria than the RF. 
Also, the ANN model had higher sensitivity and AUC than both 
SVM and RF models. As sensitivity is diagnosing the disease 
correctly (true positive rate),[35] the higher level of sensitivity 
in the ANN indicates a higher relative ability of the ANN than 
the SVM to diagnose CAD susceptible individuals.[36] ANN 
has two main characteristics. The first characteristics is the 
ability to learn how to perform operations after proper training. 
The second characteristics are the ability to generalize and 
generate the appropriate solution for unobserved test data,[37] 
which is the common point of the ANN and SVM algorithms. 
Alizadehsani et al. evaluated the Optimized SVM and ANN 
algorithms and several other algorithms in a CAD detection 
study. The results showed that the Optimized SVM algorithm 
achieved the best accuracy.[3] In a study to predict CAD, Dipto 
et al. evaluated three algorithms: SVM, ANN, and Logistic 
Regression. The results showed that in the imbalanced dataset 
the SVM algorithm achieved higher accuracy. Moreover, this 
study showed that in the balanced dataset the ANN algorithm 

Table 3: A  selection of rules extracted based on the RF algorithm

Rule Assumptions Result Confidence (%) Support
1 If “HTN=yes” And “history of heart disease=yes” Prone to CAD 100 735
2 If “systolic HTN=yes” and “history of stroke=No” and “history of palpitations=yes” 

and “diabetes=No” and “history of heart disease=Yes”
Prone to CAD 100 165

3 If “HTN=No” and “history of stroke=no” and “history of palpitations=no” and 
“family history of CVD=yes” and “history of heart disease=yes”

Prone to CAD 100 116

4 If “systolic HTN=No” and “HTN=yes” and “family history of CVD=yes” and “high 
LDL=yes” and “history of heart disease=Yes”

Prone to CAD 100 97

5 If “history of palpitations=yes” And “sleep satisfaction=high” and “high 
triglyceride=yes” and “history of heart disease=yes”

Prone to CAD 100 86

6 If “systolic HTN=no” and “HTN=yes” and “family history of CVD=yes” and “high 
LDL=no” and “history of palpitations=no” and “history of heart disease=yes”

Prone to CAD 100 63

7 If “systolic HTN=yes” and “history of stroke=No” and “history of palpitations=yes” 
and “diabetes=yes” and “history of heart disease=yes”

Prone to CAD 100 58

8 If “history of stroke=yes” and “high LDL=yes” Prone to CAD 91.1 102
9 If “history of palpitations=yes” and “history of heart disease=unknown” and “high 

triglyceride=yes” and “low HDL=yes”
Prone to CAD 76 65

10 If “diabetes=yes” and “history of stroke=no” and “HTN=yes” and “metabolic 
syndrome=yes” and “history of palpitations=yes” and “low HDL=yes”

Prone to CAD 64 283

11 If “history of stroke=no” and “history of heart disease=no” and “HTN=yes” 
and “high total cholesterol=yes” and “history of palpitations=yes” and “sleep 
satisfaction=not satisfied”

Prone to CAD 57 63

CAD: Coronary artery disease, HTN: Hypertension, HDL: High‑density lipoprotein, LDL: Low‑density lipoprotein

Figure 3: The Receiver Operating Characteristics curve curves of  (a) 
ANN, (b) SVM, (c) RF

c

ba
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performed better than other algorithms.[38] Abrunhosa Collazo 
et  al. in a study compared the performance of ANN and 
SVM algorithms to predict CAD. Findings in this study 
showed that the SVM algorithm performed better than other 
algorithms.[39] In a study, Akella examined six different data 
mining algorithms, including ANN and SVM algorithms for 
predicting CAD. The results showed that the ANN algorithm 
was better than other algorithms in all performance parameters, 
including accuracy, AUC, sensitivity, and F1‑Score.[21] 
Almansour et al. conducted a study to diagnose patients with 
chronic kidney disease (CKD). In this study, ANN and SVM 
algorithms were evaluated. The results showed that the ANN 
algorithm achieved higher accuracy than the SVM.[40] Gudadhe 
et al. developed a decision support system for classifying heart 
disease based on SVM and ANN. The results showed that 
both algorithms performed well but ANN performed better 
than SVM.[41]

One of the advantages of the RF model is the production or 
extraction of rules.[3,7,29] Based on the results, high HTN and 
history of heart disease and family history of CVD, high 
triglyceride, high LDL, low HDL, having Systolic HTN, 
diabetes, history of stroke, metabolic syndrome, history of 
palpitations, dissatisfaction with sleep, can have a significant 
impact on CAD. High blood pressure, one of the most 
traditional risk factors, is consistently associated with an 
increased risk of developing CAD in different populations.[42] 
A family history of heart disease, like heart disease in a father 
or brother before age 55 and in a mother or sister diagnosed 
before age 65, is an important risk factor.[43] The prevalence 
of CAD is also higher in people with metabolic syndrome.[44] 
Increased LDL and decreased HDL and hypertriglyceridemia 
are also associated with increased CAD.[45] Poor quality sleep 
is also associated with a higher risk of CAD.[46]

To the best of our knowledge, in most studies on the diagnosis 
of CAD, the UCI or Z‑Alizadeh Sani dataset (each with 303 
records) has been used, which has a record number less than the 
dataset used in this study. The UCI dataset also has 13 features 
that are less than the dataset used in this study.[29] Considering 
that a lot of research has been done on the mentioned datasets, 
it can be said that the innovation of the existing research is 
that the dataset of ICRC has been used for data mining, which 
in addition to being a native dataset, it also has more features 
and records than other listed datasets and so far, this dataset 
has not been used for data mining.

Conclusion
In this study, ANN, SVM, and RF data mining algorithms were 
evaluated on the ICS dataset and the results were discussed. 
The features in this dataset are selected according to experts 
and reviews of related studies and possible indicators of CAD. 
Also, the features used in this study can be measured with 
cost‑effectiveness and fewer side effects. In this study, it was 
shown that machine learning algorithms can be used with high 
accuracy to detect CAD. It was also shown that both SVM and 

ANN models perform well in CAD detection. Although CAD 
is widespread and can have fatal consequences, early detection 
of CAD allows physicians to treat the variable risk factors 
associated with CAD progression. The use of machine learning 
approach provides the ability to predict the presence of CAD 
with high accuracy and sensitivity. Thus, it allows physicians 
to perform timely preventive treatment in patients with CAD.
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