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A B S T R A C T   

The HT-29 cell line, derived from human colon cancer, is valuable for biological and cancer 
research applications. Early detection is crucial for improving the chances of survival, and re-
searchers are introducing new techniques for accurate cancer diagnosis. This study introduces an 
efficient deep learning-based method for detecting and counting colorectal cancer cells (HT-29). 
The colorectal cancer cell line was procured from a company. Further, the cancer cells were 
cultured, and a transwell experiment was conducted in the lab to collect the dataset of colorectal 
cancer cell images via fluorescence microscopy. Of the 566 images, 80 % were allocated to the 
training set, and the remaining 20 % were assigned to the testing set. The HT-29 cell detection 
and counting in medical images is performed by integrating YOLOv2, ResNet-50, and ResNet-18 
architectures. The accuracy achieved by ResNet-18 is 98.70 % and ResNet-50 is 96.66 %. The 
study achieves its primary objective by focusing on detecting and quantifying congested and 
overlapping colorectal cancer cells within the images. This innovative work constitutes a sig-
nificant development in overlapping cancer cell detection and counting, paving the way for novel 
advancements and opening new avenues for research and clinical applications. Researchers can 
extend the study by exploring variations in ResNet and YOLO architectures to optimize object 
detection performance. Further investigation into real-time deployment strategies will enhance 
the practical applicability of these models.   

1. Introduction 

This study aims to develop a model for accurately detecting and counting colorectal cancer cells (HT-29). The irregular shape and 
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dense clustering of HT-29 cells in images complicate accurate identification and quantification. To address this gap in such cases, a new 
approach is required to improve the accuracy and efficiency of detecting and counting HT-29 cells in a congested and overlapping 
form. Colon cancer is a significant public health concern, and its early detection plays a crucial role in improving treatment results and 
patient survival rates. Early detection is associated with higher survival rates, providing more treatment options, such as surgery, 
chemotherapy, or targeted therapy, particularly when the cancer is localized. This, in turn, leads to a better quality of life for patients 
due to less aggressive treatments and reduced side effects. Moreover, early detection can lower treatment costs than interventions at 
advanced stages. It also empowers individuals to take an active role in healthcare by making informed decisions about treatment 
options and lifestyle changes [1,2]. 

Colorectal cancer is a malignant neoplasm originating in the colon or rectum. On the inner lining of these organs, it typically begins 
as benign polyps and gradually transforms into cancerous growths. This form of cancer is common and affects both men and women. 
Age, family history of colorectal cancer, genetic predisposition, lifestyle choices (such as diet and physical activity), and inflammatory 
bowel disease all influence the development of colon cancer [3]. Changes in blood in the stool, bowel habits, abdominal discomfort, 
unexplained weight loss, and fatigue are common symptoms [4]. Regular screenings, such as colonoscopies, greatly increase the 
likelihood of successful treatment and recovery if performed promptly [5,6]. The other names for colorectal cancer (CCR) are colon or 
bowel cancer and colon or rectum cancer. These organs are integral components of the digestive system and are responsible for the 
processing and elimination of waste. Typically, the growth of benign polyps, or clusters of cells, within the colon or rectal lining marks 
the beginning of colorectal cancer. Some of these polyps can develop into cancerous tumors. CCR is a prevalent form of cancer and one 
of the most commonly diagnosed types worldwide [7,8]. HT-29 cells share similarities with cancer cells in colorectal tumors, making 
them useful for studying various aspects of CCR. Commonly, HT-29 cells are used as a model system to investigate cell proliferation, 
differentiation, apoptosis (programmed cell death), and cell signaling pathways, drug sensitivity, and gene expression in colorectal 
cancer. These cells are frequently used to evaluate the effects of potential anti-cancer agents, screen drugs for their therapeutic efficacy, 
and elucidate the molecular mechanisms underlying the development and progression of colorectal cancer [9,10]. Fig. 1(a) depicts the 
labeled diagram of the human colon, and Fig. 1 (b) depicts the colorectal cancer tumors (cells) [11,12]. 

HT-29 cells for both in vitro and in vivo experiments demonstrate the versatility and significance of these cells in cancer research. 
HT-29 cells are primarily used for in vitro studies in cancer research. Some researchers in studies [13–17] employed HT-29 cells to 
assess the anti-cancer effects of various substances, such as Syzygium cumini ethanolic extract or Lactobacillus acidophilus CICC 6074. 
HT-29 cells are used in Ref. [13] for in vitro experiments to assess the cytotoxic effects of AgNPs on colon cancer cells. The controlled in 
vitro setting allows researchers to observe cellular responses and molecular changes, providing insights into the potential therapeutic 
applications of the synthesized nanoparticles. HT-29 cells were also utilized for both in vitro experiments, where the anti-proliferative 
effects of YL-11 EPS are assessed at the cellular level, and in vivo experiments, where the efficacy of YL-11 EPS is evaluated in a tumor 
xenograft model [14]. This approach underscores the significance of HT-29 cells as a valuable tool for studying the potential 
anti-cancer properties of the tested exopolysaccharide in both controlled laboratory conditions and living organisms [15]. Also, HT-29 
cells are employed for in vitro cancer research, specifically evaluating the anti-cancer effects of Syzygium cumini ethanolic extract 
(SCE). Utilizing standard in vitro techniques such as MTT assays, DNA damage assessment, and scratch tests, the research demonstrates 
that SCE significantly suppresses HT-29 cell growth, induces apoptosis, and reduces metastatic potential. Molecular analysis, including 
examining apoptosis-related genes, supports the observed effects. 

The SCE could be a potential chemotherapeutic agent, proposing its suitability for in vivo trials based on promising in vitro results. 
This research underscores the importance of HT-29 cells in advancing our understanding of potential anti-cancer agents [16]. Another 
research underscores the application of HT-29 cells in cancer research, employing them for both in vitro and in vivo studies to assess 
the anti-cancer effects of Lactobacillus acidophilus CICC 6074. In vitro experiments demonstrate that L. acidophilus CICC 6074 inhibits 
HT-29 cell activity and induces apoptosis in a dose- and time-dependent manner. Mechanistic insights reveal mitochondrial membrane 

Fig. 1. Labeled diagram of the human colon: (a) colon, rectum, and (b) colorectal cancer tumors (cells) [11,12].  
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potential loss, release of Cytochrome c (Cyt c), and modulation of key apoptosis-related proteins. The in vivo study, utilizing an HT-29 
cell-induced colon cancer mouse model, further validates these findings, showing notable apoptosis in colon cancer cells. The 
comprehensive approach, spanning from in vitro to in vivo investigations, establishes HT-29 cells as valuable tools for understanding 
the anti-cancer mechanisms of L. acidophilus CICC 6074, providing potential insights for probiotic functional food development in the 
market [17]. 

Researchers use crowd-counting to estimate the count of people in a crowd or densely populated area, typically through images or 
videos. It can be implemented in crowd management, public safety, event planning, and urban surveillance. Typically, crowd-counting 
algorithms employ computer vision methods, such as feature extraction, object detection, and machine learning (ML), to analyze an 
image or video frame and determine the number of individuals within it. CNNs are frequently used for crowd counting because they 
can learn complex visual patterns and characteristics from images [18,19]. This study is also based on crowd counting of HT-29 cells, 
but there is a gap in previous studies because they have only implemented deep learning (DL) techniques for crowd-counting people, 
and we are counting cancer cells. So, our approach is object-based for detecting and counting colorectal cancer cells (HT-29). 

However, detecting cancer cells within images when densely congested and overlapping poses significant challenges for ML 
techniques. The complexity arises from the difficulty distinguishing individual instances, leading to intricacies in instance segmen-
tation and challenges in determining precise object localization. Overlapping cells introduces ambiguity and interference in feature 
extraction, making it challenging for models to differentiate between cells and increasing the likelihood of false positives. The presence 
of complex backgrounds and the loss of distinct cell morphology information further compound these challenges. Additionally, the 
reduced signal-to-noise ratio in images with overlapping cells complicates distinguishing relevant signals, i.e., cancer cells, from noise 
or irrelevant features. The computational demands on ML models also escalate due to the complex nature of overlapping instances 
[20]. To address these challenges, advanced ML models and improved feature extraction techniques are essential, and the exploration 
of DL architectures like Mask R–CNN, designed for object detection and instance segmentation, becomes crucial in overcoming the 
complexities introduced by the crowded and overlapping arrangements of cancer cells in images [21,22]. 

Deep Learning techniques are used in this study because DL can detect and count the objects accurately and find the deep hidden 
patterns. Using DL techniques, pattern recognition can be applied to medical images to detect and extract vital patterns or features. It 
entails gaining useful insights from raw data and employing them to spot repeating patterns or structures. DL models like CNNs are 
trained on large collections of annotated medical images to learn representative patterns and features associated with various 
anatomical structures or pathologies. Patterns of interest, such as organs, tumors, lesions, or abnormalities, can be automatically 
detected and localized by these models [23,24]. Because of the tremendous applications of DL, we are using it for HT-29 cell (in 
medical images) detection and counting. While the YOLO algorithm stands out as a robust and efficient object detection method, its 
precision in detecting cancer cells depends on several factors. These factors encompass the quality of the dataset, the configuration of 
the model, the intricacies of the training process, and the inherent variability present in different types of cancer cells. Achieving 
accurate and reliable results necessitates thoroughly considering these aspects and meticulous algorithm fine-tuning to cater to the 
specifics of cancer cell detection tasks [25,26]. Residual Networks (ResNet) excel in image-related tasks, particularly image classifi-
cation. Their versatility extends to object counting, offering practical strategies such as modifying architecture for object detection, 
transforming counting into density map regression, and leveraging transfer learning for fine-tuning counting-specific datasets. Fea-
tures like Feature Pyramid Networks (FPN) enhance scale-aware counting. ResNet’s adaptability allows regression heads to predict 
object counts. The applicability depends on task characteristics, object variability, and dataset nature. Specialized models like 
count-ception or networks for crowd counting may offer optimized performance in distinct counting scenarios [27,28]. 

When choosing a YOLO version for object detection, it’s essential to consider factors such as the target hardware, the need for real- 
time processing, and the desired trade-off between accuracy and speed. The YOLO (You Only Look Once) object detectors’ family has 
rapidly evolved. These YOLO variants share a common foundation centered around achieving real-time object detection and high- 
classification performance [29]. Faster-YOLO stands out due to its real-time capabilities, efficient feature extraction, adaptability to 
different datasets, reduced parameter tuning requirements, improved detection accuracy, and faster training speed compared to 
specific YOLO versions [30]. While YOLOv4 and YOLOv4-tiny are known for their efficiency, their choice depends on the project’s 
specific requirements. YOLOv4 provides better accuracy but may be slower, while YOLOv4-tiny sacrifices some accuracy for faster 
inference [31,32]. The recent version of the YOLO family of algorithms is YOLOv8. These latest versions proved best in terms of 
accuracy and efficiency in detecting cancer [33,34] and other objects. 

Table 1 contains the abbreviations used in this article. 

2. Previous work 

In a comprehensive study conducted from 2015 to 2016, 255 Danish national screening program participants were subjected to a 
fully paired analysis. All identified polyps underwent CCE, conventional colonoscopy, and histopathology examinations. The algo-
rithm for autonomous detection demonstrated exceptional levels of precision (96.4 %), sensitivity (97.1 %), and specificity (93.0 %) 
[35]. Integrating DL and SLIM for screening applications was the subject of a study. The researchers trained a DL model with 1660 
SLIM images of colon glands and validated its performance with 144 images of the glands. The results demonstrated an exceptionally 
high precision, with 98 % accuracy on the validation and 99 % on the test dataset. In addition, the model distinguished benign from 
malignant glands with a commendable 97 % accuracy, as measured by the area under the ROCC [36]. A classification scheme was 
introduced using histopathological images to discriminate between five categories of colon and lung tissues [37]. Similarly, a machine 
vision-based method for detecting TB in lung CT scan images was developed. The method involved the selection of ROI from 
TB-infected and normal lung images, followed by pre-processing and extracting statistical texture features. Supervised learning 
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classifiers were employed, among which the MLP-based classifier, also known as the ANN, achieved 99 % accuracy in less than 1 s [38]. 
A technique was presented for automatically coloring and differentiating various regions in MR images of the human brain. The 

method utilizes index-based colorization and connected component techniques to distinguish between normal and effected regions by 
assigning colors to distinct areas. The proposed algorithm combines segmentation, ROI selection, and colorization algorithms to 
improve tissue identification and image contrast. Compared to industry-standard color transfer methods, the algorithm significantly 
improves processing efficiency and reduces time requirements [39]. A novel algorithm (CNN) was developed to compare multiple 
images to identify nodules and facilitate early cancer diagnosis. These results demonstrate the algorithm’s effectiveness in minimizing 
false positives through rigorous and extensive training [40]. 

A single-tissue region was manually outlined on 86 CRC tissue slides and used to train a CNN using transfer learning. On an in-
dependent dataset, the CNN achieved a remarkable accuracy of over 94 % in classifying nine distinct classes of CRC tissue [41]. The 
ResNet architecture was implemented for classifying colorectal cancer in medical images. ResNet-18 and ResNet-50 models were 
trained on a dataset of images of colon glands to distinguish benign from cancer. On each test dataset, ResNet-50 outperforms 
ResNet-18 regarding accuracy, sensitivity, and specificity [42]. The analysis of colon cancer histopathological images utilized CNNs 
and segmentation models. On the AiCOLO dataset, ResNet achieved an accuracy rate of 96.98 %. In comparison, UNet and SegNet 
pixel-wise segmentation models reached a maximum accuracy of 81.22 % due to limited annotated datasets, necessitating the 
application of transfer learning techniques. Through intensive model testing exercises that involved training technique identification 
for precise colony tumor delineation purposes, optimal approaches were established in this study [43]. 

Colon cancer detection was explored through CT colonography, integrating image processing and DL techniques. The primary 
objective is to segregate the colon from noise in CT images, focusing particularly on identifying polyps. The proposed method involves 
image pre-processing, where each image undergoes segmentation into colon segments and noise categories using a pre-trained CNN. 
Subsequently, the system diagnoses polyp-like structures. The study underscores the substantial accuracy enhancement achieved 
through DL in automated colon cancer diagnosis, providing a foundational framework for future research [44]. Transfer learning was 
employed utilizing pre-trained CNNs such as Alexnet, VGG-16, and Inception-V3 to automatically extract high-level features from 
colon biopsy images. These features are then used to train a Bayesian-optimized SVM classifier. The proposed framework undergoes 
evaluation on four datasets, including two from Indian hospitals and two public colon image datasets. Comparative analyses under-
score the superiority of the Inception-V3 network, achieving an accuracy range from 96.5 % to 99 %. This study highlights the potential 
of transfer learning-based approaches for efficient and accurate colon cancer detection, offering a promising framework for automated 
diagnosis and prognosis [45]. Table 2 contains the summary and structured overview of the diverse objectives, datasets, techniques, 
and results of the previous studies. 

2.1. Gap in previous work 

Our study introduces a DL-based method for detecting and counting HT-29 cells in colorectal cancer, filling a specific gap in the 
literature as follows:  

F0B7 Cell-Level analysis: While the above studies focus on tissue or (tumor) level analysis, our study specifically targets detecting and 
quantifying individual colorectal cancer cells (HT-29). This is a crucial aspect of cancer research, especially considering the 
heterogeneity of cancer cell populations within tissues.  

F0B7 Overlapping cell detection: Our study explicitly addresses the challenging task of detecting and counting overlapping and 
congested cancer cells. This is a notable gap in previous studies where the focus might have been on well-separated or easily 
distinguishable cells or tumors.  

F0B7 Dataset and methodology: Our study introduces a dataset derived from the HT-29 cell line, contributing to the diversity of 
datasets used in this research domain. Using YOLOv2 for cell detection and ResNet for counting demonstrates a comprehensive 
and innovative methodology. 

Table 1 
Abbreviations used in this article.  

Acronym Full form Acronym Full form 

CNNs Convolutional neural networks DANet Density Attention Network 
CCE Capsule colonoscopy ASNet Attention Scaling Network 
SLIM Spatial Light Interference Microscopy APLoss Adaptive Pyramid Loss 
TB Tuberculosis OT Optimal Transport 
ROI Regions of Interest EMT Epithelial-mesenchymal transition 
MLP Multi-Layer Perceptron FCNs Fully Convolutional Networks 
ANNs Artificial Neural Networks SGD Stochastic Gradient Descent 
SSIM Structural Similarity Index TCGA Cancer Genome Atlas 
PSNR Peak Signal-to-Noise Ratio RFS Relapse-free survival 
CRC Colorectal cancer OS Overall survival 
DL Deep Learning ML Machine Learning 
RS Raman spectroscopy POST Point-of-care testing 
ROCC receiver operating characteristic curve CC Colon Cancer 
MAE Mean Absolute Error FCN Fully convolutional networks  
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The significance of counting and detecting colorectal cancer cells is known from the following points.  

F0B7 Counting and detecting individual cancer cells, especially in cases of overlapping and congested cells, contribute to a better 
understanding of tumor heterogeneity. This is critical for adapting effective and personalized treatment strategies.  

F0B7 Identifying and quantifying cancer cells at the individual level can enhance early detection capabilities, providing clinicians 
with valuable information for prognosis and treatment planning.  

F0B7 Cell-level analysis is essential in drug development and testing, allowing researchers to evaluate the effectiveness of potential 
treatments on specific cancer cell types.  

F0B7 Automated cell counting and detection can support pathologists and clinicians, streamlining the diagnostic process and 
potentially improving diagnostic accuracy. 

3. Research methodology and materials 

The section encompassed model architecture, dataset preparation from lab experiments, image collection, rigorous pre-processing, 
and augmentations, followed by model training and testing focusing on selecting pertinent performance and evaluation metrics. 

3.1. Proposed integrated deep learning model 

The DL detection and counting model proposed for this study is depicted in Fig. 2. This block diagram represents the flow of data 
through the integrated YOLOv2 and ResNet-50 model for HT-29 cell detection. The ResNet-50 model’s intermediate layers are used for 
feature extraction, and the YOLOv2 layers, with anchor boxes and a specific activation layer, contribute to object detection. The final fully 
connected layer with softmax activation produces the model’s output, which includes bounding boxes and labels for HT-29 cell detection. 
The entire architecture is designed to seamlessly combine the strengths of both models for accurate and reliable cell detection. 

3.1.1. Cancer samples and dataset preparation 

3.1.1.1. Cell culture, invasion and migration. This study employed the HT-29 colorectal adenocarcinoma cell line as a surrogate for 
authentic colorectal cancer cells. The cell lines utilized in the study were sourced from Procell Life Science & Technology Co., Ltd., 
located in Wuhan, China. The cells were cultured at a temperature of 37◦ Celsius under an atmosphere of 5 % carbon dioxide in 
McCoy’s 5A medium supplemented with 10 % fetal bovine serum (FBS). To prepare data the same procedure was followed by previous 
studies [12,46]. 

A transwell system, specifically a transwell 24-well chamber made by Millipore, was used to evaluate the invading and migrating 
capacities of the cells, also discussed in [12,47]. After being detached with trypsin, the cultured cells were centrifuged at 800 g for 3 
min in order to collect them. Then, 200 μL of serum-free McCoy’s 5A medium were added to the upper compartment, and 10,000 cells 
were seeded into a transwell. A medium containing 10 % fetal bovine serum (FBS) was added to the lower chamber. The transwell 
chambers were pretreated with matrigel (1:4, BD, USA) at a concentration of 1:4 before the invasion assay was carried out. The cells 
living in the top layer of the filter were painstakingly removed after either 24 h (for the migration assay) or 48 h (for the invasion 
assay). The number of cells that were still adhered to the lower surface of the filter membrane after crystal violet staining was then 
monitored using the Olympus microscope. Also the same criteria was followed in previous studies [12,48]. Finally, 566 images were 
collected and divided into a training set of 80 % and a testing set of 20 %. Figs. 5 and 7 represent one of the collected images presenting 
colorectal cancer cells as blue shapes. Fig. 3 shows the complete steps of the dataset (HT-29 cells images) collection [12]. 

3.1.2. Pre-processing and augmentation of HT-29 data 
To better apply the trained models to various histopathology images and settings, we augment the data to increase the network’s 

robustness to data variability. The augmentation techniques are applied to the original images without adding new samples to the 
dataset. To add variety, we spatially and chromatically alter each image. Images and their associated binary masks undergo random 
spatial transformations like rotation in vertical and horizontal axes and cropping at various zoom levels. The images are also rotated 90 
and 180◦ to give the impression that the pathologist is viewing them from above. The last step of the augmentation process involves 
randomly converting each slide to grayscale and adjusting the brightness, contrast, and saturation to diversify the dataset further [12]. 
These augmentation strategies collectively enhance the adaptability and robustness of DL models, particularly essential in medical 
image analysis, where variations in scale, orientation, and appearance are frequently encountered. 

3.1.2.1. HT-29 cells labelling. We used the Image Labeler App includes a versatile ROI Labeler tool in MATLAB 2021. This tool em-
powers users to generate various types of Region of Interest (ROI) labels, including rectangles, polylines, pixels, and polygons, for 
individual images or sequences of pictures. Fig. 4 shows the ROI and scene labeling procedure [12]. To conduct data labeling, we 
followed a systematic approach using the image labeler:  

F0B7 In the initial phase, we loaded data that lacked any pre-existing labels. This allowed us to start with raw, unlabeled information, 
laying the labeling process’s foundation. 
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F0B7 Subsequently, we manually labeled an image frame from a collection of images. The interactive nature of the ROI Labeler tool 
provided a user-friendly environment to mark ROIs by hand, assigning labels as needed.  

F0B7 We employed automation techniques within the Image Labeler to expedite the labeling process across multiple frames. This 
automation capability significantly increased efficiency by automatically assigning labels to images throughout the sequence.  

F0B7 Upon completion of the labeling process, we utilized the export feature to extract the labeled data, creating a named ground 
truth dataset. This dataset served as a valuable resource for training and evaluating models.  

F0B7 We addressed the significance of ROI labels, representing rectangular interest regions containing relevant information. These 
labels included a distinct name, such as “HT-29 cells,” and information about the production location. 

Fig. 5 shows the labeled image for colorectal cancer cells (HT-29 cells) via the green boxes. 

3.1.2.2. Classification of histopathological images. All images were resized to 224 x 224 x 3 patches to comply with each pre-trained 
model’s input size specifications. The learning process was conducted with a batch size 32 to guarantee uniform feature represen-
tation. A total of fifty training epochs were applied to each model. The optimization technique used Stochastic Gradient Descent (SGD) 
with momentum. The initial learning rate of 0.0001 per second was established. The learning rate was reduced by 0.10 after every ten 
epochs to accommodate hierarchical depths in the data. An additional layer with full connection and softmax activation was imple-
mented to achieve consistent and accurate patch detection across diverse network setups. The size of this stratum is directly pro-
portional to the number of objective categories. In equation (1), the probabilistic output of the softmax function is utilized to assign 
each patch to the category with the highest score. “n" is the total number of classes in the given equation, whereas “I" denotes the index 
of each element in the output vector. As a result, “yi” denotes the output of the last convolutional layer [12]. 

P (yi )=
eyi

∑n

j
eyj

(1)  

3.2. Architecture of ResNet-50 

ResNet − 50 is a DL network model specifically designed for image recognition applications. The model can handle input images 
with dimensions of 224 × 224 × 3, representing color images. It starts with a convolutional layer featuring 64 filters, each sized 7x7 
with a stride of 2. After each convolutional layer, batch normalization of activations is applied to aid the training process. Dimen-
sionality reduction is achieved through a max pooling layer with a 3x3 filter size and a 2-pixel stride. ResNet-50 employs residual 
blocks to address the vanishing gradients problem. These blocks establish rapid connections within, linking multiple convolutional 

Table 2 
Summary of the previous studies.  

Study Objective Dataset Techniques Results 

[35] Improve CCE for colorectal 
cancer screening 

Danish National Screening Program 
(255 participants) 

A matching algorithm, CNN Matching algorithm provides one-to-one 
match; CNN achieves 96.4 % accuracy 

[36] Automate diagnosis of colorectal 
tissue using optical coherence 
tomography 

18 ex vivo human specimens Pattern-recognition optical 
coherence tomography 

ROC of 0.998 achieved 

[37] Automate lung and colon cancer 
diagnosis using AI and DL 

Histopathological images of lung and 
colon tissues 

DL and DIP techniques 96.33 % accuracy in identifying cancer 
tissues 

[38] Machine vision-based approach 
for Tuberculosis detection 

TB infected and normal CT scan images Supervised learning 
classifiers, ANN 

ANN achieves 99 % accuracy 

[39] Automated identification of 
brain tumors in MRI images 

Grayscale human brain MR images Connected component and 
index-based colorization 
methods 

Improved PSNR and SSIM values 

[40] Develop an algorithm for lung 
nodule detection in CT scan data 

CT scan images CNN algorithm 84.8 % accuracy, 90.47 % precision, 
90.64 % specificity 

[41] Use CNNs to extract patterns 
from colorectal cancer tissue 
slides 

86 CRC tissue slides, 862 HE slides Deep CNNs, transfer 
learning 

Deep stroma score is an independent 
prognostic factor 

[42] DL for colorectal cancer 
detection with ResNet 
architecture 

Colon glands images ResNet-18 and ResNet-50 ResNet-50 outperforms ResNet-18 

[43] DL architectures for colon 
cancer classification and 
segmentation 

AiCOLO colon cancer dataset, CRC- 
5000, NCT-CRC-HE-100K, and others 

Various CNN models, 
transfer learning 

Up to 96.98 % accuracy for patch-level 
classification with ResNet 

[44] Colon cancer detection through 
CT colonography 

Not specified Pre-trained CNN for image 
pre-processing 

Higher accuracy (87 % for 
segmentation, 88 % for polyp detection) 
compared to classical algorithms 

[45] Automated diagnosis of colon 
cancer from biopsy examination 

Indian hospital datasets (4X, 10X, 20X, 
40X magnifications), public colon 
image datasets 

Transfer learning 
architectures; Bayesian 
optimized SVM 

Inception-V3 network achieves 96.5 %– 
99 % accuracy  
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Fig. 2. Proposed integrated Deep Learning model.  
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Fig. 3. The experimental steps for dataset collection [12].  
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layers. Subsequent architectural blocks consist of convolutional layers with varying numbers and sizes of filters, with the initial block 
consistently featuring three convolutional layers of different sizes. The output of each residual block, combined with the initial input 
through a shortcut link, enhances gradient flow, facilitating better training. Following the final residual block, global average pooling 
is applied to standardize the feature map dimensions to a predetermined size. To handle multiple output classes in the ImageNet 
dataset, a connection is established between the output of the global average pooling layer and an additional layer with 1000 fully 
connected units. Class probabilities are obtained by passing the output of the fully connected layer through a softmax activation 
function. The resulting probability distribution reflects the network’s assessments of various classifications for the input image. 
ResNet-50’s impressive architectural design incorporates the “residual learning” concept, contributing to its outstanding performance 
across diverse image recognition tasks [12,49]. Fig. 6 depicts the architecture of the ResNet-50 model [49]. 

3.2.1. ResNet for counting purposes 
ResNet models can be used for counting objects in images. While ResNet architectures were primarily designed for image classi-

fication tasks, they can also be adapted for object counting by making a few modifications.  

I. One common approach is to employ a two-step process: object detection followed by counting. In the detection step, an object 
detection model, such as Faster R–CNN or YOLO (YOLO is used here), can identify and localize objects within an image. These 
models are trained to generate bounding box predictions and object class probabilities. Once the objects have been detected, the 
counting step involves utilizing ResNet or its variants to classify each detected object as a separate instance of the desired object 
class. The ResNet model can be fine-tuned on the specific object class of interest using the detected object regions as inputs. By 
processing each detected object individually through the ResNet model, counting the number of instances of the desired object class 
present in the image becomes possible [50].  

II. Another approach is to use regression-based methods, where the ResNet model is modified to output a count directly. Instead of 
classifying individual objects, the network is trained to predict the count of objects within an image as a numerical value. This can 
be achieved by modifying the last layer of the ResNet architecture to produce a scalar count prediction. 

Both approaches require appropriate training data, where the images are labeled with object bounding boxes and corresponding 
object counts. The models can then be trained using these annotated datasets to learn the association between image content, object 
detection, and counting. It’s worth noting that while ResNet models can be effective for object counting, specialized architectures such 
as FCNs or density-based counting methods like DensityNet are also commonly used for counting tasks. These models are designed to 
estimate object density maps, which can be integrated to obtain accurate object counts. These methods are also implemented in Refs. 
[51–55]. 

3.3. Model training and testing 

The model proposed for this study is presented in Fig. 2. The dataset, comprising images containing HT-29 cells, is pre-processed to 

Fig. 4. Data (HT-29 cells) labelling.  
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ensure uniformity. All images are resized to 224 x 224 x 3 patches to align with the input size specifications of the pre-trained ResNet- 
50 model, which is an integral component of the integrated architecture. The model architecture is a fusion of YOLOv2 and ResNet-50, 
18. The ResNet-50 model is modified to extract features relevant to HT-29 cell detection. The intermediate layers (2–174) of ResNet-50 
are retained, and a new layer is introduced for the final classification task. The YOLOv2 layers are integrated to facilitate object 
detection, utilizing anchor boxes for bounding box predictions. The feature extraction layer is set to ‘activation_48_relu’ in the ResNet- 
50 model. 

The model is trained using a combination of the YOLOv2 and ResNet-50 layers. The training is conducted over 200 epochs with a 
batch size of 4. Stochastic Gradient Descent (SGD) with momentum is employed as the optimization technique. The initial learning rate 
is set to 0.001, and it is reduced by 0.10 after every ten epochs to adapt to the hierarchical depths present in the data. A final fully 
connected layer with softmax activation is added to ensure consistent and accurate HT-29 cell patch detection across various network 
setups. 

Upon model training, the detection and counting of HT-29 cells are performed on both individual test images and a larger dataset. 
Bounding boxes and labels are predicted and visualized for a single test image. Additionally, the model is evaluated on a dataset 
containing multiple images, and the detection results are displayed. The testing process involves testing the trained model on a 
separate dataset. The performance of the integrated model is evaluated using precision, recall, and average precision metrics. The 
precision-recall curve is plotted based on the evaluation results, providing insights into the model’s ability to accurately detect and 
count HT-29 cells. 

3.4. Implementation tools 

The proposed architectures were trained and tested on a system with an Intel(R) Xeon(R) Bronze 3204 1.9 GHz processor and 62 GB 
RAM. The operating system used was MS Windows 10. The DL framework in Matlab 2021 was employed to conduct all experiments. 
Data analysis was performed using MS Excel, and diagrams were created using the Canva tool. 

3.5. Performance evaluation 

We utilized the established metrics to evaluate and compare our models with state-of-the-art techniques: 

Accuracy=
TP + TN

TP + TN + FP + FN
(2)  

Specificity=
TN

TN + FP
× 100 (3)  

Sensitivity=Recall =
TP

TP + FN
× 100 (4)  

Precision=
TP

TP + FP
× 100 (5) 

Fig. 5. labelling the HT-29 cells in images.  
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False Positive Rate=
FP

FP + TN
× 100 (6)  

False Positive Ratio= 1 −

(
Specificity

100

)

(7)  

False Negative Ratio= 1 −

(
Sensitivity

100

)

(8)  

In the above equations (2)–(8) [12], TP means true positive, TN means true negative, FP is false positive, and FN represents false 
negative. Sensitivity assesses a model’s capacity to correctly predict instances belonging to each category (true positives). At the same 
time, specificity gauges the model’s proficiency in accurately predicting instances not belonging to each category (true negatives). 
These metrics apply to any categorical model. 

4. Results and discussion 

We comprehensively analyzed 566 images depicting colorectal cancer conditions and detection. The images were annotated using 
an image labeler to identify HT-29 cells. Subsequently, these images were exploited for training and testing using the DL architectures 
of ResNet-50 and ResNet-18. In our analysis, we focused on counting the number of cancer cells in each image to assess the accuracy of 
the proposed model. The evaluation involved measuring network performance, accuracy, and computational cost. To ensure 
robustness, each model underwent training and testing using ten independent non-overlapping random training and test data splits. 

Furthermore, we conducted various tasks to explore and demonstrate the impact of data pre-processing on the overall results and 
performance of the models. The counting of HT-29 cells in the integrated YOLOv2 and ResNet-50 model is executed through a multi- 
step process. The trained object detector is initially applied to a single test image utilizing the detect function. This function returns 
crucial information, including bounding boxes, scores, and labels for identified objects in the image. Subsequently, the obtained results 
are visually represented on the test image using the “insertObjectAnnotation function”, allowing for a clear understanding of the 
detection outcomes. The actual counting of HT-29 cells is achieved by summing the occurrences of specific labels as HT-29. These 
counts, represented by variables c1, signify the respective quantities of detected instances of HT-29 cells in the given test image. The 
same counting methodology is applied iteratively in a loop when processing multiple images from a dataset, providing a compre-
hensive analysis of the model’s detection and counting capabilities across various samples. Table 3 shows the counting of HT-29 cells in 
images, and the total count and average values are shown in the last two rows. 

The performance of the model was evaluated using the test set for HT-29 cells detection and counting. Fig. 7 shows the detection 
and count of HT-29 cells; Fig. 7 (a) count of HT-29 cells by ResNet-50 is 290, and Fig. 7 (b) count of HT-29 cells by ResNet-18 is 300. 
The Following sum function is used to count HT-29 cells in all images:  

F0B7 ≫ sum(labels = = ’cancer’)  
F0B7 ans = 290 

4.1. Performance evaluation of ResNet-50 

The ResNet-50 model underwent training and testing phases, and various metrics were computed to assess the accuracy of HT-29 
cell detection and counting. In the training phase of the ResNet-50 model, which utilized 70 % of the dataset, the model demonstrated a 
high level of precision, with a value of 0.97, indicating a minimal false-positive rate. The F1 score, a harmonic mean of precision and 
recall, was calculated to be 0.96, suggesting a balanced performance between precision and recall. The recall, representing the ability 
to capture all instances of HT-29 cells, reached 0.97. The model’s overall accuracy during training was 96.66 %, indicating its 

Fig. 6. The architecture of the ResNet-50 [12,49].  
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proficiency in correctly classifying HT-29 cells. 
During the test phase, where the model was evaluated on the remaining 30 % of the dataset, the ResNet-50 model maintained 

similar high-performance metrics. The precision remained at 0.97, underlining the model’s consistency in minimizing false positives. 
The F1 score and recall were 0.96 and 0.96, respectively, indicating the model’s effectiveness in balancing precision and recall on 
previously unseen data. The overall accuracy during testing stood at 96.33 %, reinforcing the model’s generalization capability. These 
metrics collectively demonstrate the robustness and reliability of the ResNet-50 model in accurately identifying HT-29 cells, both 
during the training process and when faced with new, unseen data during the testing phase. The performance evaluation of the ResNet- 
50 approach is summarized in Table 5. 

Fig. 8 depicts the ResNet-50 model in both its training and testing stages. The figure visually represents the model’s performance, 
displaying the precision, F1 score, and recall values for detecting and counting HT-29 cells. The graph allows for a comprehensive 
understanding of how these metrics evolve throughout the training and testing processes, providing insights into the model’s per-
formance at each stage. 

Fig. 9 illustrates the model’s accuracy during the training and testing phases. Specifically, the figure illustrates the detection and 
counting precision of HT-29 cells. During the training phase, the model’s accuracy reached 96.33 %. In the phase of testing, 95.3 % 
accuracy was recorded. This graph visually represents the model’s accuracy performance throughout the training and testing 
processes. 

Fig. 10 depicts the training progress of the ResNet-50 model, where Fig. 10 (a) shows the curve of RMSE and Fig. 10(b) shows the 
Loss curve. This graph represents the training process conducted on the images. Following the training phase, the model can perform 
object detection and counting on the test images. This graph provides insights into the accuracy and loss values achieved during 

Fig. 7. Detection and total count of HT-29 cells in images: (a) ResNet-50 detection and count, (b) ResNet-18 detection and count.  

Table 3 
HT-29 cells count in some of the images.  

Image Number HT-29 cells (colorectal cancer cells) 

1 290 
2 300 
3 100 
4 70 
5 210 
6 140 
7 180 
Total 1290 
Average 184.285 

The quantification method of colorectal cancer cells (HT-29) in images is 
presented in Table 4. 
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training. It visually depicts the model’s efficacy and object detection/counting characteristics in images. 

4.2. Performance evaluation of ResNet-18 

In the training phase of the ResNet-18 model, encompassing 70 % of the dataset, the model exhibited exceptional precision with a 
value of 0.997. This high precision underscores the model’s proficiency in minimizing false positives while identifying HT-29 cells. The 
F1 score, an amalgamation of precision and recall, reached 0.976, indicating a balanced trade-off between precision and recall. The 
recall, representing the model’s ability to capture instances of HT-29 cells, achieved a commendable value of 0.988. The overall ac-
curacy during training was recorded at an impressive 98.70 %, encouraging the model’s accuracy in classifying HT-29 cells with high 
confidence. 

During the subsequent testing phase, where the model was evaluated on the remaining 30 % of the dataset, the ResNet-18 model 
maintained its exceptional performance. The precision remained notably high at 0.989, suggesting the model’s consistency in mini-
mizing false positives on previously unseen data. The F1 score and recall were 0.968 and 0.987, respectively, demonstrating the 
model’s effectiveness in balancing precision and recall. The overall accuracy during testing stood at 98.13 %, further indicating the 
model’s robust generalization capability and ability to identify HT-29 cells in diverse datasets accurately. 

These performance metrics collectively highlight the ResNet-18 model as a reliable and accurate tool for identifying HT-29 cells, 
showing its proficiency in both the training and testing phases. The performance evaluation of the ResNet-18 approach is summarized 
in Table 6 and depicted in Fig. 11. 

The overall Accuracy of the ResNet-18 Model during the testing and testing phases of HT-29 is depicted in Fig. 12. 
Fig. 13 depicts the training progress of the ResNet-18 model where Fig. 13 (a) shows the curve of RMSE and Fig. 13(b) shows the 

Loss curve. 

4.3. Comparative analyses of employed models 

The comparison of the ResNet-50 and ResNet-18 models’ accuracy is depicted in Fig. 14. The comparative analysis between the 
ResNet-50 and ResNet-18 models for detecting and counting HT-29 cells reveals compelling insights into their respective perfor-
mances. Notably, both models demonstrated impressive precision values during the training phase, with ResNet-50 achieving 0.97 and 
ResNet-18 surpassing it with a precision of 0.997. This indicates the ResNet-18 model’s enhanced capability in minimizing false 
positives, showcasing its precision in identifying HT-29 cells. The F1 scores, harmonizing precision, and recall were commendably high 
for both models, with ResNet-18 slightly outperforming ResNet-50 (0.976 vs. 0.96). This suggests that the ResNet-18 model strikes a 
slightly better balance between precision and recall in the scenario of HT-29 cell detection. 

In terms of recall, ResNet-18 consistently achieved high values, particularly evident during the training phase, where it reached 
0.988, surpassing ResNet-50’s recall of 0.97. This signifies the ResNet-18 model’s superior ability to capture instances of HT-29 cells, 
making it more proficient at comprehensively identifying the target class. Moreover, both models’ overall accuracy during training and 
testing was notably high, with ResNet-18 maintaining a marginal lead (98.70 % vs. 98.13 %), emphasizing its robust generalization 
capability. While both ResNet-50 and ResNet-18 exhibit impressive performance in detecting and counting HT-29 cells, the nuanced 
differences suggest that the ResNet-18 model holds a slight edge regarding precision, recall, and overall accuracy. These findings 
underscore the importance of model architecture in achieving optimal results for specific detection tasks, with ResNet-18 proving well- 
suited for the singular class detection of HT-29 cells in images. 

The unexpected observation where ResNet-18 outperforms ResNet-50 in terms of accuracy in this study can be attributed to various 
influencing factors.  

F0B7 One crucial aspect to consider is the unique characteristics of the dataset used for this study. The dataset’s specific distribution, 
size, and complexity may favor the learning patterns captured by ResNet-18 over ResNet-50. The shallower architecture of 
ResNet-18 might be especially advantageous in cases where the dataset is relatively small or lacks the diversity required for 
ResNet-50 to generalize effectively.  

F0B7 Another factor contributing to the observed performance could be the sensitivity of each model to the distribution of data or the 
inherent difficulty of the HT-29 cell detection task. As the dataset contains challenging instances or exhibits class imbalance, the 
reduced capacity of ResNet-18 might help prevent overfitting and perform more robustly in such scenarios.  

F0B7 The influence of training hyperparameters should not be overlooked. The choice of learning rate, batch size, and data 
augmentation techniques can significantly impact model convergence and generalization. It is plausible that the specific 
combination of hyperparameters used in this study favors ResNet-18 over ResNet-50 for the HT-29 cell detection task.  

F0B7 Also, the sensitivity of neural network architectures to random initialization could be a contributing factor. The random nature 
of weight initialization means that different training process runs may lead to varied results. If ResNet-18 happened to start with 
a more favorable set of initial weights for the HT-29 cell detection problem, it could have influenced its superior performance. 

The cases below are where the accuracy of a ResNet-18 model is better than that of a ResNet-50 model, like here in the case of our 
dataset HT-29 cells. Although ResNet-50 is a deeper and more complex architecture than ResNet-18, it only sometimes guarantees 
higher accuracy. 

Here, we are assuming a few scenarios where ResNet-18 might outperform ResNet-50: 
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F0B7 When the available training dataset is relatively small, ResNet-18, with its fewer parameters and simpler architecture, may 
generalize better and avoid overfitting compared to ResNet-50. ResNet-18 is a variant of ResNet designed to generate more 
robust representations without memorizing the training data [56–59].  

F0B7 If the image classification task involves relatively simple patterns or features that can be captured effectively by shallower 
architectures, ResNet-18 might perform better. ResNet-50’s deeper layers might not contribute significantly to the task if the 
additional depth is not required to capture the complexity of the image patterns [56–59].  

F0B7 ResNet-50 requires more computational resources and memory due to its increased depth and parameter count. In scenarios 
where computational resources are limited, ResNet-18 may be preferred as it can provide a reasonable trade-off between ac-
curacy and computational efficiency [56–59].  

F0B7 In some cases, ResNet-50’s additional capacity might lead to overfitting if the dataset is not large enough or diverse. ResNet-18’s 
simpler architecture could be advantageous in such situations by offering better generalization and avoiding overfitting issues 
[56–59]. 

However, these scenarios are incomplete, and the performance comparison between ResNet-18 and ResNet-50 can vary depending 
on the specific dataset, task, and training conditions. Experimenting and evaluating multiple architectures is generally recommended 
to determine the best model for a particular problem. These cases are also reported in Refs. [56–59] studies. Conducting an ablation 
study or sensitivity analysis would reveal crucial factors that influence the performance of models in HT-29 cell detection, providing 
further insights through detailed investigation. 

Fig. 8. Performance and evaluation of ResNet-50 during training and testing phases of HT-29.  

Table 5 
Performance evaluation of the ResNet-50.  

Model Phase Classes Precision F1 Score Recall Overall Accuracy 

ResNet-50 Training 70 % HT-29 cells 0.97 0.96 0.97 96.66 % 
Testing 30 % HT-29 cells 0.97 0.96 0.96 96.33 %  

Table 4 
Final count of colorectal cancer cells (HT-29) in all images.  

Class in images Count ofimages Counting procedure 

HT-29 cells (Colorectal cancer) 566 566 x 184.285 = 104305.31  
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Table 6 
Performance evaluation of the ResNet-18.  

Model Phase Class Precision F1 Score Recall Overall Accuracy 

ResNet-18 Training 70 % HT-29 cells 0.997 0.976 0.988 98.70 % 
Testing 30 % HT-29 cells 0.989 0.968 0.987 98.13 %  

Fig. 10. ResNet-50 training progress: (a) shows the RMSE, and (b) shows the Loss.  

Fig. 9. Accuracy of ResNet-50 during the training and testing phases of HT-29.  
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4.4. Comparison with previous studies 

In our focus on detecting and counting colorectal cancer cells (HT-29), the higher accuracy achieved by ResNet-18 compared to 
ResNet-50 can be attributed to several factors. The dataset, comprising images of congested and overlapping colorectal cancer cells 
obtained through fluorescence microscopy, plays a crucial role. The nature of the dataset, emphasizing crowded cell arrangements, 
aligns with ResNet-18’s architecture, which may be more effective in capturing complex details and relationships within densely 
packed cell structures. Additionally, the choice of YOLOv2 for cell detection could complement ResNet-18’s ability to count cells 
accurately. The lighter architecture of ResNet-18 might be advantageous for this specific task, as it might prevent overfitting on the 
given dataset. The performance differences between ResNet-18 and ResNet-50 in our study are compared to 15 other studies in Table 7. 

Fig. 12. Overall Accuracy of ResNet-18 model during testing and testing phases of HT-29.  

Fig. 11. ResNet-18 performance evaluation of training and testing phases of HT-29.  
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5. Conclusion 

This research aimed to develop an effective model for detecting and counting colorectal cancer (HT-29) cells in images, employing 
an integrated approach that combines YOLOv2 with ResNet-50 and ResNet-18 architectures. The primary objective was to enhance the 
accuracy and reliability of cell detection, addressing a crucial aspect of medical image analysis in the context of colorectal cancer 

Fig. 14. The comparison of the ResNet-50 and ResNet-18 models’ accuracy.  

Fig. 13. ResNet-18’s training progress: (a) shows RMSE, and (b) shows the Loss.  
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Table 7 
Comparison with previous studies based on residual networks.  

Study Goal Methodology Model/Algorithm Dataset Results Accuracy reasons 

[60] Breast cancer 
diagnosis using 
ResNet-50 CNN 

Histopathological image 
classification 

ResNet-50 (Transfer 
Learning) 

BreakHis dataset 99 % accuracy Transfer learning, ResNet-50 architecture 

[42] Detection of 
colorectal cancer 
with ResNet 

Image classification ResNet-18, ResNet-50 Colon glands images >80 % accuracy, >87 % 
sensitivity, >83 % specificity 

ResNet-50 outperforms ResNet-18 

[61] Classification of skin 
cancer, brain tumor, 
breast cancer, and 
colon cancer 

Image classification Proposed CNN model vs. 
ResNet-50 

Multiple datasets Improved accuracy in every 
category 

Proposed model superiority 

[62] Detection of cancer 
from histopathology 
images 

ML with CNN ResNet-50 ResNet-50 Breast Cancer Wisconsin 
dataset, Breast 
Histopathology images 
dataset 

91.7 % accuracy Training CNN with ResNet-50 architecture 

[63] Breast cancer 
diagnosis using 
ResNet-50 

Computational breast 
cancer diagnosis 

ResNet-50 (Transfer 
Learning) 

BreakHis dataset 99 % accuracy Transfer learning, ResNet-50 architecture 

[64] Skin cancer 
classification using 
ResNet-50 

Image classification ResNet-50, VGG16, CNN HAM10000 dataset 84.87 % accuracy, Precision 0.86, 
Recall 0.85, F1-score 0.85 

The high predictive capability of ResNet-50 

[65] Breast abnormality 
classification 

Mammographic imaging ResNet-50 with SCDA 
augmentation 

INbreast and MINI-MIAS 
datasets 

95.74 % accuracy (8.55 % 
specificity, 92.83 % sensitivity) 

SCDA augmentation method 

[66] Prediction of primary 
tumor sites in spinal 
metastases 

MRI-based ResNet-50 
CNN 

ResNet-50 CNN Spinal metastases patients 52.97 % top-1 accuracy (AUC- 
ROC: 0.77) 

Potential to prioritize examinations and 
treatments 

[67] Melanoma cancer 
classification 

Image classification ResNet-50, ResNet-40, 
ResNet-25, ResNet-10, 
ResNet-7 

ISIC 2018 dataset Best model: ResNet-50 without 
augmentation (Validation 
accuracy: 0.83, F1 score: 0.46) 

Best performance among ResNet models 

[68] Brain tumor 
classification 

Multi-class classification ResNet-50 (Transfer 
Learning) 

Brain tumor datasets Accuracy: 95.3 % Transfer learning with pre-trained ResNet-50 

[69] Colon cancer 
identification 

Image classification ResNet-18 vs. Squeezenet 30 samples ResNet-18 accuracy: 86.51 % ResNet-18 outperforms Squeezenet 

[70] IoT framework for 
brain tumor 
detection 

Brain tumor detection Optimized modified 
ResNet-18 (OMRES) 

Not specified Accuracy: 98.67 % RMSProp algorithm with a dropout rate of 0.5 

[71] Medical image 
retrieval using 
ResNet-18 

Image retrieval ResNet-18 Multi-modality dataset Classification accuracy: 92 % 
(mAP: 0.90) 

Retrieval based on pre-trained ResNet-18 

[72] Breast cancer 
detection from 
ultrasound images 

Breast cancer detection ResNet-18, ResNet-34, 
ResNet-50, ResNet-101, 
ResNet-152 

BUSI dataset Varied metrics evaluated ResNets superiority, GradCAM++ visualizations 

[73] Pancreas 
segmentation using 
ResNet-18 

Pancreas segmentation ResNet-18 CT scan images Dice similarity index: 98.29, 
Jaccard Index: 96.63, Bfscore: 
84.65 

DL outperforms traditional methods 

Our study Colorectal cancer cell 
(HT-29) detection 
and counting 

Cell counting using 
YOLOv2 and ResNet- 
50,18 

YOLOv2, ResNet-18, 
ResNet-50 

Colorectal cancer cell images ResNet-18: 98.70 %, ResNet-50: 
96.66 % accuracy 

YOLOv2 and ResNet hybrid architecture, dataset 
type, the influence of training hyperparameters, 
and single class for accurate cell counting  
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research. The ResNet-50 and ResNet-18 models were then trained using a carefully curated dataset, and their performances were 
rigorously evaluated. The results revealed that the ResNet-18 model consistently outperformed ResNet-50 regarding precision, recall, 
and overall accuracy during the training and testing phases. This unexpected outcome could be attributed to various factors, including 
the specific characteristics of the dataset, the sensitivity of each architecture to different data distributions, and the chosen hyper-
parameters during training. The novelty of this research lies in its exploration of integrated models and the detailed evaluation of their 
performances in the specific context of HT-29 cell detection. This study contributes valuable insights to healthcare and cancer research 
by employing cutting-edge DL techniques. The ResNet model’s good accuracy makes it a robust tool for precise HT-29 cell detection. 
This research explores the technical aspects of model development, emphasizing the intricate interplay among architecture, dataset 
characteristics, and hyperparameter choices. The findings highlight the significance of empirical testing and context-specific con-
siderations in crafting resilient models for medical image analysis, ultimately advancing cancer detection and healthcare technologies. 
In future work, we aim to further investigate these models using different datasets, more classes, and hyperparameters. 
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