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A B S T R A C T

Introduction: Internal standards correct for measurement variation due to sample loss. Isotope labeled analytes
are ideal internal standards for the measurement of fatty acids in human plasma but are not always readily
available. For this reason, quantification of multiple analytes at once is most often done using only a single or few
internal standards. The magnitude of the impact this has on method accuracy and precision is not well studied for
gas chromatography-mass spectrometry systems.
Objective: This study aims to estimate bias and changes in uncertainty associated with using alternative fatty acid
isotopologue internal standards for the estimation of similar or dissimilar long chain fatty acids.
Method: Using a previously reported method for the quantification of 27 fatty acids in human plasma using 18
internal standards we obtained estimates of bias and uncertainty at up to three levels of fatty acid concentration.
Results: With some notable exceptions, method accuracy remained relatively stable when using an alternative
internal standard (Median Relative Absolute Percent Bias: 1.76%, Median Spike-Recovery Absolute Percent Bias:
8.82%), with larger changes in method precision (Median Increase in Variance: 141%). Additionally, the degree
of difference between analyte and internal standard structure was related to the magnitude of bias and uncer-
tainty of the measurement.
Conclusion: The data presented here show that the choice of internal standard used to estimate fatty acid con-
centration can affect the accuracy and reliability of measurement results and, therefore, needs to be assessed
carefully when developing analytical methods for the measurement of fatty acid profiles.
Disclaimer: The findings and conclusions in this report are those of the author(s) and do not necessarily represent
the official position of the Centers for Disease Control and Prevention/the Agency for Toxic Substances and
Disease Registry. Use of trade names is for identification only and does not imply endorsement by the Centers for
Disease Control and Prevention, the Public Health Service, and the US Department of Health and Human
Services.

Introduction

Fatty acids (FA) are a broad class of bioactive molecule that play a
wide variety of roles in the body and influence disease [1,2]. For these
reasons, FA profiles have been used to assess aspects of human health [3-
5]. Gas chromatography-mass spectrometry (GC–MS) is one of the most
popular techniques for obtaining FA profiles due to its advantages in
both selectivity and sensitivity [6]. However, GC–MS analyses of FAs in
human samples requires significant sample preparation, which increases
the risk of sample loss.

The use of an internal standard (IS) is a widely adopted technique to
control for sample loss during FA analysis [7-10]. Briefly, this is

accomplished by spiking the sample with a known concentration of IS
material prior to sample preparation, and using the ratio of FA-to-IS
instrument responses to estimate FA concentration. However, chemi-
cal species differ in their ability to control for sample dependent analyte
loss.

ISs improve method precision only if the IS instrument response is
correlated to that of the analyte to a degree that overcomes the increase
in error associated with taking their quotient [11]. ISs improve method
accuracy only if the proportions of analyte and IS concentration to in-
struments response remain constant in the calibration and unknown
sample materials. For this reason, ISs perform better if they have
chemical and physical properties that are similar to, but are measurable
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apart from, the analyte of interest. Additionally, ISs with a natural
abundance in the sample matrix confound the estimation of analyte
concentration and perform more poorly as controls.

Common ISs for the quantification of FAs in human plasma include
FA isotopologues and odd-chain FAs, and there are advantages and
disadvantages to using either. Odd-chain FAs are easily obtained and are
expected to have similar properties to FAs of similar length. However,
there is evidence that odd-chain fatty acids are naturally abundant in
human tissue and may not be suitable as controls in this sample matrix
(Supplemental Fig. S1) [12]. FA isotopologues also have similar chem-
ical and physical properties to their FA counterparts but can be labelled
to the extent that there is no natural abundance in human tissue [13-15].
Additionally, LC-MS studies have found isotopologues to perform better
than chemical analogue ISs [16,17]. However, preparing or purchasing
isotopologues for each FA in a FA profile is often impractical. For this
reason, many FA profiling methods choose to use a single IS to control
for multiple FAs [7,8,18-20].

To the authors’ knowledge, there is no data estimating the analytical
cost of doing so in tandem with GC–MS. As machine learning and
analytical techniques improve, the pace of research becomes more
reliant on the reusability of method data for large cross-study analyses
[21]. Method standardization and the reduction of method bias and
imprecision is critical. Our study aims to inform IS selection in FA
quantification by GC–MS by assessing changes in method accuracy,
precision, and ruggedness associated with using a selection of 1 to 18 FA
isotopologue ISs for the estimation of 27 FAs in human plasma.
Furthermore, we seek to objectively find a relationship between method
performance and FA/IS pair structures.

Materials and methods

Chemicals and Blood Samples

FA methyl esters (FAMEs) were purchased from Nu-Check Prep
(Elysian, MN). Stable isotope-labeled FAs and FAME ISs (Table 1) were

obtained from Sigma-Aldrich (St. Louis, MO), IsoSciences (King of
Prussia, PA), Cayman Chemical (Ann Arbor, MI), and Cambridge Isotope
Laboratories (Andover, MA). A GLC-674 Reference Standard Mixture
was purchased from Nu-Check Prep (Elysian, MN) for spike-and-
recovery accuracy assessments. All other reagents used were of analyt-
ical grade, and were purchased from Fisher Scientific (Pittsburgh, PA).

Quality control (QC) samples at low, medium, and high FA concen-
trations were prepared from plasma units obtained from Bioreclamation,
Inc. (Westbury, NY). Individual plasma samples were also obtained from
Bioreclamation, Inc. The company has IRB approval (IRB No. 20161665)
to collect blood and obtains informed consent from donors. The CDC’s
use of the blood and urine is consistent with the IRB approval and donor
consent. No personal identifiers were provided to the CDC, and the
CDC’s participation did not constitute human subject research.

Sample Preparation and GC–MS Analysis

Calibrators, QC samples, QC samples spiked with GLC-674, and in-
dividual plasma samples were processed following a previously pub-
lished procedure [10,22]. In brief, samples were combined with ISs,
hydrolyzed first with HCl, and then hydrolyzed again with NaOH. Total
FAs were extracted from the hydrolysis solution with hexane. The iso-
lated FAs were then derivatized with pentafluorobenzyl-bromide and
analyzed on a 7890/5975C GC/MSD from Agilent Technologies in
selected ion monitoring mode using negative chemical ionization with
methane as the reagent gas. Separation was carried out on an Agilent
Select FAME 200 m x 250 µm x 0.25 µm column using hydrogen as the
carrier gas. This method (referred to from here on as “Kuiper et al.”)
determines the concentration of 27 FAs using 18 ISs (Table 1). Valida-
tion data and example chromatograms for this method have been pub-
lished in the past [10].

Data analysis

Samples were measured in batches. Each batch measured three levels
of QC material in duplicate, and five levels of calibrator material in
singlicate. QC sample data and related calibrator data from 534 inde-
pendent batches (1,068 measurements per QC level) collected over five
years were combined into a “QC data set”. Another 166 measurements
from plasma samples from individual donors were combined into a
“population data set”. Finally, 12 batches of low and medium level QC
samples were spiked with 0, 0.2, 2, 4, and 8mg/mL of GLC-674material,
measured in triplicate per batch, and the data was combined into a
“spike-recovery data set” for the estimation of true bias.

For each data set, instrument response ratios for all 486 possible
combinations of FA and IS from Kuiper et al. were determined for each
calibrator and sample. By batch, calibrator ratios associated with a
specific FA/IS pair were used to estimate the FA concentrations of un-
knowns from the respective FA/IS ratios. The resulting concentration
estimates were grouped by FA, IS, and sample. Basic statistics were
calculated by group. Groups estimated in the QC and population data
sets measuring the same FA from the same sample and using an FA/IS
pair alternative to that described in Kuiper et al. were compared to those
from Kuiper et al.

The percent bias relative to the group mean sample concentration,
excluding outliers, was used as a measure of accuracy relative to the FA/
IS pairs from Kuiper et al. Significant biases (α = 0.05) relative to Kuiper
et al. were identified using a series of paired T-tests. The Holm-
Bonferroni method was used to compensate for familywise error.

The percent recovery of spike material was used as a measure of true
accuracy for each FA/IS pair. The slope of the linear relationship be-
tween the known concentrations of spike material added to each sample
and the measured sample concentration was used to estimate the
percent recovery of spike material. Simple least squares regression was
used to fit the data to a linear model. The confidence intervals for the
slope estimate were estimated via bootstrapping. Confidence intervals

Table 1
FA/IS pairs from Kuiper et al [10].

Analyte Formula Internal Standard

Myristic Acid C14:0 D27-C14:0
Myristoleic Acid C14:1n-5 D27-C14:0
Palmitic Acid C16:0 13C16-C16:0
Palmitoleic Acid C16:1n-7 13C16-C16:1n-7
Palmitelaidic Acid C16:1n-7 t 13C5-C16:1n-7 t
Stearic Acid C18:0 D35-C18:0
Oleic Acid C18:1n-9 13C18-C18:1n-9
Elaidic Acid C18:1n-9 t 13C5-C18:1n-9 t
Vaccenic Acid C18:1n-7 13C5-C18:1n-7
Trans-Vaccenic Acid C18:1n-7 t 13C5-C18:1n-7 t
Linoleic Acid C18:2n-6,9 13C18-C18:2n-6,9
Linoelaidic Acid C18:2n-6 t,9t 13C5-C18:2n-6 t,9t
Alpha-Linolenic Acid C18:3n-3,6,9 D14-C18:3n-3,6,9
Gamma-Linolenic Acid C18:3n-6,9,12 D14-C18:3n-3,6,9
Arachidic Acid C20:0 D39-C20:0
11-Eicosenoic Acid C20:1n-9 D39-C20:0
11,14-Eicosadienoic Acid C20:2n-6,9 D39-C20:0
Homogamma-Linolenic Acid C20:3n-6,9,12 D8-C20:4n-6,9,12,15
Arachidonic Acid C20:4n-6,9,12,15 D8-C20:4n-6,9,12,15
Eicosapentaenoic Acid C20:5n-3,6,9,12,15 D5-C20:5n-3,6,9,12,15
Behenic Acid C22:0 D43-C22:0
Adrenic Acid C22:4n-6,9,12,15 D5-C22:6n-

3,6,9,12,15,18
Docosapentaenoic Acid C22:5n-3,6,9,12,15 D5-C22:6n-

3,6,9,12,15,18
Docosapentaenoic Acid C22:5n-6,9,12,15,18 D5-C22:6n-

3,6,9,12,15,18
Docosahexaenoic Acid C22:6n-

3,6,9,12,15,18
D5-C22:6n-
3,6,9,12,15,18

Lignoceric Acid C24:0 D47-C24:0
Nervonic Acid C24:1n-9 D47-C24:0
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were adjusted for multiple comparisons using Bonferroni alpha
correction.

Precision was ascertained by assessing the ratio of each group’s
variance over that of the associated group from Kuiper et al. Significant
changes in measurement variance from that of Kuiper et al. were
determined using a series of Levene’s tests (α = 0.05). Although the
variables compared were not independent, the Levene’s test was used
here, regardless of decreased power, as no suitable alternative test for
variance comparison between two dependent variables was available.
The Holm-Bonferonni method was used to compensate for familywise
error.

Ruggedness was measured as the proportion of extreme outliers to
total data points by group. Extreme outliers were identified as those FA
concentration estimates greater than three times the group interquartile
range from the upper or lower quartiles. Chi-square tests were used to
identify significant changes in method ruggedness (α = 0.05) between
each alternative FA/IS pairs and the associated pairs from Kuiper et al.
The Holm-Bonferroni method was used to compensate for familywise
error.

The accuracy and precision measurements from the population data
set were obtained using the same methods used to measure the QC data
set. Extreme outliers were not removed, and ruggedness was not
assessed from the Population data set as FA data among individuals do
not have symmetric distributions. To identify a potential structural basis
for the IS-related changes in method performance, the difference in
degrees of unsaturation and difference in acyl-chain length between FA
and IS, as well as their associated absolute values, were assessed. This
was done using a series of Mood’s tests to understand the impact of
simplified FA structural differences on accuracy, precision, and
ruggedness measurements. The effects of nuisance variables were
removed from the test using group-dependent medians in the Mood’s
test instead of the general median. A Pearson’s correlation weighted by
the total number of observations in each category was used to describe
any general linear relationships between the proportion of data above
the group-dependent median and the structural similarity variables. All
data analysis was performed using R Version 4.1.2 (R Foundation for

Statistical Computing, Vienna, Austria).

Results and discussion

Effects of IS Selection on Accuracy

Paired t-tests confirmed a statistically significant bias relative to
Kuiper et al (p < 0.05) in 55.2 % of QC FA estimates using an alternative
IS (Fig. 1 and Supplemental Table S1) and 66.7 % of population esti-
mates (Fig. 2 and Supplemental Table S1). In the QC data, the median
absolute value of relative percent biases was 1.76 %, and the values
ranged from − 39.6 % to 18.1 % among groups. In the population data,
the median absolute relative percent bias was 1.74 % and ranged from
− 13.2 % to 8.67 %. In the spike-recovery data, percent recoveries were
significantly different than 100 % (p < 0.05) in 60.9 % of FA/IS pairs,
and percent recoveries ranged from 77.0 % to 238 % (Fig. 3). The me-
dian absolute percent difference from 100% recovery was 8.82 %. These
data suggest that IS selection from a pool of structurally similar candi-
dates generally produces small to moderate bias; however, high bias is
observed in certain cases. The risk of high bias among very similar ISs is
especially notable, given the common practice of using only a single or a
few ISs for the measurement of FA profiles.

FA/IS relative bias estimates from the QC and population data agree.
Estimates from the population data set were moderately correlated to
those estimated from the QC data set at each QC level (Pearson corre-
lations: Low, 0.78; Medium, 0.69; High, 0.67) demonstrating general
agreement between the two separate analyses with and without popu-
lation level variability. Relative percent bias estimates derived from the
spike-recovery data agree less strongly with the population and QC data
sets (Pearson correlations: Low, 0.25; Medium, 0.25; High, 0.41; Pop-
ulation, 0.40). This is at least partly due to the smaller variability
associated with the paired analysis of the QC and population accuracy
data versus the unpaired regression analysis of the Spike-recovery data,
and the difference in the sample number leveraged in the estimation of
relative bias between the data sets (QC n= 1,068+, Population n= 166,
Spike-Recovery n = 144).

Fig. 1. Heat map showing the absolute bias for the low, medium, and high QC materials using all analyte-internal standard combinations for the quantitation of 27
FA with 18 isotopically labeled internal standards.

J.M. Goodwin VII et al.



Journal of Mass Spectrometry and Advances in the Clinical Lab 33 (2024) 22–30

25

In 23 of the 27 FAs, there was at least one alternative FA/IS pair with
percent recoveries closer to 100 % than those from Kuiper et al. How-
ever, in only 10 of the 23 FAs was the percent recovery statistically
different than those from Kuiper et al (p < 0.05) (Table 2). For 6 of the
10 FAs that were statistically different than those from Kuiper et al, a
corresponding FA isotopologue IS was among the pool of available 18
ISs from Kuiper et al, and these FA/IS pairs may be possible alternatives
to those from Kuiper et al. Interestingly, for 4 of the 10 FAs, a corre-
sponding isotopologue IS was available among the pool of 18 IS from
Kuiper et al. All four are in the highly crowded C18 region of the
chromatogram which suggests that co-eluting factors and/or matrix ef-
fects from the human plasma sample matrix are confounding accurate

measurements. Perhaps these alternative ISs compensate for these ef-
fects better than the isotopologue IS. Or, it may be that some method
aspect other than IS choice is producing bias, and the alternative IS
counteracts this by producing a bias in the opposite direction. Limita-
tions in the method design and the method’s intended purpose prevent
total resolution of all species in the C18:0 region; however, further spike-
recovery experiments without the complex sample matrix may assess if
co-eluting elements are the cause. As the intended purpose of the
method is the measurement of FAs in human plasma, alternative FA/IS
pairs identified in Table 2 represent attractive IS alternatives for
improved method accuracy and interesting examples of alternative ISs
outperforming analyte isotopologues.

Fig. 2. Heat map showing the absolute bias estimates for the population samples using all analyte-internal standard combinations for the quantitation of 27 FA with
18 isotopically labeled internal standards.

Fig. 3. Heat map showing the percent recovery estimates for the spike-recovery samples using all analyte-internal standard combinations for the quantitation of 27
FA with 18 isotopically labeled internal standards.

J.M. Goodwin VII et al.
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While IS studies for LC-MS and GC–MS methods are not rare in the
literature, very few attempt to find statistical evidence relating IS
structure to efficacy [23–25]. The number, and high structural similar-
ity, of FA and IS in this study allows for the use of non-parametric sta-
tistics to mathematically demonstrate a relationship between FA/IS
structure and method performance. As the ISs are all isotopologues of
the FA analytes, the only changing structural variables are the mass,
acyl-chain length, and the degrees acyl-chain saturation. As it is assumed
that an external calibration curve corrects for isotope effects on analyte
and IS response factors, we assume here that mass has little effect on
method performance and focus instead on acyl-chain length and degree
of saturation.

Mood’s analysis indicates FA/IS pairs with different acyl-chain
lengths produced biases that were significantly different in the QC and
Population data sets, but no significant change in bias related to acyl-
chain length was found from the Spike-Recovery data (QC data set p:
0.004, Population data set p: 0.001, Spike-Recovery data set p: > 0.05).
In addition, no significant relationship between the difference in FA and
IS acyl-chain length and the associated bias was observed from either the
Population or QC data sets. Bias from all data sets changed as the dif-
ference between FA and IS unsaturation changed (p < 0.001). However,
FA/IS pairs with greater differences in unsaturation tended to have
larger bias (Population: 0.96, QC: 0.95, Spike-Recovery: 0.98). Addi-
tionally, FA concentrations estimated with a more unsaturated IS tended
to have a more negative bias, while those estimated using a more
saturated IS tended to have a more positive bias (Population: 0.81, QC:
0.83, Spike-Recovery: 0.95). As Kuiper et al. uses both external stan-
dards and ISs for the quantification of FAs in plasma, it is unlikely that
any difference in behavior between the FAs and ISs alone is the cause. As

the calibration curve does not include the entire sample matrix, it is
likely the bias is the outcome of complex sample matrix interactions not
captured in the external standards. More investigation is necessary to
ascertain the cause of the relationship between IS saturation and bias,
but these findings are consistent with the general understanding that ISs
more structurally like the analyte perform better.

Effects of IS Selection on Precision

Generally, using an alternative IS reduced method precision. In the
QC data set, using an alternative IS increased method variance by 141 %
on median (Fig. 4) and ranged from a decrease of 15.4 % to an increase
of 577 %. Variance increased in 97.7 % of observations and was statis-
tically significant (p< 0.05) in 85.7 % of observations. In the population
data set, variance of the log-transformed alternative IS data increased by
3 % on median and ranged from a decrease of 13.6 % to an increase of
70 % (Fig. 5). While generally in the population data set, alternative IS
increased variance, no change was statistically significant due to the
large inter-individual variance component and the lack of replicate
measurements for individual samples.

A total of seven alternative FA/IS pairs produced measurements with
variance smaller than that from Kuiper et al (Table 3), though none of
these improvements to precision were found to be statistically signifi-
cant. Of these, only C18:1n9t/13C5-C18:1n-7 t, C20:1n9/D35-C18:0, and
C24:1n9/D43-C22:0 produced smaller variances at all three QC levels.
Notably, all three have minor differences in saturation and acyl-chain
length between FA and IS. The largest increase in variance occurs
when measuring the shortest saturated FA in the study (C14:0) using the
longest most unsaturated IS (D5-C22:6n-3,6,9,12,15,18) (Fig. 6)

Table 2
A list of alternative FA/IS pairs with spike recoveries closer to 100 % and significantly different (p < 0.05) from those FA/IS pairs recommended in Kuiper et al.

Analyte Internal Standard Percent Spike Recovery (95 % Confidence Interval) Percent Recovery Closer to 100 % than Kuiper et al

C18:3n3,6,9 13C16-C16:1n-7 103.8 % (98.1 % − 111.2 %) − 1.5 %
C20:2n6,9 13C5-C18:1n-9 t 100.5 % (98.7 % − 103 %) − 11.1 %
C20:2n6,9 13C18-C18:2n-6,9 100.6 % (95.7 % − 104.1 %) − 11 %
C20:2n6,9 13C5-C18:1n-7 t 101.9 % (100.1 % − 103.7 %) − 9.7 %
C20:2n6,9 13C16-C16:1n-7 97.2 % (93.3 % − 100.9 %) − 8.8 %
C20:2n6,9 13C5-C16:1n-7 t 95 % (91.5 % − 97.7 %) − 6.6 %
C20:2n6,9 13C5-C18:2n-6 t,9t 94.9 % (91.7 % − 97.3 %) − 6.5 %
C20:2n6,9 D27-C14:0 94.9 % (91.6 % − 98.5 %) − 6.5 %
C20:2n6,9 D39-C20:0 93.1 % (87.1 % − 96.9 %) − 4.8 %
C20:2n6,9 D14-C18:3n-3,6,9 91.8 % (84.5 % − 97 %) − 3.4 %
C20:2n6,9 D5-C22:6n-3,6,9,12,15,18 91 % (83.6 % − 97.3 %) − 2.6 %
C20:2n6,9 D5-C20:5n-3,6,9,12,15 90.5 % (82.8 % − 96.5 %) − 2.1 %
C20:1n9 13C5-C18:1n-7 t 100 % (96.2 % − 103 %) − 7.6 %
C20:1n9 13C5-C18:1n-7 101.1 % (94.5 % − 104 %) − 6.5 %
C20:1n9 13C5-C18:1n-9 t 98.4 % (94.5 % − 102 %) − 6%
C20:1n9 13C16-C16:1n-7 97.2 % (91.8 % − 101.1 %) − 4.8 %
C20:1n9 13C5-C16:1n-7 t 94.8 % (89.8 % − 98.7 %) − 2.5 %
C20:1n9 D27-C14:0 94.3 % (87 % − 98.9 %) − 1.9 %
C20:1n9 D39-C20:0 93.6 % (85.1 % − 98.7 %) − 1.3 %
C20:1n9 13C5-C18:2n-6 t,9t 93.5 % (87.8 % − 97 %) − 1.1 %
C20:3n6,9,12 13C18-C18:2n-6,9 99.3 % (97.5 % − 101.3 %) − 5.7 %
C20:3n6,9,12 13C5-C18:1n-7 101.7 % (96.6 % − 109.9 %) − 4.7 %
C20:3n6,9,12 13C18-C18:1n-9 106.2 % (100.1 % − 113 %) − 0.2 %
C22:4n6,9,12,15 13C18-C18:2n-6,9 100.1 % (98.5 % − 102.1 %) − 7.2 %
C22:4n6,9,12,15 13C5-C18:1n-7 102.6 % (98.1 % − 111.5 %) − 4.7 %
C22:4n6,9,12,15 13C18-C18:1n-9 107 % (101.9 % − 115.6 %) − 0.2 %
C18:2n6t,9t 13C5-C18:1n-9 t 101.3 % (97.8 % − 105.4 %) − 3.7 %
C18:2n6t,9t 13C16-C16:1n-7 98.5 % (96.5 % − 100.9 %) − 3.5 %
C18:2n6t,9t 13C18-C18:2n-6,9 101.8 % (99.3 % − 103.9 %) − 3.2 %
C18:2n6t,9t 13C5-C18:1n-7 t 102.8 % (99.8 % − 107.2 %) − 2.3 %
C18:2n6t,9t 13C5-C18:1n-7 103.6 % (100.8 % − 107.3 %) − 1.5 %
C18:1n9t D35-C18:0 102 % (98.2 % − 108.8 %) − 2.1 %
C18:1n9t 13C18-C18:1n-9 102.7 % (100.7 % − 104.8 %) − 1.4 %
C18:1n7t 13C16-C16:0 97.9 % (94.7 % − 100.6 %) − 6.9 %
C18:1n7t 13C18-C18:1n-9 95.9 % (94 % − 98.3 %) − 4.9 %
C18:1n7t D47-C24:0 108.6 % (94.5 % − 137.1 %) − 0.3 %
C22:5n6,9,12,15,18 13C18-C18:2n-6,9 103.3 % (99.6 % − 108.3 %) − 2.6 %
C22:5n3,6,9,12,15 13C18-C18:2n-6,9 104.8 % (99.9 % − 112.7 %) − 0.5 %
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suggesting a possible relationship between FA/IS pair structural simi-
larity and method precision. Indeed, Mood’s analysis found that sample
variance in the QC data set changed significantly with differences in the
saturation between FA and IS (p < 0.001). Additionally, there is a pos-
itive and statistically significant relationship between the absolute dif-
ference in FA and IS unsaturation and the sample variance (Weighted
Pearson Correlation: 0.86, p = 0.012) suggesting that FA/IS pairs with
similar number of double bonds tend to have more precise results.
Additionally, absolute differences in FA and IS acyl-chain length also
coincide with a significant change in sample variance (p < 0.001).
However, no significant correlation was observed between similarity in
FA/IS pair acyl-chain lengths and method variance suggesting

differences between FA and IS acyl-chain length are less informative
than differences between FA and IS unsaturation. These findings are
similar to those from the IS dependent accuracy analysis and suggest
that agreement in FA/IS pair saturation is an important IS selection
criteria for both method accuracy and precision.

Of the alternative FA/IS pairs that improved accuracy, C20:2n6,9/
D39-C20:0, C20:1n9/13C5-C18:1n7, C20:1n9/13C5-C18:1n7t,
C20:1n9/13C5-C18:1n9t, C18:2n6t,9t/13C16-C16:1n7, and
C18:2n6t,9t/13C18-C18:2n-6,9 showed no statistically significant
reduction in precision while also showing a statistically significant
improvement in accuracy (Table 2). This provides additional support for
these FA/IS pairs as more accurate alternatives to those from Kuiper et al

Fig. 4. Heat map showing the variance for the low, medium, and high QC materials using all analyte-internal standard combinations for the quantitation of 27 FA
with 18 isotopically labeled internal standards.

Fig. 5. Heat map showing the variance estimates for the population samples using all analyte-internal standard combinations for the quantitation of 27 FA with 18
isotopically labeled ISs.
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contingent on ruggedness results.
Case studies from the literature demonstrate that an IS’s improve-

ment to accuracy or precision do not necessarily coincide [26], as is
evidenced from the other 32 FA/IS pairs that significantly improved
accuracy but significantly reduced precision. Within the scope of this
method, accuracy as it pertains to IS selection is dependent on the
relative magnitude of systematic errors in the FA and IS responses from
calibrator and sample, while precision depends on how well the IS
mirrors the response of the analyte to sources of random error such as
fluctuations in the environment or the instruments used during analysis.
Therefore, as mentioned in the accuracy section, systematic bias already
present in the method can be counteracted by a less ideal IS that pro-
duces an opposing bias resulting in a more accurate but less precise
method as the less ideal IS’s response does not correlate as well with that
of the analyte.

Effects of IS Selection on Ruggedness

In the QC data, on median, 5.83 % of FA/IS pair results were greater
than 3 interquartile ranges above the third quartile or less than 3
interquartile ranges below the first quartile (Fig. 7). Depending on IS
choice, extreme outliers comprised from 0 % to 12.98 % of FA/IS pair
data. Generally, using an alternative IS increased the number of extreme
outliers observed in the data. When using an alternative IS, the

proportion of outlying data points increased by 50 % on median.
Changes to the proportion of outlying data points ranged from a
decrease of 100 % to an increase of 1,294 %. Using an alternative IS
significantly increased the number of outliers in 49.7 % of FA/IS pairs,
but significantly decreased the number of outliers in 17.5 %.

Multiple alternative FA/IS pairs significantly improved ruggedness
over Kuiper et al (Table 4). FAs for which an alternative FA/IS pair
showed improvement include C14:1n5c, C16:1n7t, C20:2n6c,9c,
C20:3n6,9,12, C20:1n9c, C22:4n6,9,12,15, C22:5n3,6,9,12,15, and
C22:5n6,9,12,15,18. Of these C22:4n6,9,12,15/D27-C14:0, C22:4n6,9,
12,15/13C18-C18:2n-6,9, C22:4n6,9,12,15/D47-C24:0, C20:2n6,9/13C5-
C18:1n-7, C20:2n6,9/13C18-C18:1n-9, C20:3n6,9,12/13C18-C18:2n-6,9,
C22:5n3,6,9,12,15/D14-C18:3n-3,6,9, and C22:5n6,9,12,15,18/D14-
C18:3n-3,6,9 significantly improved ruggedness across all three levels of
QC. The associated isotopologues of these FAs are not included in the
study IS pool which suggests these alternative FA/IS pairs may be an
improvement over those from Kuiper et al.

All six FA/IS pairs that improved accuracy with no significant change
in precision also significantly improved, or at least did not significantly
reduce, method ruggedness (Table 5). The three FA/IS pairs measuring
C20:1n9 significantly improved ruggedness in mid and high levels QC
materials and improved ruggedness from the low QC measurements,
though the improvement was not statistically significant (p> 0.05). The
other three FA/IS pairs did not significantly change method ruggedness
from Kuiper et al. All six represent good alternatives that will likely
improve method accuracy with only small to no changes in variance and
ruggedness, apart from those FA/IS for C20:1n9, which dramatically
improve method ruggedness over the current FA/IS from Kuiper et al.

QC data also suggests that structural dissimilarities between FA and
IS modulate method ruggedness. The proportion of outliers changed
significantly as the difference between analyte and IS unsaturation
changed (p ≪ 0.001). There is a strong positive correlation between the
absolute difference between FA and IS unsaturation and the proportion
of extreme outliers (Pearson correlation: 0.968). This suggests analyte
and IS pairs more dissimilar in terms of unsaturation tend to produce
larger numbers of outlying measurements. The proportion of outliers
also changed significantly with regards to absolute difference in acyl-
chain length (p = 0.039). However, no significant linear relationship

Table 3
A list of alternative FA/IS pairs with less variance than those from Kuiper et al.

Analyte Internal Standard Percent Variance Change from
Kuiper et al

Low QC Mid QC High QC

C22:5n6,9,12,15,18 D39-C20:0 − 2.6 % − 2.9 % 20.2 %
C22:4n6,9,12,15 D5-C20:5n-3,6,9,12,15 17.5 % − 0.2 % 23 %
C20:2n6,9 D43-C22:0 − 2.3 % 7.9 % 7.1 %
C20:1n9 D35-C18:0 − 4.3 % − 12 % − 3.7 %
C24:1n9 D43-C22:0 − 15.4 % − 7.8 % − 15 %
C18:1n12 13C5-C18:1n-9 t 1.7 % 0.8 % − 0.2 %
C18:1n9t 13C5-C18:1n-7 t − 3.9 % − 10.9 % − 7.2 %
C18:2n6t,9t D27-C14:0 − 0.7 % 5.4 % 3.5 %

Fig. 6. Density plots demonstrating the change in variance when estimating sample concentration of C14:0 in low QC material using internals standards D27-C14:0 or
D5-C22:6n3.
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was observed between the difference in FA and IS acyl-chain lengths and
percent outliers. As in the accuracy and precision data, the ruggedness
analysis suggests that agreement in FA and IS unsaturation is important
for good method performance.

It is interesting that the agreement between FA and IS saturation
changed significantly with method accuracy, precision, and ruggedness.
As sources of systematic error are mitigated by the external calibration
curve and the calibrators do not contain the sample matrix, the change
in method performance may be due to sample matrix effects. Plasma
containing various storage proteins and surfactants is most likely to

affect steps prior to and including extraction. As unsaturation has a large
effect on FA packing mechanics within and between two immiscible
medias, it follows that human plasma may affect extraction efficiencies
of both IS and FA analytes and may also explain the large impact of FA
and IS differences in unsaturation on method performance. In the
literature, the most discussed matrix effects in GC–MS methods are due
to the creation or blocking of active sites which may retain or remove
analyte or IS [27]. However, this seems less likely in this case due to the
significant sample clean-up prior to injection. Less discussed is ion
suppression or enhancement as it is believed that ionization in GC–MS is
more complete [28]. However, previously discussed observations of
reduced method accuracy in the crowded C18 region of the chromato-
gram are consistent with matrix effects occurring during detection.

Conclusions

We have demonstrated how IS choice can produce significant
changes in method bias, variability, and ruggedness for FA analysis by
GC–MS. This is especially noteworthy since many FA quantitation
methods commonly use only one IS per FA profile. As a result, data
generated with different FA/IS pairs may not be comparable across
different methods or between laboratories.
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labeled ISs.

Table 4
A list of FA/IS pairs that reduced the number of extrememeasurements across all
three Quality Control levels.

Analyte Internal Standard Percent Outlier Reduction

QC Low QC Mid QC High

C22:5n3,6,9,12,15 D14-C18:3n3,6,9 76.0 % 67.0 % 65.0 %
C22:5n6,9,12,15,18 D14-C18:3n3,6,9 80.0 % 76.0 % 71.0 %
C22:4n6,9,12,15 13C18-C18:2n-6,9 55.0 % 78.0 % 58.0 %
C22:4n6,9,12,15 D47-C24:0 76.0 % 54.0 % 54.0 %
C22:4n6,9,12,15 D27-C14:0 57.0 % 67.0 % 62.0 %
C20:2n6c,9c 13C5-C18:1n-7 68.0 % 75.0 % 84.0 %
C20:2n6c,9c 13C18-C18:1n-9 65.0 % 58.0 % 62.0 %
C20:3n6,9,12 13C18-C18:2n-6,9 70.0 % 77.0 % 62.0 %

Table 5
A list of alternative FA/IS pairs that improve accuracy, do not significantly
reduce precision, and do not significantly reduce ruggedness. Values marked
with an asterisk (*) represent values significantly different than those FA/IS
pairs recommended in Kuiper et al.

Analyte Internal Standard Percent Outlier Change from Kuiper et al.

Low QC Mid QC High QC

C20:2n6,9 D39-C20:0 10.4 % 14.4 % 14.4 %
C20:1n9 13C5-C18:1n-7 − 100 % *-85.2 % *-88.5 %
C20:1n9 13C5-C18:1n-7 t − 100 % *-88.9 % *-92.3 %
C20:1n9 13C5-C18:1n-9 t − 100 % *-88.9 % *-92.3 %
C18:2n6t,9t 13C16-C16:1n-7 − 4.3 % − 4.2 % − 1.3 %
C18:2n6t,9t 13C18-C18:2n-6,9 − 7.4 % − 1.1 % − 11.2 %
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