
Journal of Medical Physics, Vol. 40, No. 2, 80-89, 2015

Development and validation of MCNPX‑based Monte 
Carlo treatment plan verification system
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ABSTRACT

A Monte Carlo treatment plan verification (MCTPV) system was developed for clinical treatment plan verification (TPV), especially for the 
conformal and intensity‑modulated radiotherapy (IMRT) plans. In the MCTPV, the MCNPX code was used for particle transport through 
the accelerator head and the patient body. MCTPV has an interface with TiGRT planning system and reads the information which is 
needed for Monte Carlo calculation transferred in digital image communications in medicine‑radiation therapy (DICOM‑RT) format. 
In MCTPV several methods were applied in order to reduce the simulation time. The relative dose distribution of a clinical prostate 
conformal plan calculated by the MCTPV was compared with that of TiGRT planning system. The results showed well implementation 
of the beams configuration and patient information in this system. For quantitative evaluation of MCTPV a two‑dimensional (2D) diode 
array (MapCHECK2) and gamma index analysis were used. The gamma passing rate (3%/3 mm) of an IMRT plan was found to be 
98.5% for total beams. Also, comparison of the measured and Monte Carlo calculated doses at several points inside an inhomogeneous 
phantom for 6‑ and 18‑MV photon beams showed a good agreement (within 1.5%). The accuracy and timing results of MCTPV showed 
that MCTPV could be used very efficiently for additional assessment of complicated plans such as IMRT plan.
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Introduction

Intensity‑modulated radiotherapy (IMRT), an 
advanced technique of external radiotherapy, is a type of 
three‑dimensional conformal radiotherapy (3D‑CRT). 
Although IMRT has the potential to achieve better dose 
distributions conformed to the targets and normal tissue 
sparing, beam delivery is more complex in IMRT. This 
conformity of dose distribution is achieved through the 
superposition of a large number of small segments of 
radiation fields. Therefore, even small error in the dose 
calculation algorithm of the treatment planning systems 
could produce a large calculated‑dose error. Moreover, 

this complexity together with inhomogeneities in the 
patient anatomy and several MLC effects such as the beam 
hardening[1] the leakage radiation,[2] and tongue‑and‑groove 
effect,[3,4] cause more errors in the doses computed 
by the conventional dose calculation algorithms.[5‑9] 
Therefore, quality assurance of IMRT is critical for the 
verification of the radiation therapy planning system and 
patient‑specific plans.[10] Patient‑specific IMRT verification 
requires a quantitative evaluation of the dose distribution 
across the target and critical organs. Although, the 3D 
dosimetry is ideal to verify dose gradients for IMRT quality 
assurance, 3D dosimeters are not usually used due to 
their inconveniences.[11,12] Instead, two‑dimensional (2D) 
dosimeters such as film or diode arrays are more often 
used. On the other hand, these measurement tools may 
have some important errors due to the limitations, such as 
low spatial resolution for 2D diode arrays and over response 
to low‑energy photons and processor‑dependent optical 
density values for the radiographic films.

Beside the measurement, Monte Carlo simulation 
could be used as an independent check of the IMRT 
dose distributions.[5] It is well‑known that highly accurate 
and precise 3D dosimetry could be made using the 
Monte Carlo simulation. Therefore, several research 
groups have developed their own Monte Carlo treatment 
plan verification (MCTPV) systems for routine quality 
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assurance of 3D conformal and IMRT plan in clinics 
based on the general‑purpose Monte Carlo codes (such as 
EGSnrc,[13] BEAMnrc,[14] PENELOPE,[15] MCNP,[16] and 
GEANT[17]) or fast Monte Carlo code (such as XVMC,[18] 
VMC++,[19] DPM,[20] and MCDOSE[21]). These include 
an integrated system for Monte Carlo routine radiotherapy 
plan verification (MCRTV) built on the EGS4 Monte 
Carlo code,[22] a multiplatform software system developed 
by McGill radiotherapy research environment for 
patient‑specific treatment planning (MMCTP) based on 
the BEAMnrc and XVMCcodes,[23] the Swiss Monte Carlo 
Plan (SMCP) developed at the University Hospital of 
Berne based on EGSnrc, VMC++, analytical anisotropic 
algorithm (AAA), and PIN which is interfaced with the 
Eclipse TPS,[24] the RTGRID distributed simulation 
environment for CRT based on BEAMnrc Monte Carlo 
code[25] and a web platform for the verification and 
optimization of radiation treatment plans (eIMRT) based 
on BEAMnrc Package.[26]

In this work, a MCTPV system was developed based 
on the MCNPX[27] code as a routine verification tool 
for radiotherapy treatment plans. MCNP being a 
general‑purpose, continuous‑energy, generalized‑geometry, 
time‑dependent, and Monte Carlo radiation transport 
code, has many applications in medical physics.[28‑31] In 
contrast with EGSnrc and GEANT, MCNP does not require 
any programming by the user. Instead, the user only needs 
to provide an ASCII input file specifying the geometry and 
materials, the source, the tallies, and (optionally) the use 
of one or more of the many available variance reduction 
techniques. The simulation results are provided in ASCII 
output files. Therefore, developing an application for 
generating the input file and visualizing the output data is 
a relatively simple work.

In MCTPV, several techniques including merging cells 
with the same material, energy deposition mesh tally and 
hybrid parallel processing were implemented to reduce 
the simulation time. Among different versions of MCNP 
code (including MCNP4C,[16] MCNP5,[32] and MCNPX), 
the MCNPX was used because just this version has an 
energy deposition mesh‑tally (type 3) which is suitable for 
dose calculation in partial body irradiation. MCNP4C does 
not have any mesh tally tool and MCNP5 only has mesh tally 
type 4 (the track length estimate of the particle flux), which 
could be converted to the absorbed dose using DE/DF cards. 
But this is only applicable for whole body irradiation not 
for partial body irradiation such as radiotherapy.[29] MCTPV 
has an interface with TiGRT planning system (TiGRT, 
LinaTech LLC, USA) and reads plan configurations needed 
for Monte Carlo dose calculations. In this paper, the main 
features of the MCTPV system are described in detail and 
MCTPV calculation results were also compared with that of 
TiGRT planning system and measurements. Also we have 
developed and commissioned the phase‑space data of 6 and 

18‑MV photon beams of our Siemens ONCOR Impression 
accelerator by comparisons with the measurements under 
several conditions.

Materials and Methods

MCTPV was developed using MCNPX Monte Carlo code 
to simulate the radiation transport through the complex 
geometry of the linear accelerator treatment head and 
patient anatomy, which runs on an 80‑core MOSIX (Linux) 
cluster. A graphical user interface (GUI) application was 
developed using C# programming language to make it more 
user friendly. MCTPV has an interface with a commercial 
TPS (TiGRT, LinaTech LLC, USA) and reads the required 
information for Monte Carlo calculation transferred by. 
RTP file and DICOM‑RT format. The MCNPX input files 
created by GUI are run automatically on the cluster and 
the output files are then processed by the GUI for display 
and analysis.

Monte Carlo modeling: Linear accelerator modeling
The Monte Carlo models of the 6 and 18‑MV 

photon beams from our Siemens ONCOR Impression 
accelerator and the 82‑leaf OPTIFOCUS MLC were 
developed and implemented to MCTPV. For this 
purpose, the treatment head was divided into two regions; 
the patient‑independent (including target, primary 
collimator, flattening filter, chamber, and mirror) and the 
patient‑dependent portions (including jaws, MLC, etc.). To 
reduce the simulation time, phase‑space data were scored 
on a plane just above the patient‑dependent portion (above 
the Y‑jaws) and then used as an input to the subsequent 
transport through the patient‑dependent portion of the 
treatment head (including MLC) and patient/phantom. 
In this work, 1 × 109 incident electrons were simulated 
for both energies and phase‑space data was recorded. 
Therefore, once the phase‑space data of a given accelerator 
is commissioned, it is not necessary to repeat the simulation 
of particle transport through the patient‑independent 
portion of the treatment head for each patient. In this 
study, the incident electron energy and radial intensity 
spread were modeled as Gaussian distributions.

The complex geometry and material of the target, primary 
collimator, flattening filter, chamber, mirror, MLC, Y‑jaws, 
and wedges were incorporated into the model in great 
details based on the machine drawings and material tables 
provided by the manufacturer. However, precise values of 
some parameter such as energy and spatial distribution of 
incident electrons, shape, and thickness of the flattening 
filter were estimated using the trial and error method by 
comparing simulated and measured percentage depth 
doses and lateral profiles in water.

The Monte Carlo model of the Y‑jaws, Siemens 82‑leaf 
OPTIFOCUS MLC, and wedge were developed with 
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MCNPX code as a part of the patient‑dependent portion. 
This code is added to the patient geometry code using 
the GUI application and radiation transport of these two 
portions is simulated together. MCTPV is capable of 
simulating the conformal and IMRT fields. The positions 
of the leaves are read from an. RTP file created by TiGRT 
planning system.

Monte Carlo modeling: CT‑based patient modeling
One of the significant features of the GUI application of 

MCTPV is its ability to convert computed tomography (CT) 
data of patient to the voxelized model in the MCNP input 
format, that is, cells, surfaces, materials, and densities. At 
first, CT data of patient are converted to the materials. 
Converting the CT number to material in MCTPV is similar 
to the procedure published by Schneider in Physics in 
Medicine and Biology (PMB) 2000.[33] The only exception is 
that, in MCTPV, five materials including adipose, soft tissue, 
bone tissue, lung tissue, and air are used in which the tissue 
compositions are taken from the International Commission 
on Radiation Units and Measurements (ICRU) reports.[34,35] 
When the tissue type is determined for each voxel, the CT 
data are then converted to the mass density using the CT 
conversion curve, which is defined as the ratio of the mass 
density to the CT number for each tissue. Table 1 shows 
material compositions.

The imported CT files are first checked by GUI 
application to ensure that they contain valid 3D dataset. 
By default, 4 × 4 pixels (mesh grid size) are used to make 
a single voxel. But mesh grid size could be changed by 
the GUI application. Appropriate selection of grid space 
size is very critical and can be used for balancing between 
the accuracy and computational time. In fact each grid 
cell becomes an MCNP cell (voxel) bounded by planes 
defined by the grid. Accordingly, the absolute position of 
the voxel is determined from the image position and pixel 
spacing elements which is read from DICOM files. Then 
an algorithm is used to assign the material and density to 
each grid cell. The fraction of each material in the grid cell 
is computed from the relative number of pixels in each 
division range (five materials). Materials with fractions 
below an adjustable threshold are discarded and the 
remaining material fractions are then renormalized. The 

material density of the grid cell is then calculated from 
the fraction weighted of the constituent material densities 
and is saved in a 3D matrix (material density matrix) for 
dose scoring in the next step. In the last step a cell merging 
algorithm is used to merge neighboring cells with the same 
material. Two cells are merged if they share a common 
boundary and are composed from the same material. It is 
clear that, this process does not decrease accuracy because 
dose scoring is carried out using mesh tally. It should be 
mentioned that all of other input card such as the source 
data and the geometry and material of patient‑dependent 
portion of the treatment head, are integrated into a single 
input file by the GUI application.

Parallel processing using MOSIX cluster: Hardware 
and software specifications

In our lab we set up a 5‑node high performance 
computing (HPC) cluster which is a distributed memory 
system with symmetrical multiprocessor (SMP) nodes 
cluster type. Each node is equipped with four AMD quad 
core processors (totally 80 cores) at 2 GHz and 32 GB 
RAM. All nodes are connected via a Gigabit switch. The 
operating system Red Hat Enterprise 5.2 was installed on 
all nodes. We used GNU compiler collection (GCC) to 
compile MCNPX‑V2.4 and Parallel Virtual Machine (PVM) 
3.4.4 package for parallelizing the code. In addition, 
MOSIX 2.24.2.3 was installed on the cluster. MOSIX is a 
software package that extends the Linux kernel with cluster 
computing capabilities.[36] The enhanced Linux kernel 
allows any cluster size of Intel‑based computers to work 
together like a single system, very much like a SMP system. 
MOSIX operates silently, and its operations are transparent 
to user applications. Users run applications sequentially or 
in parallel just like they would do on a SMP. Users neither 
need to know where their processes are running, nor be 
concerned with what other users are doing at the time. 
After a new process is created, MOSIX attempts to assign it 
to the best available node at that time. MOSIX continues 
to monitor all running processes. In order to maximize 
overall cluster performance, MOSIX will automatically 
move processes amongst the cluster nodes when the load is 
unbalanced. This is all accomplished without changing the 
Linux interface.[37]

Parallel running schema
To run a code with multitasking capability, usually the 

maximum number of tasks is selected equal to the number 
of central processing unit (CPU) cores. In some cases when 
the number of tasks increases, speedup factor increases as 
well. Speedup factor is defined as:

Time (sequential running)
Speedup factor =

Time (multi tasks running)  (1)

In the PVM or MPI version of MCNPX, when the number 
of cells is low, the number of tasks could be selected equal 

Table 1: Material composition taken from International 
Commission on Radiation Units and Measurements 
(ICRU) reports 46 (1992) and 44 (1989)
Tissue Elemental composition(% by mass)

H C N O Other
Adipose 11.4 59.8 0.7 27.8 0.1Na, 0.1S,0.1Cl
Soft tissue 10.1 11.1 2.6 76.2 ‑
Bone tissue 3.4 15.5 4.2 43.5 0.1Na, 0.2Mg, 

10.3P,0.3S,22.5Ca

Lung tissue 10.1 10.2 2.9 75.7 0.2Na, 0.2S,0.3Cl, 0.2K
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to the number of CPU cores. For this case the speedup 
factor could be as high as the number of tasks. However, 
in complex geometry such as CT‑based Monte Carlo 
treatment planning in which the number of cells is very 
high, the speedup factor does not increase proportionally. In 
practice after a certain number of tasks the speedup factor 
becomes saturated or maximized and does not further 
increase. Besides, using a cluster performance monitoring 
software it could be seen that CPUs do not work in full 
capacity at these circumstances.

In order to make use of maximum cluster performance 
a hybrid parallel running of MCNPX code was introduced 
using MOSIX cluster. So once the input file is created by 
the GUI application, the file is copied N times and the seed 
number in each file is set to an appropriate value which 
is not the same for different input files. These files are 
then sent to the MOSIX cluster and all of them are run 
simultaneously with M tasks in the background mode, in 
which N × M being equal to the number of CPU cores 
(80 cores). It must be mentioned that best choice of N 
and M values depends on the total number of cells in 
each problem and the total CPU cores of each node of 
cluster. In this method of parallel running, resource load 
balancing is very important that is done by MOSIX. After 
completing the run, the N output files are merged for final 
dose scoring by the GUI. In addition, for all simulations 
data communication between nodes were minimized and 
therefore the speedup factor of cluster were improved using 
PRDMP card.

Dose calculation
In MCTPV, energy deposition mesh tally (type 3) was 

used for dose scoring. The mesh tally is a method of 
measuring particle flux, dose, or other quantities on a 
rectangular, cylindrical, or spherical grid overlaid on top 
of the standard problem geometry. Particles are tracked 
through the independent mesh as part of the regular 
transport problem. The third type of mesh tally scores 
energy deposition data in which the energy deposited per 
unit volume from all particles is included. Because the 
mesh is independent of problem geometry, a mesh cell 
may cover regions of several different masses. Therefore 
the normalization of the output is per unit volume 
(MeV/cm3/source_particle), not per unit mass.[27] Thus in 
all simulations, mesh sizes of dose scoring were selected 
as same as the size of grid cells and the dose score in 
each mesh volume was divided by mass density using 
the data recorded in the material density matrix (the 
output is converted to MeV/g/source_particle). The MC 
calculated results are given in absolute dose per MU 
(cGy/MU) converted from dose per source particle using 
the same method as introduced by Siebers et al.[38] Also 
the correction of backscatter to the chamber from the jaws 
was performed as described by Liu et al.[39]

Monte Carlo calculation parameters
Energy cutoff was set to 0.05 MeV for electrons and 

0.01 MeV for photons in all the simulations of MCTPV. 
However, these values could be changed by user. The 
MCNPX code provides two methods for electron energy 
indexing. The default method is based on the assignment 
of electron energy to the center of the energy bin while the 
second method referred to ITS‑style uses the nearest group 
boundary. ITS v3.0 (Integrated Tiger Series) implements 
several corrections for correct sampling electron energy‑loss 
straggling using the Landau distribution.[40] It was found 
before that using ITS‑style energy indexing, calculated 
electron depth dose distributions by MCNP agrees well 
with the experimental results.[41] Therefore, ITS‑style 
energy indexing algorithm is used in MCTPV.

Specifications of the GUI application
A GUI application has been developed using visual 

C# (Microsoft Visual Studio 2008). Most important 
capabilities of the GUI are as follows: (a) CT image display, (b) 
displaying and using rectangular square grid overlaying the 
images in order to reduce the number of pixels and generate 
cells (voxels), (c) merging adjacent cells with the same material 
to reduce the total number of cells, (d) creating of MCNPX 
input files (patient model and beam configuration), (e) 
semiautomatic‑running of the Monte Carlo simulation on 
the cluster, and (f) displaying and analyzing of results. The 
patient model is built from the CT data and Monte Carlo 
input file related to the beam configurations is created from 
the plan data exported by TiGRT. Then the input files are 
transferred to the MOSIX cluster and are run. The Monte 
Carlo calculated results including isodose curves and dose at 
point of interest are displayed, and in the full 3D dose scoring 
state, the dose–volume histograms (DVHs) for the targets 
and the organs at risks are calculated and displayed.

Accuracy benchmarks
In order to investigate the accuracy of the MCTPV under 

homogenous conditions, measured and calculated depth 
dose curves and lateral dose distributions in water were 
compared for 6 and 18‑MV photon beams. Measurements 
were made using a 0.125 cm3 Semiflex PTW ion chamber 
and a PTW MP3 water phantom system. The source–surface 
distance (SSD) used was 100 cm and field sizes considered 
were 4 × 4 cm2, 10 × 10 cm2, and 40 × 40 cm2 for both 
energies. The effective point of measurement for the ion 
chamber was taken into account by shifting the chamber 
by 0.6r0 (where r0 is the radius of the ion chamber cavity) 
and setting the zero point. The energy deposition mesh 
tally (mesh tally type 3) with cylindrical mesh type along the 
beam central axis was used for the Monte Carlo calculation 
of depth dose curves. The radius of mesh was 5 mm and 
z‑dimension of mesh was set to 2 mm. For profile calculations 
a rectangular mesh tally type with a 5 × 5 mm2 square and a 
grid spacing of 1–10 mm (dependent on the field size) in a 
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plane perpendicular to the beam central axis was used. The 
low kinetic energy cutoffs in the Monte Carlo calculation 
were 10 keV for photons and 50 keV for electrons. The mean 
energy and the full width at half maximum (FWHM) of the 
intensity distribution of the incident electron beam were 
adjusted by trial and error method so that the calculated 
depth dose and the dose profiles in water matched with 
that of the measurements. The relative statistical errors on 
the Monte Carlo results were generally within 1 and 2% for 
percentage depth doses and profiles, respectively.

For accuracy benchmarking under inhomogeneous 
conditions the percentage depth dose curve calculated by 
MCTPV were compared with that of EGS4/PRESTA in 
the Internal Contamination Clinical Reference (ICCR) 
accuracy test phantom.[42] Those results were downloaded 
from the National Research Council of Canada (NRCC) 
website (http://www.irs.inms.nrc.ca/papers/iccr00/iccr00.
html). This phantom consists of 3 cm thick water, 2 cm 
thick aluminum, 7 cm thick lung, and 18 cm thick water. 
The input beam was a uniform 18‑MV 1.5 × 1.5 cm2 

photon beam from a realistic linear accelerator which was 
taken from the website. All MCTPV calculation parameters 
were set in accordance with the ICCR test.

Parallel processing performance analysis
A voxelized water phantom irradiated with 

10 × 10 cm2 18‑MV photon beam was simulated. The 
phantom size was fixed to 30 cm × 30 cm × 30 cm and 
five different numbers of voxels (33, 103, 203, 303, and 403) 
were chosen. The mesh tally type 3 was calculated for a 
30 × 30 × 30 rectangular mesh superimposed on the 
phantom. No variance reduction technique was used. Two 
tests were done. First, traditionally the PVM version of 
MCNPX was used on the MOSIX cluster for simulation of 
all cases mentioned before, in which the number of tasks was 
changed from 1 to 90 (total CPU cores were 80). In this test, 
the effect of the number of cells on the parallel processing 
performance was studied. Then batch execution of PVM 
version of MCNPX was used on the MOSIX cluster. In this 
test, each input file (each case) was run simultaneously N 
times with M tasks in the background mode with different 
seed number in which N × M being equal to the number 
of cores (80). It must be mentioned that optimum value 
of M (number of tasks) for each case was obtained in the 
first test. Then the results of this test were compared with 
the traditionally running of PVM version of MCNPX with 
the optimum number of tasks for each case. The second 
method of parallel running is implemented in MCTPV.

Patient modeling of a realistic case
Patient model was made from a set of 32 CT slices with 

5 mm thickness and 512 × 512  pixels/slice. Therefore, the CT 
data were converted to three different materials (adipose, 
soft tissue, and bone) based on the specific CT number 
thresholds for each material and then voxelized model 

with 128 × 128 voxels/slice was made using the grid size 
of 4 × 4 pixels/voxel. Then neighbor voxels with the same 
material were merged to reduce the total number of voxels 
using the cell merging algorithm.

Verification of the beam configuration of a realistic 
clinical plan

To assure integrity and accuracy of implementing 
of beam configuration and patient modeling in the 
MCTPV, the Monte Carlo dose calculation of a realistic 
clinical plan was compared with that of TiGRT planning 
system. Therefore a prostate conformal plan with seven 
beams (gantry angles: 0, 52, 103, 154, 205, 256, and 308 
degree) which was created by the TiGRT planning system 
for the 18‑MV photon beams was imported in MCTPV 
and dose distributions were calculated. TiGRT uses a 
new 3D photon dose calculation algorithm based on full 
scatter convolution (FSC). The dose distributions were 
computed by MCTPV using the treatment plan data 
transferred from TiGRT and the resulting isodose curves 
were compared.

Accuracy benchmark of an IMRT plan using 2D 
diode array

In order to verify the total accuracy of MCTPV, a prostate 
IMRT plan (including five static beams with several 
segments per beam) created by TiGRT planning system was 
used. Therefore, all beams of the plan were used to deliver 
the radiation at fixed SSD (equals to 100 cm) perpendicular 
to the MapCheck2 (SUN Nuclear, Florida, USA) in which 3 
and 5 cm water equivalent slabs were placed on the top and 
under the MapCheck2, respectively. MapCheck2 is a 2D 
array of 1,527 precision diode detectors. As well, CT data 
of the MapCheck2 and beam configurations of the plan 
were imported to the MCTPV and the same setup as the 
measurement was used for Monte Carlo calculations. Then 
isodose curves of the measured data and Monte Carlo dose 
calculation were compared. In addition the comparison of 
calculated and measured dose was done using the gamma 
index that combines the percentage dose difference and 
distance to agreement (DTA).[43] For this propose gamma 
criteria of 3%/3 mm was used.

Accuracy benchmark using an inhomogeneous 
phantom

For accuracy benchmarking under inhomogeneous 
conditions the TiGRT Quality Dose Verification (QDV) 
phantom was used. This phantom illustrated in Figure 1 
consists of water, lung, bone, and spinal‑cord equivalent 
materials. Therefore, measured and Monte Carlo calculated 
doses at four points inside the phantom (points 1, 2, 3 
and 4 in Figure 1a) were compared for a lateral beam with 
15 × 10 cm2 field size, for both photon energies. To do so, 
CT slice data of the phantom were imported to MCTPV 
and the same configurations as the measurement were 
simulated. Measurements were done using the Farmer 
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PTW ion chamber. For measurement, 200 MU was used 
and all correction factors were implemented. The relative 
statistical uncertainties of all voxels inside the field on the 
MC results were generally less than 1%.

Results and Discussion

Accuracy benchmark
Figure 2a and b compare the measured and calculated 

relative depth dose value for 6 and 18‑MV photons, 
respectively, for three filed sizes (4 × 4 cm2, 10 × 10 cm2, 
and 40 × 40 cm2) in water. The relative statistical errors on 
the Monte Carlo results were generally less than 1%. The 
figures show that the Monte Carlo calculated depth dose 
curves agreed well with the measurements to within 1 and 
1.5% for 6 and 18‑MV, respectively, for all field sizes.

Figure 3 compares the measured and calculated profiles 
for the 6 and 18‑MV photon beams. The relative statistical 
errors on the Monte Carlo results were generally less than 
2%. In general, the agreements between the measured and 
Monte Carlo calculated dose profile curves were within 2% 
within the 50–100% isodose range and the differences in 
the widths of the profiles for 50% dose were within 2 mm 
for most of the tested field sizes and depths. As a result of 
the trial and error process to commission both 6 and 18‑MV 
photon beam phase‑space data, the derived mean energy 
and FWHM of the intensity distribution of the incident 

electron beam on the target were 6.15 MeV and 2 mm 
for 6‑MV and 17.8 MeV and 1.8 mm for 18‑MV photon, 
respectively.

Figure 4 shows the results of the 18‑MV photon beam 
percentage depth dose curves for a 1.5 × 1.5 cm2 open field 
calculated by EGS4/PRESTA and MCTPV in the ICCR 
test phantom. The results showed good agreement within 
1.5% between them. The relative statistical errors on the 
Monte Carlo results were within 0.5%.

Parallel processing performance analysis
Figure 5 shows the speedup factor versus the number 

of tasks for different number of voxels. As it can be seen, 
the speedup factor decreases while the number of voxels 
increases. In addition, there is an optimum task value for each 
number of voxel which shifts to lower values as the number 
of voxels increases. This is due to more data communication 
between nodes for the increased tasks. Table 2 demonstrates 
timing results of MOSIX cluster for the same problems 
with different number of parallel runs (N) and tasks (M). 
As it can be seen, optimum values of N and M were 8 and 
10, respectively, for all simulated cases. To compare the 
performances of the two used methods (multitasking with 
the specific tasks value and batch execution including N 
simultaneous runs with M tasks), their optimum results 
are summarized in Table 3. It is evident that the speedup 
factor of the second method is greater than that of the 
first method for all cases. Moreover, as given in the last 
column of Table 3, the speedup ratio between these two 
methods increases considerably for problems with a large 
number of voxels. As shown in Table 3, batch execution 
of eight simultaneously run with 10 tasks resulted in more 
than 75% reduction in the simulation time for the case with 
403 voxels. Also it can be concluded that this method is 
more efficient for the problems with the larger number of 
cells. Thus this method of parallel computing, that has an 
essential roll to reduce the simulation time, is implemented 
in MCTPV.

Figure 2: Comparison of measured and Monte Carlo calculated depth dose curves for 4 cm × 4 cm, 10 cm × 10 cm, and 40 cm × 40 cm field sizes at 
100 cm SSD; (a) 6-MV photon and (b) 18-MV photon. The 4 × 4 and 40 × 40 cm2 field size data were scaled for inclusion on the same graph with all curves 
normalized to dmax. SSD = Source–surface distance

a b

Figure 1: The TiGRT quality dose verification phantom which is used 
for accuracy benchmarks under inhomogeneous conditions; (a) three 
dimensional view and b) two dimensional view

a b
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Cell merging results
Figure 6a illustrates a CT slice of a prostate case with 

512 × 512 pixels. The voxelized model of this slice with 
128 × 128 voxel/slice and the merged‑voxels model are shown 
in Figure 6b and c, respectively. Total voxels and material 
assigned to the 32 slices before cell merging algorithm were 
524,289 cell and 17 material compositions, respectively. After 
cell merging, total number of voxels was reduced to 44,038. 
As it can be seen, Figure 6b is the same as Figure 6c and there 
is no reduction of accuracy of the geometry.

Verification of the beam configuration in a realistic 
clinical plan

Figure 7a and b show the results of 18‑MV photon beam 
dose distributions for a prostate conformal treatment plan 
including seven beams calculated by TiGRT treatment 
planning system and MCTPV, respectively. For Monte Carlo 
calculations 200 million particles were simulated, for which 
the relative statistical uncertainty of all voxels with a dose 
greater than Dmax/2 was less than 2%. In this case, total time 
of simulation was about 3.5 h CPU time on the entire 80‑core 

Figure 4: Results of the percentage depth dose curves calculated 
by EGS4/PRESTA and MCTPV in the ICCR accuracy test phantom. 
ICCR = Internal Contamination Clinical Reference

Figure 5: Speedup factor versus the number of tasks on an 80-core cluster 
for a 30 × 30 × 30 cm3 water phantom irradiated with a 18-MV photon beam 
of 10 × 10 cm2 field size. The number of voxels in the phantom were 
varied and mesh tally type 3 was used with 30 × 30 × 30 rectangular mesh 
superimposed on the phantom

Figure 3: Comparison of lateral dose distribution in a water phantom measured using a semiflex PTW ion chamber (shown in curves) and Monte Carlo 
calculated (shown in symbols) at 1.6, 9, and 22 cm depths in water for 6-MV photon beams and at 3.2, 12.5, and 29.2 cm depths in water for 18-MV photon 
beams. For both energy SSD was 100cm. (a) 6‑MV and 4 × 4 cm2 field size, (b) 6-MV and 10×10 cm2 field size, (c) 6-MV and 40 × 40 cm2 field size, (d) 18-MV 
and 4 × 4 cm2 field size, (e) 18-MV and 10 × 10 cm2 field size, and (f) 18-MV and 40 × 40 cm2 field size

a
b c

d e f



87Jabbari and Monadi: Monte Carlo treatment plan verification system

Journal of Medical Physics, Vol. 40, No. 2, 2015

In addition, the gamma passing rate with gamma criteria 
of 3%/3 mm, was found to be 98.5% for the total delivered 
beams.

Accuracy benchmark under inhomogeneous 
conditions

Figure 9 shows the Monte Carlo calculated dose 
distribution of an 18‑MV photon beam inside the TiGRT 
phantom which was used for comparing the calculated 
and measured absolute dose of several points of interest. 
The relative statistical errors on the Monte Carlo results 
were generally less than 0.5%. Table 4 shows the Monte 
Carlo calculated and measured doses for 6 and 18‑MV 
photon beams of four points inside the phantom. As 
shown, good agreement between Monte Carlo calculated 
and measured doses (within 1.5%) was obtained for both 
energies.

Conclusion

A MCTPV system was developed  for clinical TPV, 
especially for conformal and IMRT plan verification in 
which MCNPX Monte Carlo code has been used for 
particle transport in all parts. Several methods including 
mesh tally capabilities of MCNPX, cells merging 
algorithm, phase‑space data, and batch execution with 
multitasking on the MOSIX cluster were implemented 
together to reduce the overall simulation time. MCTPV 
has an interface with TiGRT planning system and reads 
plan data created by TiGRT planning system. The 
phase‑space data of our 6 and 18‑MV photon beams were 
developed and several benchmarks were performed under 
homogenous and inhomogeneous conditions. For both 
energies, the Monte Carlo results showed good agreement 
with the measurements within 2% in general. Results 
of parallel processing of the MCNPX code showed that 
the batch execution of PVM version of MCNPX on the 
MOSIX cluster instead of conventional parallel running 
of the code increases the performance. Particularly, the 
performance improvement was significant for the problems 
with large number of cells such as CT‑based Monte Carlo 
treatment planning. For instance, there was a more than 
fourfold increase in the speedup ratio as compared to 
conventional multitasking for simulation of a sample 

Table 2: Timing results (in minute) of batch execution 
with different N (number of simultaneously run) 
and M (number of tasks for each run) values on 
the 80-core MOSIX cluster for 10 million photons. 
The number of voxels in the phantom was varied 
and mesh tally type 3 was used with a 30×30×30 
rectangular mesh superimposed on the phantom
Number 
of parallel 
runs (N)

Number 
of tasks in 
each run (M)

Number of voxels
33 103 203 303 403

2 40 1.00 1.23 2.78 9.28 33.50
4 20 0.97 1.18 2.41 6.83 20.75
8 10 0.98 1.16 2.25 5.62 14.75

10 8 1.17 1.24 2.54 8.44 32.92

Table 3: Comparison of timing results of two used 
methods on the 80-core MOSIX cluster for 10 
million photons for different number of voxels in 
the phantom
No. of 
voxels

Multi tasks 
execution of 

MCNPX. PVMa

Batch execution (N 
runs with M tasks) 
of MCNPX. PVMb

Speedup 
ratioc

Time 
(min)

Speedup 
factor

Time 
(min)

Speedup 
factor

33 1.05 72.9 0.98 78.5 1.08
103 1.35 68.2 1.16 79.0 1.16
203 3.87 30.3 2.25 52.1 1.72
303 15.33 24.1 5.62 65.7 2.73

403 60.55 12.5 14.75 51.3 4.11

PVM: Parallel Virtual Machine. aFor optimum number of tasks, bfor optimum 
values of N and M, cspeedup ratio: (batch execution speedup factor)/
(multitasks speedup factor)

Table 4: Comparisons of dose values of different points inside the TiGRT QDV phantom provided by the Monte 
Carlo (MC) calculation and measurement for a lateral beam with 10×15 cm2 filed size, for 6 and 18-MV photon
Point of 
Interest

6‑MV 18‑MV
MC calculated 

(cGy/MU)
Measurement 

(cGy/MU)
Diff 
%

MC calculated 
(cGy/MU)

Measurement 
(cGy/MU)

Diff 
%

Point 1 1.0053 0.9998 0.55 1.0092 1.0005 0.87
Point 2 1.1023 1.0944 0.72 1.0912 1.0794 1.09
Point 3 1.5026 1.5145 0.79 1.3723 1.3887 1.18

Point 4 0.6043 0.6134 1.48 0.7046 0.7145 1.39

QDV: Quality dose verification

MOSIX cluster. As it can be seen, the dose distributions are 
similar to that of TiGRT. Therefore, the beam configuration 
and the patient information are well implemented in MCTPV.

Results of an IMRT plan verification using 2D array 
diode detector

Figure 8 shows the calculated and measured relative dose 
distributions of an 18‑MV prostate IMRT plan that was 
delivered to the phantom. The relative statistical errors on 
the Monte Carlo results were generally less than 0.5%. As it 
can be seen, good agreement between measurements and 
Monte Carlo was found.
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case with 64,000 cells. Comparing the dose calculations 
of MCTPV and TiGRT planning system for a prostate 
conformal plan validated the integrity of MCTPV and the 
implementation of beams and patient configuration. The 
MapCheck2 measured dose distribution of all beams of 
an IMRT plan agreed well with that of MCTPV in which 
the gamma passing rate was 98.5%. Also, a comparison 
between MCTPV calculated and measured dose of several 
points inside the inhomogeneous phantom (TiGRTQDV 
phantom) showed good agreement within 1.5% for both 

energies. MCTPV could be used for quality assurance of 
IMRT treatment planning and clinical patient study with 
regards to the accuracy and timing results of it.
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