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Purpose: To develop a postprocessing algorithm for multiecho chemical‐shift 
 encoded water–fat separation that estimates proton density fat fraction (PDFF) maps 
over the full dynamic range (0‐100%) using multipeak fat modeling and multipoint 
search optimization. To assess its accuracy, reproducibility, and agreement with 
state‐of‐the‐art complex‐based methods, and to evaluate its robustness to artefacts in 
abdominal PDFF maps.
Methods: We introduce MAGO (MAGnitude‐Only), a magnitude‐based reconstruc-
tion that embodies multipeak liver fat spectral modeling and multipoint optimization, 
and which is compatible with asymmetric echo acquisitions. MAGO is assessed first 
for accuracy and reproducibility on publicly available phantom data. Then, MAGO 
is applied to N = 178 UK Biobank cases, in which its liver PDFF measures are com-
pared using Bland‐Altman analysis with those from a version of the hybrid iterative 
decomposition of water and fat with echo asymmetry and least squares estimation 
(IDEAL) algorithm, LiverMultiScan IDEAL (LMS IDEAL, Perspectum Diagnostics 
Ltd, Oxford, UK). Finally, MAGO is tested on a succession of high field challenging 
cases for which LMS IDEAL generated artefacts in the PDFF maps.
Results: Phantom data showed accurate, reproducible MAGO PDFF values across 
manufacturers, field strengths, and acquisition protocols. Moreover, we report excel-
lent agreement between MAGO and LMS IDEAL for 6‐echo, 1.5 tesla human acqui-
sitions (bias = −0.02% PDFF, 95% confidence interval = ±0.13% PDFF). When 
tested on 12‐echo, 3 tesla cases from different manufacturers, MAGO was shown to 
be more robust to artefacts compared to LMS IDEAL.
Conclusion: MAGO resolves the water–fat ambiguity over the entire fat fraction 
dynamic range without compromising accuracy, therefore enabling robust PDFF 
 estimation where phase data is inaccessible or unreliable and complex‐based and 
hybrid methods fail.
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1 |  INTRODUCTION

The increasing prevalence of nonalcoholic fatty liver dis-
ease and its progressive form, nonalcoholic steatohepatitis, 
necessitates the development of noninvasive quantitative 
biomarkers both to aid diagnosis and staging and to monitor 
therapy, including measuring the effectiveness of the anti‐
nonalcoholic steatohepatitis drugs under development.1-4 
Multiecho chemical‐shift encoded (CSE) water–fat separa-
tion MRI methods are increasingly reliable and reproduc-
ible for complete fat suppression and for proton density fat 
fraction (PDFF) quantification.5-18 CSE methods exploit the 
differences in precession frequencies of water and fat to esti-
mate fat content and have been validated against histological 
steatosis grading and spectroscopy measures.19-24

To date, most CSE methods are complex‐based in that they 
use both the magnitude and the phase of the MRI signal, and 
they calculate PDFF indirectly by first estimating a field map, 
which is a measure of (essentially inevitable) B0 inhomoge-
neity.7,10,11,13,16,17,25-31 The water and fat contents at a voxel 
and their signal ratio PDFF may be uniquely determined pro-
vided that a field map value is available.25 However, field map 
 estimation is a nontrivial optimization problem, with multiple 
candidate solutions in the form of local minima. Convergence 
is sensitive to initialization and may lead to inaccurate water 
and fat measures, often with misidentification of the domi-
nant species (fat–water swap  artefacts).25-27 To mitigate this 
problem, a number of field map estimation algorithms use 
spatial regularization, although the implied smoothness may 
not hold in cases of poor shimming, local magnetic suscepti-
bility (e.g., due to air–tissue interfaces), or hepatic iron over-
load,30,32 propagating errors. The Fat Likelihood Analysis for 
Multiecho Signals approach proposed using complementary 
information that results from fitting different signal models 
to potential field map solutions.32 Fat Likelihood Analysis 
for Multiecho Signals also exploited the spectral complexity 
of fat33-35 in complex‐based water–fat separation to choose 
the appropriate field map solution based on residual values. 
However, the field map optimization space contains infinite 
minima and need not be periodic in the general case of asym-
metric echoes. Furthermore, noise may corrupt the fitting 
residuals altering the global and local minima, leading to 
 inaccurate PDFF estimates.

CSE methods assume that phase images are accessi-
ble and reliable. Although the former may be a reasonable 
 assumption in a research setting,36 it can be a challenge in 
routine clinical practice using particular scanner makes and 
models. This precludes the cross‐vendor standardization of 
complex‐based methods in clinical practice. Also, phase 
errors (e.g., due to eddy currents when the polarity of the 
readout gradient changes for alternating echo times) may 
clinically impact PDFF measures. For these reasons, mag-
nitude‐based methods (i.e., that only require magnitude 

images) and hybrid methods have been proposed.15,17 
Hybrid methods use a final magnitude‐based estimation 
step to refine the PDFF values from phase  errors but are 
still subject to field map estimation.17,37 Purely magnitude‐
based methods are not the first preferred option because 
they throw away complementary phase information that 
improves the SNR when phase data is available and error‐
free.38 However, magnitude fitting is insensitive to phase 
errors and does not require prior field map estimation nor 
any related field map smoothness assumptions, enabling 
direct PDFF estimation. The adoption of magnitude meth-
ods has also been limited because of the reported inabil-
ity to differentiate PDFF from 100% PDFF; this has been 
referred to as the magnitude‐intrinsic water–fat ambigu-
ity.3,15,17,32 In essence, fat‐dominant pixels (e.g., subcuta-
neous fat regions in abdominal imaging) will be aliased to 
PDFF values below 50%, which could result in the follow-
ing: 1) may mislead diagnosis when no other information 
about the body being imaged is available, and 2) could un-
dermine the confidence of clinicians taking account of he-
patic fat quantities. Furthermore, PDFF levels in the liver 
between 40% and 60% (although rare, these do occur) be-
come ambiguous.

Bydder et al. suggested that the composite nature of the 
fat spectrum could help resolve the water–fat ambiguity ret-
rospectively.15,39 In the particular case of in‐phase/opposed‐
phase (IP/OP) echo acquisitions, Hernando et al. found that 
the ambiguity disappears using magnitude fitting of the IP 
echoes, provided that a fat model with multiple peaks is 
used.40,41 We show in this paper using simulations that this 
particular combination of acquisition and reconstruction is 
robust to small time shifts in echo sampling. However, there 
are known disadvantages of using IP/OP acquisitions, not 
least the noise performance and its dependence on PDFF; 
these are much less of a concern with asymmetric echoes.11 
Also, IP/OP acquisitions lead to poor SNR in the case of fast 
signal decay (e.g., due to hepatic iron overload) because only 
a small number of echoes correspond to signal as opposed to 
noise.40,42

In this paper, we test whether a multipeak fat spectrum 
provides adequate information to unambiguously separate 
water and fat and resolve PDFF retrospectively across the 
entire 0 to 100% range in magnitude‐based CSE‐MRI with 
asymmetric echo times (not just IP/OP acquisitions). We 
show that the solution space of magnitude methods generally 
results in just 2 candidate PDFF solutions. We test whether 
multipoint search can correctly determine PDFF without 
compromising accuracy for a number of different acquisition 
protocols. The algorithm is validated using available phan-
tom reproducibility data and then compared to a reference 
complex‐based method in 178 healthy subjects. Furthermore, 
a set of challenging cases at high field strength are used to 
assess robustness and overall clinical performance.
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2 |  THEORY

A magnetic resonance signal s at a single voxel containing 
water, fat, and iron may be sampled at multiple echo times ti 
during relaxation. For a general complex‐valued signal, the 
following phase‐constrained model may be used:

where �W and �F are real values for the unknown water 
and fat proton counts, respectively, and R∗

2
=1∕T∗

2
 (s−1) is 

an unknown relaxation constant. The common phase term 
� (t)=2�� t+�0, where � is the unknown field map and �0 

is the unknown phase offset at t=0
43; j=

√
−1. The term ∑P

p=1
�pej2�fpti is the fat spectral model comprising P peaks. 

In this formulation, �p denotes the relative amplitude of the 
fat peak p with respect to the other fat peaks, and fp is the 
difference in precession frequency of that fat peak p with  
respect to the water peak in Hz. It is usual practice to assume 
that the values {�p, fp} for all p are known empirically and 
constant throughout the image.16,35 PDFF may be calculated 
from the water and fat amounts using

When dealing with the magnitude of s, that is, |s|, the 
above model becomes:

(1)s[ti]=

(
�W +�F ⋅

P∑

p=1

�pej2�fpti

)
⋅ej(2�� ti+�0)

⋅ e−R∗
2
ti ,

(2)PDFF=
�F

�W +�F

×100
[
%
]

.

F I G U R E  1  Illustration of the magnitude‐intrinsic water–fat ambiguity with variable number of fat spectral peaks (P) and echo shifts (�) using 
noise‐free simulated data. In the single‐peak model assumption with in‐phase echo acquisition, that is, P=1 and �=0, the contributions of water 
and fat cannot be separated, and all PDFF values are equally valid solutions. Hernando and Reeder showed that if a more complete fat model is 
assumed, that is, P≥2, convergence to the correct solution is guaranteed for both water‐dominant and fat‐dominant pixels (A, B). The Hernando and 
Reeder reconstruction with multipeak fat modeling (P=6) is shown to be robust to small echo shifts (�≤0.2) (D, E), but in the more general case 
of asymmetric echo times 2 minima will be present (F, G). Algorithms initialized near PDFF = 0% will converge to the correct solution for water‐
dominant pixels (F) and to the aliased solution for fat‐dominant pixels (G); PDFF will be limited to a dynamic range of 0 to 50%. These residual 
plots were obtained as follows: for each combination of (P, �), a 6‐echo signal with true PDFF = 20% (A, D, F) or 80% (B, E, G) and fixed R∗

2
 = 50 

s−1 was created; then 6‐echo signals with the same (P, �) and R∗
2
 = 50 s−1 but varying water and fat (thus PDFF) were generated, and the residual 

sum of squares between the true signal and generated signals were calculated for each PDFF value and shown. PDFF, proton density fat fraction
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For a single‐peak fat spectral model (P=1) and an IP 
 acquisition, that is, 

∑P

p=1
�pej2�fpti = ej2�Δfti and ti = i∕Δf  (with 

i=1, 2, 3, … , N; Δf  is the frequency difference between 
the fat peak and the water peak in Hz), it may be shown that 
||si
||= ||�W +�F

|| ⋅ e−R∗
2
ti.40 Evidently, the contributions of water 

and fat cannot be separated in this case (Figure 1A, B). As 
Hernando and Reeder showed for the same IP echo sampling 
but with the introduction of a multipeak fat model (P≥2), 
only the correct minimum remains; the magnitude‐intrinsic 
ambiguity may be resolved (Figure 1A‐C).41

For the multipeak fat model, for example with P=6, we 
may now move away from the IP acquisition by shifting the 
echo sampling by a known shift �, that is, ti =(i−�) ∕Δf . For 
example, �=0.5 corresponds to an OP acquisition. Whereas 
the Hernando and Reeder technique41 may be valid for non‐
zero �, a local minimum appears for increasing � (Figure 1D, 
E); in general, for a flexible combination of echo times, there 
are 2 minima in a broad range of physiological PDFF and 
R∗

2
 (Figure 2E, B). Under such acquisitions, reconstruction 

algorithms initialized near 0% PDFF will converge to the 
correct solution for water‐dominant voxels, but they will 
converge to the wrong estimates for fat‐dominant voxels 
(Figure 1H). Magnitude methods previously described in the 
literature have consistently exhibited this behavior, with true 
PDFF > 50% voxels aliased to estimates below 50%.15,17,37

However, the magnitude‐intrinsic water–fat ambiguity may 
be resolved with asymmetric echoes and multipeak fat mod-
eling because the local minimum estimates will have higher 
fitting residuals than the global minimum estimates. The tech-
nique presented in this paper uses multipoint optimization 
to explore both minima and resolve the described ambiguity 
using a single signal model with a multipeak fat spectrum.

3 |  METHODS

3.1 | Implementation
In this paper, we introduce a novel postprocessing algorithm 
for CSE‐MRI based on multipoint search that we here refer to 
as MAGO (from MAGnitude‐Only). The algorithm uses 2 or 
more applications of unconstrained nonlinear least‐squares 
fitting, each starting from a different set of initial values. The 
cost function of the nonlinear least‐squares optimization is 

(3)||s[ti]
||=

||||||
�W +�F ⋅

P∑

p=1

�pej2�fpti

||||||
⋅ e−R∗

2
ti .

F I G U R E  2  Illustration of the magnitude‐intrinsic water–fat ambiguity with multipeak modeling (P=6) and variable echo shifts (�) using 
noise‐free simulated data over the physiological abdominal range of R∗

2
 values. Convergence to the correct solution is guaranteed for water‐

dominant and fat‐dominant pixels when multipeak modeling is fitted to IP echo times (A, B). For a more flexible combination of echo times, an 
optimization algorithm initialized near PDFF = 0% will converge to the correct solution of PDFF and R∗

2
 for water‐dominant pixels (C, E). The 

same optimization algorithm will converge to the local minimum for fat‐dominant pixels, and its intensity will appear aliased to a value below 50% 
PDFF (D, F). Note that there is no symmetry in the optimization space for an arbitrary combination of echoes and multipeak modeling: the aliased 
PDFF, aPDFF, will not be equal to 100%‐tPDFF, where tPDFF is the true PDFF value. Note the R∗

2
 from the local minimum will also be different to 

R
∗
2
 from the global minimum. The RSS of the global minimum is lower than the RSS from the local minimum (C‐F); by exploring the 2 solutions, 

the ambiguity may be resolved. IP, in phase; RSS, residual sum of squares
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based on Equation 3, where the parameters �W, �F, and R∗
2
 are 

to be estimated, and the complex‐valued vector referring to 
the multipeak fat model 

∑P

p=1
�pej2�fpti is calculated a priori 

and used for all pixels during optimization.
To ensure that both minima are explored, the initial 

values of water and fat need to result in a low PDFF in 
at least 1 run of the algorithm and to a high PDFF in at 
least 1 other run. The initial value of R∗

2
 may be set to a 

physiologically occurring value in all runs. A given esti-
mated parameter set 

(
�W , �F, R∗

2

)
 has an associated residual 

sum of squares (RSS) value in the form of the expression 
RSS

�
𝜌W , 𝜌F, R∗

2

�
=
∑N

i

���ŝi �−� si
��
�2, where ŝi is the esti-

mated signal using the estimated parameter set 
(
�W , �F, R∗

2

)
 

in Equation 3, and si is the measured signal. The final solu-
tion at each voxel is chosen to be the parameter set with 
lowest RSS, although the other parameter sets may be 
 retained as alternative solutions.

We implemented MAGO twice using variations of 
Levenberg‐Marquardt optimization, the first using the lsqcur-
vefit function in MatLab R2017b (MathWorks, Natick, MA) 
and the second based on compiled C++ routines using The 
Insight Segmentation and Registration Toolkit (ITK) version 
4.13.0 (www.itk.org). The results presented in this paper were 
generated using the second implementation, which  enabled 
multithreaded processing and greater computational effi-
ciency. In both implementations, the cost function  gradient 
was calculated internally using default settings.

In both implementations, 2 parameter sets were ob-
tained at each voxel from 2 different sets of initial values: {
�W , �F, R∗

2

}
1
=
{

1000, 0, 50s−1
}
 in the first run and {

�W , �F, R∗
2

}
2
=
{

0, 1000, 50s−1
}
 in the second run. The 

scaling of initial water and fat quantities was chosen empir-
ically to account for different scanner gains across acquisi-
tions. PDFF maps for parameter set 1 and parameter set 2 
were calculated with each parameter set using the converged 
water and fat amounts in Equation 2; T∗

2
=1∕R∗

2
 maps were 

also obtained. The solution at each voxel was chosen inde-
pendently to be the parameter set with lowest RSS.

3.2 | Simulations
The feasibility of the MAGO technique was evaluated using 
simulations. For each PDFF = 0 to 100% and SNR = 1 to 100, 
1,024 signals (32 × 32 pixels) were generated using Equation 
1 and sampled at the echo times of our in vivo protocols, 
which use the shortest echo times typically achievable across 
a range of different scanners: 1.5 tesla (T) simulations used 6 
echoes (TE1 =1.2 ms, ΔTE=2 ms) and 3T simulations used 
12 echoes (TE1 =1.1 ms, ΔTE=1.1 ms). Different levels of 
complex Gaussian noise were added to the signals depending 
on SNR. MAGO was applied to the magnitude images, and 
the median of the generated 32 × 32 MAGO PDFF maps was 
compared against true PDFF. The RSS difference between 

the 2 converged parameter sets was extracted for each (PDFF, 
SNR) pair. PDFF from the 2 parameter sets were also plotted 
against true PDFF for our typically observed SNR values in 
vivo (SNR = 40 at 1.5T and SNR = 60 at 3T).

Although the implementation referred to in this paper 
is pixel‐independent in order to provide a baseline perfor-
mance, the potential of using neighborhood information was 
explored in the simulations. The PDFF solution image was 
thresholded at 60%, so 1 binary mask was obtained with pix-
els above 60% PDFF and another with pixels at and below 
60%. Small clusters (less than 50 pixels using 8‐connectivity) 
were flagged, and the alternative parameter set was chosen as 
the solution at those pixels. Results with and without regular-
ization were generated.

3.3 | Phantom data
MAGO was assessed using a publicly available data-
set of 28 phantom acquisitions (http://dx.doi.org/10.5281/ 
zenodo.48266).44 In this dataset, a phantom comprising a 
total of 11 vials with peanut oil and water mixtures (PDFF:  
0%, 2.6%, 5.3%, 7.9%, 10.5%, 15.7%, 20.9%, 31.2%, 41.3%, 
51.4%, 100%) was scanned at 6 different sites (2 Philips 
Healthcare, Best, the Netherlands, 2 Siemens Healthcare, 
Erlangen, Germany, and 2 GE Healthcare, Waukesha, WI, 
USA) using 2 different 6‐echo gradient echo protocols (proto-
col 1 and protocol 2) at 2 field strengths (1.5T and 3T); 1 site ac-
quired 2 sets of data ((6+1)×2×2=28 acquisitions). Protocol 
1 was an IP/OP acquisition (TE1 ≈ΔTE≈2.30 ms at 1.5T and 
TE1 ≈ΔTE≈1.00 ms at 3T), whereas protocol 2 aimed for the 
shortest possible echoes (TE1 =1.10−1.20ms and ΔTE≈2.00 
ms at 1.5T, and ΔTE≈1.15 ms at 3T). Acquisitions used a 
small flip angle (2º–3º) to minimize T1 bias and combined 
monopolar and bipolar readouts. The reader is referred to the 
original paper for further details regarding acquisitions.44

Complex‐valued datasets were available, but in order to 
assess MAGO, the phase information was discarded. The 
signal model used a 6‐peak peanut oil fat spectrum corrected 
for a temperature of 22°C (frequencies in ppm of 5.20, 4.21, 
2.66, 2.00, 1.20, and 0.80; relative amplitudes of 0.048, 0.039, 
0.004, 0.128, 0.694, and 0.087).35,44,45 15‐mm diameter ROIs 
were placed manually by 1 author (c.h.) and used to extract 
a median value for each phantom vial from the central slice. 
Median PDFF values were plotted against reference phan-
tom concentrations, and linear regression was performed 
for comparison to the downloaded PDFF maps, referred to 
as Hernando PDFF. Linear regression was calculated inde-
pendently for data from each field strength, protocol, and site.

3.4 | UK Biobank subjects
MAGO was evaluated for in vivo agreement with an independ-
ent, widely used method on N = 178 nominally healthy UK 

http://www.itk.org
http://dx.doi.org/10.5281/zenodo.48266)
http://dx.doi.org/10.5281/zenodo.48266)


   | 465TRIAY BAGUR eT Al.

Biobank46 volunteers scanned at the Cheadle site (Siemens 
Healthcare, Magnetom Aera, 1.5T) using a single‐slice  
(10‐mm slice thickness), 6‐echo (TE1 =1.2 ms, ΔTE≈2 ms) 
gradient echo protocol designed to minimize T1 bias (5º 
flip angle). UK Biobank is approved by the North West 
Multi‐Centre Research Ethics Committee, and prior writ-
ten consent was obtained from all participants. Magnitude 
and phase  images were available for each case. PDFF maps 
were generated using MAGO applied to just the magnitude  
images and discarding phase information, and they were also 
generated using an implementation of the hybrid iterative 
decomposition of water and fat with echo asymmetry and 
least squares estimation (IDEAL) method17, LiverMultiScan 
IDEAL (LMS IDEAL, Perspectum Diagnostics Ltd, Oxford, 
UK), described in Hutton et al.37 LMS IDEAL is a complex‐
based, confounder‐corrected method that includes a region 
growing algorithm from Yu et al. for field map estimation 
and a final magnitude‐based estimation step to mitigate phase 
 errors.10,17,25 LMS IDEAL also includes a correction for  
bipolar gradients from Peterson and Månsson.47

Both methods used an empirical human liver fat model 
described in the literature, with 6 peaks and frequencies 
in ppm of 5.30, 4.20, 2.75, 2.10, 1.30, and 0.90 ppm; and 
relative amplitudes 0.047, 0.039, 0.006, 0.12, 0.7, and 
0.088, respectively.35 For each case, a deep learning‐based 
liver segmentation algorithm was used to obtain a mask 
with excluded vessels.48 Liver masks were used to extract 
median PDFF values from the MAGO and LMS IDEAL 
PDFF maps. Median PDFF values were compared using 
Bland‐Altman analysis.49

3.5 | Challenging cases from the 
RADIcAL project
MAGO was also applied to 3 particularly challenging 
cases from the project non‐invasive rapid assessment of 
chronic liver disease using Magnetic Resonance Imaging 
with LiverMultiScan (RADIcAL), in which artefacts were 
observed in LMS IDEAL PDFF maps. These cases had 
been acquired at 3 different sites at 3T: Leiden University 
Medical Center (Philips Healthcare, Ingenia, 3T), Coimbra 
University Hospital (Siemens Healthcare, TrioTim, 3T), and 
Ulm University Medical Center (Siemens Healthcare, Skyra, 
3T) using 12 echoes, TE1 = 1.1 ms, ΔTE≈1 ms, 3º flip angle, 
and bipolar readouts. The Committee for Medical Ethics of 
Leiden University Medical Center (P17.076), the Committee 
of Ethics at the Faculty of Medicine of the University of 
Coimbra (CE‐030/2017), and the Ethics Committee of the 
University of Ulm (Nr. 198/17) approved the study; and prior 
written consent was obtained from the participants. The cho-
sen datasets contained multiple slices; off‐center slices were 
processed for the Coimbra and Ulm cases to investigate the 
impact of larger off‐resonance effects, which are usually 

observed away from the isocenter. Liver segmentation masks 
were used to extract median hepatic measures and distribu-
tions of hepatic PDFF values.

4 |  RESULTS

4.1 | Implementation
Figure 3 illustrates the intermediate steps of MAGO pro-
cessing. The water‐only, fat‐only, and PDFF maps shown in 
Figure 3A through 3C were constructed with the converged 
parameter set 1 at each voxel; they show water–fat ambiguity 
similar to conventional magnitude‐based reconstructions. On 
the other hand, the maps built with converged parameter set 2 
at each voxel show the higher of the 2 possible PDFF minima 
(Figure 3E‐G). PDFF 2 depicts infeasibly high hepatic PDFF, 
although subcutaneous fat and visceral fat are estimated in 
the expected range. Figure 3I through 3L show the result 
after selecting the parameter set corresponding to the lowest 
RSS at each voxel; this resolves the water–fat ambiguity.

4.2 | Simulations
Figure 4 shows the results of the MAGO reconstruction 
for the in vivo protocols with a range of SNR regimes. It 
is expected that, up to a given PDFF value, the PDFF from 
parameter set 1 will be chosen as the solution; above that 
PDFF value or switching point, the PDFF from parameter 
set 2 will be assigned instead. With multipeak fat modeling, 
the switching point need not be at 50% PDFF; in fact, it 
may be noted that it varies slightly with number of echoes 
and echo times. The switching point is approximately 58% 
PDFF in the current 1.5T and 3T protocols (Figure 4B). 
As PDFF approaches this value, the difference between 
 residuals approaches 0, and there is increased ambiguity 
 between the 2 candidate solutions (Figure 4A). In the pres-
ence of noise, a number of pixels may be incorrectly  assigned, 
and the median PDFF value may become biased toward the 
alternative solution (Figure 4B, D). For a given number 
of echoes and echo times (e.g., our 3T protocol), it can be  
observed that PDFF 1 and PDFF 2 overlap for a short range 
of PDFF (Figure 4I); here, whereas the 2  parameter sets 
have the same residual value, choosing either of the 2 sets 
will give the correct solution (Figure 4F).

Figure 4 also shows the potential of using regularization 
in lower SNR conditions. For the 1.5T acquisition, the PDFF 
median becomes less biased toward the alternative solu-
tion when using neighborhood connectivity (Figure 4C). 
This substantially improves PDFF estimation about the 
switching point (Figure 4E). Neighborhood connectivity 
showed little improvement compared to pixel‐independent 
assignation for the typical SNR observed in our 3T protocol 
(Figure 4H, J).
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4.3 | Phantom data
Figure 5A shows a representative phantom acquisition with the 
PDFF map downloaded from Hernando et al.44 and the PDFF 
map calculated using MAGO. The difference image shows 
excellent voxel‐wise agreement between the methods and 

similar noise performance, despite MAGO using only mag-
nitude data. Figure 5B shows median PDFF values  extracted 
from the ROIs placed on all 11 phantom vials, for all sites, 
acquisition protocols and field strengths plotted against ref-
erence phantom oil/water concentrations. Linear regression 
results are shown in Table 1 (slope, intercept, and R‐squared 

F I G U R E  3  Intermediate solutions from the MAGO method implementation on a RADIcAL case from the Ulm site (Siemens Healthcare, 
Erlangen, Germany, Skyra, 3T, 12 echoes, TE1 =1.1 ms, ΔTE≈1 ms, 3º flip angle). One parameter set 

(
�

W
, �

F
, R

∗
2

)
 will be obtained for 

each of the 2 runs of the optimization algorithm in each voxel, with 2 different sets of initial conditions 
{
�

W
, �

F
, R

∗
2

}
1
={1000, 0, 50} and 

{
�

W
, �

F
, R

∗
2

}
2
={0, 1000, 50} (water and fat amounts are in arbitrary units and R∗

2
 is measured in s−1). The first set of initial conditions combines 

to PDFF = 0% and will lead to the parameter set 1 maps (A‐D); this parameter set PDFF map (C) is similar to magnitude‐based PDFF maps 
previously reported in the literature, where liver PDFF values are reported in the expected range, but subcutaneous and visceral PDFF values are 
aliased to values below 50%. The PDFF map of the parameter set 2 maps (E‐H) has subcutaneous and visceral PDFF values in the expected range, 
but liver PDFF is infeasibly high. The solution water‐only, fat‐only, PDFF and T∗

2
 (1/R∗

2
) maps (l-L) are constructed by choosing the parameter set 

(
�

W
, �

F
, R

∗
2

)
 with lower RSS at each pixel. Residual values for the labeled pixel (marked ∗) were R1 = 51 (J) and R2 = 510 (K) in this case. This 

enables robust water–fat separation and quantification of PDFF within the entire dynamic range (0‐100%). As may be noted, 2 spatially distant 
pixels with similar PDFF values could have substantially different RSS (see for example the subcutaneous fat in D); it is the relative difference 
between the RSS of the 2 parameter sets at each voxel that is evaluated. MAGO, MAGnitude‐Only; RADIcAL, non‐invasive rapid assessment of 
chronic liver disease using Magnetic Resonance Imaging with LiverMultiScan; T, tesla
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F I G U R E  4  Noise simulations show the feasibility of the MAGO reconstruction technique in our preferred 1.5T and 3T acquisition settings 
for SNR = 1 to 100. The combination of the 2 candidate solutions or parameter sets (referred to as PDFF 1 and PDFF 2) results in robust PDFF 
quantification over the entire range 0 to 100%. The 1.5T acquisition has less resolvability power than the 3T acquisition, shown by the difference 
in residual values (A, F), but is still able to assign most pixels to the correct solution down to low SNR (B, D, G, I). For low SNR, noise may start 
corrupting the residuals, and more pixels will be assigned to the incorrect solution (notably near the switching point, arrows, where there is the 
highest ambiguity) biasing the median PDFF value towards the incorrect solution (B, D). Using regularization reduced the bias of low SNR at 1.5T 
(C, E) but did not show significant improvement in high SNR 1.5T or in our 3T protocol (H, J). Black dotted squares show typical SNR values 
observed in our 1.5T (SNR = 40) and 3T (SNR = 60) acquisitions
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agreement) and compares regression results from Hernando 
PDFF against MAGO PDFF. The results show  excellent 
agreement between the methods, with high accuracy, high 
linearity, and small bias (note R‐squared coefficients close to 
1, slope close to 1, intercept close to 0). Note that MAGO is 
able to resolve the magnitude‐intrinsic water–fat ambiguity; 

this is mainly reflected in the 100% phantom vial results 
and does not compromise accuracy in the 0 to 50% PDFF 
range. In general, higher agreement  between methods and  
between MAGO and ground truth values was observed on 
protocol 2 data over protocol 1 data and also on 3T data over 
1.5T data.

F I G U R E  5  Results of MAGO applied on publicly available phantom data from Hernando et al.40 Excellent pixel‐by‐pixel agreement is 
observed in the exemplary PDFF comparison taken from site 1, 3T, protocol 2 (note the tight scale of the difference image) (A). Reported values of 
MAGO PDFF from the phantom vials were plotted against ground truth concentrations for each site, field strength, and protocol; this plot may be 
used for qualitative assessment of accuracy, linearity, and bias (B). MAGO was able to resolve the magnitude‐intrinsic water–fat ambiguity using 
magnitude images alone (note the vial containing 100% PDFF), and excellent reproducibility was observed across sites (manufacturers), protocols, 
and field strengths
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4.4 | UK Biobank subjects
Figure 6A through 6C show an interesting UK Biobank case 
in which fat–water swapping occurred in the LMS IDEAL 
PDFF map affecting the arms and subcutaneous fat. The 
 artefacts had no observable effect on liver PDFF because both 
methods reported a median PDFF of 4.9% and voxel‐wise 
differences are small. Figure 6D shows the Bland‐Altman 
analysis on the entire cohort (N = 178), namely a compari-
son between LMS IDEAL PDFF and MAGO PDFF median 

values drawn from automatic liver segmentation masks. 
The Bland‐Altman results show excellent in vivo agreement 
 between LMS IDEAL and MAGO, with bias at −0.02% 
PDFF and 95% confidence intervals at ±0.13% PDFF.

4.5 | Challenging cases from the 
RADIcAL project
Figure 7 shows a Leiden case in which LMS IDEAL pre-
sented substantial fat–water swap artefacts due to incorrect 

T A B L E  1  Linear regression analysis of MAGO median PDFF values on phantom vials was performed for all sites, protocols, and field 
strengths and was subsequently compared to the same analysis on the downloaded Hernando et al.44 2016 PDFF maps. Excellent agreement was 
observed between the 2 methods, with R2 close to 1, slope close to 1, and intercept close to 0. Protocol 2 acquisitions presented better agreement 
than protocol 1 acquisitions because asymmetric echo acquisitions render greater noise performance than in‐phase/opposed‐phase acquisitions. 
Similarly, 3T acquisitions have higher SNR compared to 1.5T acquisitions, and better agreement was observed

Site

MAGO PDFF 1.5T Protocol 1 Hernando PDFF 1.5T Protocol 1

R2 Slope [95% CI] Intercept [95% CI] R2 Slope [95% CI] Intercept [95% CI]

1 0.999 1.00 [0.97 1.03] 0.41 [−0.67 1.48] 0.999 1.00 [0.97 1.02] 0.42 [−0.66 1.50]

2 0.997 1.04 [0.99 1.08] 0.81 [−0.93 2.55] 1 1.02 [1.00 1.03] 0.73 [0.15 1.32]

3 0.999 1.01 [0.99 1.03] 0.31 [−0.52 1.14] 0.999 1.01 [0.99 1.04] 0.33 [−0.55 1.22]

4 0.997 0.99 [0.95 1.04] −0.57 [−2.27 1.13] 0.997 0.99 [0.95 1.04] −0.55 [−2.24 1.14]

5 0.999 1.00 [0.99 1.02] 0.18 [−0.50 0.87] 0.999 1.01 [0.99 1.02] 0.21 [−0.46 0.88]

6 0.998 1.00 [0.96 1.03] −0.15 [−1.37 1.06] 0.998 1.00 [0.96 1.03] −0.14 [−1.34 1.07]

MAGO PDFF 1.5T Protocol 2 Hernando PDFF 1.5T Protocol 2

Site R2 Slope [95% CI] Intercept [95% CI] R2 Slope [95% CI] Intercept [95% CI]

1 0.998 1.02 [0.99 1.06] 0.08 [−1.25 1.40] 0.998 1.02 [0.99 1.06] 0.09 [−1.21 1.39]

2 0.999 1.02 [1.00 1.04] 0.99 [0.28 1.71] 0.999 1.02 [1.00 1.04] 1.01 [0.29 1.74]

3 0.998 1.01 [0.97 1.04] −0.38 [−1.58 0.82] 0.999 1.00 [0.98 1.03] −0.39 [−1.46 0.68]

4 0.998 0.97 [0.94 1.00] 0.08 [−1.06 1.21] 0.998 0.97 [0.94 1.00] 0.09 [−1.04 1.21]

5 1 0.96 [0.95 0.98] 1.26 [0.68 1.84] 1 0.98 [0.96 0.99] 1.08 [0.67 1.50]

6 0.995 1.01 [0.96 1.06] −0.74 [−2.72 1.25] 0.995 1.01 [0.96 1.06] −0.71 [−2.69 1.26]

MAGO PDFF 3T Protocol 1 Hernando PDFF 3T Protocol 1

Site R2 Slope [95% CI] Intercept [95% CI] R2 Slope [95% CI] Intercept [95% CI]

1 0.998 1.00 [0.97 1.03] −0.03 [−1.20 1.14] 0.998 1.00 [0.97 1.03] −0.01 [−1.17 1.15]

2 0.999 1.01 [0.99 1.03] 0.83 [0.11 1.55] 0.999 1.01 [0.99 1.03] 0.85 [0.12 1.58]

3 0.999 1.01 [0.99 1.03] 0.36 [−0.40 1.11] 0.999 1.01 [0.99 1.03] 0.38 [−0.38 1.13]

4 0.997 1.00 [0.96 1.04] −0.13 [−1.71 1.44] 0.997 1.00 [0.96 1.04] −0.12 [−1.68 1.45]

5 0.999 1.00 [0.98 1.01] 0.56 [−0.14 1.26] 0.999 1.00 [0.98 1.01] 0.57 [−0.12 1.26]

6 0.998 0.99 [0.96 1.02] −0.45 [−1.74 0.84] 0.998 0.99 [0.96 1.02] −0.43 [−1.71 0.85]

MAGO PDFF 3T Protocol 2 Hernando PDFF 3T Protocol 2

Site R2 Slope [95% CI] Intercept [95% CI] R2 Slope [95% CI] Intercept [95% CI]

1 0.999 0.98 [0.96 1.00] 0.39 [−0.36 1.15] 0.999 0.98 [0.96 1.00] 0.40 [−0.34 1.15]

2 1 0.98 [0.97 0.99] 0.42 [−0.12 0.96] 1 0.98 [0.97 0.99] 0.43 [−0.11 0.97]

3 0.999 0.97 [0.95 1.00] 1.18 [0.12 2.24] 0.999 0.97 [0.95 1.00] 1.18 [0.15 2.21]

4 0.999 0.96 [0.94 0.99] 0.84 [−0.13 1.81] 0.999 0.96 [0.94 0.99] 0.84 [−0.13 1.82]

5 0.999 0.98 [0.96 1.00] 0.69 [−0.15 1.53] 0.999 0.98 [0.96 1.01] 0.61 [−0.25 1.48]

6 0.998 0.97 [0.94 1.00] 0.20 [−1.01 1.41] 0.998 0.97 [0.94 1.00] 0.20 [−1.00 1.41]

CI, confidence interval; MAGO, MAGnitude‐Only; PDFF, proton density fat fraction; T, tesla.
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field map estimation. Nonreliable phase data may have been 
caused by scanner‐specific phase correction. The MAGO 
method appears robust to such errors and was able to resolve 
the magnitude‐related water–fat ambiguity in all slices.

Figure 8 shows a Coimbra case in which LMS IDEAL 
had fat–water swapping in posterior subcutaneous fat. In 
 homogeneously distributed liver fat cases, we would expect 
a normally distributed histogram of PDFF values around the 
median. Despite the agreement between the reported median 
PDFF values from the segmentation mask (11.2% PDFF in 
LMS IDEAL, 11.1% PDFF in MAGO), phase errors seem 
to propagate into the liver in LMS IDEAL maps because a 
noisier distribution is observed compared to MAGO (Figure 
8E, F). Note that in many cases these errors are imperceptible 
when only evaluating the PDFF maps because of the scal-
ing often given to these images combined with the fact that 
 hepatic measures are rarely above 40% PDFF.

Figure 9 shows an Ulm case in which reported values 
 between LMS IDEAL and MAGO differ considerably (9.4% 
PDFF in LMS IDEAL, 11.1% PDFF in MAGO). The his-
togram from the liver segmentations shows higher spread 
and a more flattened peak for LMS IDEAL than for MAGO  
(Figure 9E, F). Although the histogram suppresses spatial 

information, increased local variation may be observed  directly 
from the LMS IDEAL PDFF map (Figure 9B). Fat–water 
swapping is also observed in LMS IDEAL in anterior subcu-
taneous fat, whereas MAGO shows robustness in this region.

5 |  DISCUSSION

This paper has introduced MAGO, a postprocessing algo-
rithm for magnitude‐based CSE‐MRI that embodies a mul-
tipeak fat spectrum and can use flexible echo combinations 
to estimate PDFF across the entire range (0–100%). Unlike 
field map estimation procedures, as used in complex‐based 
CSE‐MRI, for which the search algorithm has to contend 
with multiple local minima and for which an incorrect choice 
typically gives rise to fat–water swaps, we have shown that 
in general the magnitude‐based CSE‐MRI algorithms have 
to choose between just 2 local minima placed about approxi-
mately 50% PDFF. Using 6‐echo phantom acquisitions and 
6‐ and 12‐echo human acquisitions, we have shown the feasi-
bility of an implementation using as few as 2 runs of nonlin-
ear least‐squares optimization, 1 starting near 0% PDFF and 
the other near 100% PDFF, achieving robust determination of 

F I G U R E  6  UK Biobank (Siemens Healthcare, Erlangen, Germany, Aera, 1.5T) results of reported segmentation median PDFF measures 
from the MAGO method against the reference state‐of‐the‐art hybrid method LMS IDEAL (Perspectum Diagnostics Ltd, Oxford, UK). PDFF 
maps from an example where LMS IDEAL rendered fat–water swap artefacts (highlighted areas) are shown (A). The contour of automatic liver 
segmentation masks with excluded vessels are overlapped on the PDFF images (A, B) and the difference image (C). Pixel‐wise agreement is 
observed in the difference image, notably within the liver mask; field map smoothness assumptions of LMS IDEAL cause apparent blurring of the 
LMS IDEAL PDFF map and salient borders in the difference image (C). Bland‐Altman analysis comparing all N = 178 median PDFF measures 
from the 2 methods is included, with small bias and confidence intervals within clinical agreement (−0.02% ± 0.13% PDFF) (D). IDEAL, iterative 
decomposition of water and fat with echo asymmetry and least squares estimation; LMS, LiverMultiScan 



   | 471TRIAY BAGUR eT Al.

the water and fat components. Whereas this paper has  focused 
on PDFF, we note that MAGO also enables straightforward 
estimation of T∗

2
 (1/R∗

2
), a surrogate for iron content. Although 

magnitude fitting of T∗
2
 as compared to complex fitting has 

to cope with noise floor effects that lead to T∗
2
 overestima-

tion, techniques such as baseline fitting, signal truncation, or 
 filtering could be used50(p12).

We have shown from theory and simulated data that 3 nec-
essary conditions are needed for resolved water–fat ambiguity: 
Condition 1 implies the use of magnitude fitting in order to re-
duce the multiple local minima from complex‐based methods 
to generally 2. This makes the use of a search method more ef-
fective. Furthermore, convergence to local field map minima in 
complex fitting may not be readily apparent in PDFF maps be-
cause double fat–water swaps have been  described in which re-
ported PDFF values are incorrect but in the expected range25(p3). 
In general, using magnitude fitting reduces the  dimensionality 
of the search space and ensures that only 2 minima have to be 
explored, for which the  appearance of potential incorrect con-
vergence is more evident. Also, the use of magnitude fitting  
allows for direct estimation of water and fat (and therefore PDFF), 
without the need of a field map estimation step or typically 
used smoothness assumptions, which may not always hold.30 

Condition 2 involves the use of a multipeak fat model in order to 
break the symmetry in the search space so that the 2 minima have 
different RSS and the ambiguity may be resolved. This is similar 
to the Fat Likelihood Analysis for Multiecho Signals approach32 
but applied to magnitude‐based reconstructions. Condition 3 
is the use of a search space technique to explore the 2 minima. 
MAGO used multipoint search because knowledge about the 
search space is available, with 1 minimum below the switching 
point and another above. This ensures correct convergence when 
voxels are fat‐dominant and prevents the convergence to local 
minima that has been observed in traditional magnitude‐based 
techniques. We used Levenberg‐Marquardt optimization, but 
other algorithms could be used at this stage.

Publicly available phantom data and PDFF results enabled 
comparison of MAGO to the implementation of IDEAL from 
Hernando et al.,44 as well as accuracy assessment of MAGO 
against reference phantom values. Results show comparable 
performance of MAGO with respect to IDEAL in terms of 
slope, intercept, and R‐squared agreement, as well as repro-
ducibility for the full dynamic range of PDFF values. These 
reproducibility results suggest the potential of the MAGO 
 reconstruction for in vivo standardization across scanner 
manufacturers, protocols, and field strengths.

F I G U R E  7  Results from a multislice RADIcAL case (Philips Healthcare, Best, the Netherlands, Ingenia, 3T) show the effect of inconsistent 
phase information on field map estimation and subsequent PDFF maps calculation for the LMS IDEAL method. Field map convergence to local 
minima in certain regions (A) causes important fat–water swap artefacts in the LMS IDEAL PDFF maps that are propagated throughout the images 
(B), notably in the liver region and subcutaneous fat, but also in the spleen, spine, and descending aorta. MAGO PDFF maps show no evidence of 
fat–water swapping and are able to resolve the magnitude‐intrinsic water–fat ambiguity over the entire PDFF dynamic range (0‐100%) (C). A few 
MAGO PDFF pixels in the subcutaneous fat of slice 4 (C) were incorrectly assigned. We have seen this effect correlates to high signal loss due to 
susceptibility effects or RF inhomogeneity (results not shown), but further work is needed to confirm the association
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The observed inaccuracy in site 2 (Figure 5B) for the 
51.4% phantom vial may be explained by the reported poor 
noise performance of magnitude fitting when water and fat 
exist in similar proportions.38 With low SNR protocols, such 
as protocol 1 (IP/OP) at 1.5T (the lowest of the 4 combina-
tions), noise may begin to confound—even dominate—the 
RSS differences, therefore affecting the identification of the 
correct solution. Thus, 6 echoes may not be sufficient to iden-
tify the correct solution. A possible approach to boost SNR 
could be to use phase information to weight the solution of a 
complex‐based method more around 50%, similarly to hybrid 
reconstruction schemes.17,37

The UK Biobank dataset (N = 178) was used for in vivo 
comparison of MAGO to LMS IDEAL, a hybrid reconstruc-
tion described in previous work.37 The UK Biobank acqui-
sitions were known to have reliable phase information and 
high overall quality despite the low field strength setting. The 
example case showed MAGO was able to resolve the magni-
tude‐intrinsic water–fat ambiguity in the entire PDFF range 
0 to 100% with improved robustness to fat–water swapping 
when LMS IDEAL maps had been affected. The excellent 
agreement between LMS IDEAL and MAGO reported PDFF 

values using liver segmentations suggests that MAGO may 
be used alternatively to a complex‐based method, even when 
phase information is accessible and predominantly error‐free.

The RADIcAL cases were used to evaluate the perfor-
mance of the 2 methods in more challenging data acquired at 
3T. MAGO presented higher robustness to fat–water swaps 
and other phase‐related artefacts in these cases, whereas 
LMS IDEAL resulted in higher local variation in the liver 
compared to MAGO. This is notable given that LMS IDEAL 
includes a region‐growing method that smooths the field 
map, whereas this version of MAGO was pixel‐independent. 
The noisy local texture was not directly evident in the LMS 
IDEAL PDFF maps and, even for cases for which it does not 
clinically impact the median value of a segmentation (e.g., 
Figure 8), it could affect ROI‐based measures more dramati-
cally due to the sampling of a noisy distribution.

We have noted throughout the experiments that high‐field 
MRI translates in MAGO to more robust and accurate PDFF 
estimates (e.g., see the simulations and RADIcAL cases 
shown). This is a result of increased confidence in the dif-
ference of the RSS between the 2 explored solutions. This 
seems to be in contrast to complex fitting in 3T acquisitions 

F I G U R E  8  Results from a superior slice of a RADIcAL case (Siemens Healthcare, Erlangen, Germany, TrioTim, 3T) show the effect of 
phase errors on the estimation of PDFF maps using LMS IDEAL and MAGO. The field map from LMS IDEAL (A) shows aliasing in the posterior 
area that reflects as a substantial fat–water swap artefact in the PDFF map (B), mainly affecting subcutaneous fat but also the spine, muscles, and 
left arm of the individual (right in the image). The MAGO PDFF map (C) shows no signs of fat–water swapping and resolves the magnitude‐
intrinsic water–fat ambiguity. Phase errors at a high field strength are reflected in the PDFF difference image (D) through a speckle pattern and 
a noisier distribution of LMS IDEAL PDFF values within the liver mask (E) compared to the MAGO distribution (F). The MAGO distribution 
seems to not go down to 0. Although we do not have an explanation for this phenomenon at this point, it is possible that this is due to the liver 
segmentation being fully automatic and including pixels in the noisy liver periphery that may give different estimates for the 2 reconstructions. The 
median LMS IDEAL PDFF value drawn from the liver segmentation is robust to the observed variability in this case, demonstrated by the reported 
PDFF measures of the 2 methods (LMS IDEAL PDFF = 11.2%, MAGO PDFF = 11.1%)
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for which the increase in SNR with respect to 1.5T comes at 
the cost of higher field inhomogeneities and more errors.

MAGO can be further developed in a number of ways. 
First, although it has been tested with a series of increas-
ingly accurate human models (2–6 peaks) and a peanut oil 
phantom model, several additional models could be more 
thoroughly evaluated, not least the effect of temperature on 
the local minima.45 Second, although it is well known that 
bipolar readout gradients affect complex‐based images, they 
also impact magnitude images, albeit to a lesser extent.47,51 
Adding correction for bipolar gradients causes more vari-
ables to be estimated, potentially decreasing SNR. This may 
be another reason for poorer performance of LMS IDEAL at 
3T. Methods could be developed to compensate for bipolar 
gradients and to further increase SNR. It is also worth not-
ing that our protocols use the shortest echo times typically 
achievable across a range of different scanners. Noise per-
formance of our approach may be further improved using 
optimized echo times.

Spatial regularization could be used in association with 
MAGO. Simulations showed the potential increase in perfor-
mance and reduced bias when spatial information is used to 
assign the solutions. The region growing algorithm of LMS 
IDEAL can result in over‐smoothing of anatomical boundar-
ies, which was reflected in the LMS IDEAL PDFF–MAGO 
PDFF difference images. Evidently, a more sophisticated 

regularizer could be included during MAGO fitting (e.g., 
based on Markov Random Fields), respecting anatomical 
boundaries and other sharp transitions of PDFF.

6 |  CONCLUSION

The reconstruction algorithm introduced in this paper gen-
erally resolves the magnitude‐related water–fat ambiguity 
by using a multipeak fat spectrum and a multipoint search 
approach. Multivendor, cross‐field strength phantom data 
acquired with different protocols were used to validate the 
approach against reference values and demonstrated excel-
lent reproducibility and agreement with complex‐based 
methods in the literature. In vivo data from the UK Biobank 
study, which had known history of high‐quality data, were 
used to compare the reported PDFF from MAGO to a state‐
of‐the‐art hybrid reconstruction method, LMS IDEAL. 
No clinically relevant differences were observed between 
methods. MAGO showed excellent performance and im-
proved robustness to fat–water swap artefacts on a range of 
challenging clinical cases, notably at high field strengths. 
The magnitude‐based nature of MAGO extends the usa-
bility of advanced CSE‐MRI in the clinic and contributes 
 toward the development of robust standardized methods 
for the noninvasive quantification of fat.

F I G U R E  9  Results from a superior slice of a RADIcAL case (Siemens Healthcare, Erlangen, Germany, Skyra, 3T) show the impact of phase 
errors on reported PDFF measures. Field map values from the LMS IDEAL method (A) cause a noisy pattern in the PDFF map affecting the liver 
region (B). MAGO is unaffected by phase errors due to its magnitude‐based nature and resolves PDFF over the full dynamic range 0 to 100% (C). 
Plots have been rescaled to 0 to 50% to appreciate the local artefactual texture in the liver in LMS IDEAL that also shows in the difference 
image (D) and the histogram distributions of pixel intensities (E, F). Note that the 2 histogram distributions were drawn from the same automatic 
segmentation mask; the borders of the automatic segmentation mask were manually refined in this case. The segmentation median PDFF reported 
values differ substantially (LMS IDEAL PDFF = 9.4%, MAGO PDFF = 11.1%)
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