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ABSTRACT: DNA-based neural networks are a type of DNA
circuit capable of molecular pattern recognition tasks. Winner-take-
all DNA networks have been developed to scale up the complexity of
molecular pattern recognition with a simple molecular implementa-
tion. This simplicity was achieved by replacing negative weights in
individual neurons with lateral inhibition and competition across
neurons, eliminating the need for dual-rail representation. Here we
introduce a new type of DNA circuit that is called loser-take-all: an
output signal is ON if and only if the corresponding input has the
smallest analog value among all inputs. We develop a DNA strand-
displacement implementation of loser-take-all circuits that is
cascadable without dual-rail representation, maintaining the
simplicity desired for scalability. We characterize the impact of
effective signal concentrations and reaction rates on the circuit performance, and derive solutions for compensating undesired signal
loss and rate differences. Using these approaches, we successfully demonstrate a three-input loser-take-all circuit with nine unique
input combinations. Complementary to winner-take-all, loser-take-all DNA circuits could be used for recognition of molecular
patterns based on their least similarities to a set of memories, allowing classification decisions for patterns that are extremely noisy.
Moreover, the design principle of loser-take-all could be more generally applied in other DNA circuit implementations including k-
winner-take-all.

KEYWORDS: DNA strand displacement, DNA neural network, molecular pattern recognition, winner-take-all, loser-take-all,
signal reversal

Both natural and engineered molecular systems rely on
information-processing circuits to make decisions in

response to a changing molecular environment. DNA circuits
are particularly well suited for molecular information
processing because of their excellent programmability and
versatile interface with diverse input and output signals
including small molecules, RNA, and proteins.1−3 An
intriguing type of DNA circuit that carries out neural network
computation has been developed in theory4−6 and experi-
ments7−10 for recognizing complex and noisy molecular
patterns. These DNA-based neural networks could potentially
empower engineered molecular systems with rudimentary
learning capabilities that are central to the survival and
evolution of living organisms. Successful demonstrations of
DNA-based neural networks heavily depend on the simplicity
of the implementation. For example, implementation of a
Hopfield associative memory consisting of linear threshold
gates required a dual-rail technique for representing negative
weights and an extra layer of signal restoration in addition to
that embedded within each linear threshold gate for cleaning
up noise that builds up in feedback loops, both of which
limited the complexity of the input signals to four-bit patterns.7

By contrast, implementation of a winner-take-all neural
network required neither dual-rail representation nor feedback

loops, which enabled demonstration of 100-bit pattern
classification.9 Mathematically, any two-layer feedforward
linear threshold circuit with positive and negative weights
can be simulated by a single-layer winner-take-all circuit with
just positive weights.11 Moreover, there exists an exceptionally
simple learning algorithm in winner-take-all neural networks
using averaged training patterns as weightsopening up
implementations of learning that are experimentally feasible.9

■ RESULTS AND DISCUSSION

A Loser-Take-All Function. In this work, we introduce a
new DNA circuit architecture that is called loser-take-all. It is
closely related to winner-take-all, but computes an inverse
function:
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where ∈ +xi , i, j ∈ {1, 2, ..., n} for a circuit with n inputs. An
output signal is ON if and only if the corresponding input has
the smallest analog value among all inputs. This function has
been explored in electrical circuits.13 We show that the
implementation of a loser-take-all DNA circuit expands the
functionality of DNA-based neural networks while maintaining
the simplicity desired for scalability.
Loser-take-all (LTA) can be seen as complementary to

winner-take-all (WTA). For example, even in theory the
classification accuracy of a WTA neural network using
averaged training patterns as weights can be fairly low for
certain classes of patterns when the similarity between distinct
classes is high (Figure 1a, left). In these cases, it will be useful

to classify the patterns based on the memory to which it is least
rather than most similar. Using a LTA neural network, the
majority of the patterns that are incorrectly classified with a
WTA neural network can be correctly classified with a less
stringent criterion−instead of identifying to which class the
pattern belongs, a LTA neural network identifies to which class
the pattern does not belong (Figure 1a, right). Naturally, LTA
pattern classification is easier than WTA; for example, with
three classes, a random guess of to which class a pattern
belongs has only 1/3 probability of being correct, while that of
to which class a pattern does not belong has 2/3 probability of
being correct. Despite the relaxed criterion, the type of output
produced by a LTA neural network could be useful for a
variety of tasks including safety decisions, outlier removal, and
resource allocation.
If negative weights were allowed, there would be no need to

specifically develop a loser-take-all implementation. For
example, assuming that inputs are normalized to 0 ≤ xi ≤ 1,

1 − xi would naturally reverse the order of input signals and
winner-take-all could be applied to the reversed signals for
identifying the original input signal with the smallest analog
value. However, implementation of negative weights requires
dual-rail representation where a pair of species are used to
indicate the positive or negative values of a weight (wi

+ = wi
when wi > 0 and wi

− = −wi when wi < 0), doubling the circuit
size.7 A few other issues arise when applying the dual-rail
technique for implementing a loser-take-all neural network,
which we will discuss later. Simpler implementations could be
achieved by using an annihilator where positive and negative
weights result in two distinct weighted sum species (

= ∑+
>s wxw i i0i

and = ∑−
<s wxw i i0i

) that stoichiometrically

consume each other when reacting with the annihilator.10,14

However, this approach does not allow the weighted sum
function to be cascaded with the winner-take-all function
when one weighted sum species is present before the other it
will react with downstream circuit components before
annihilation takes place. For implementing 1 − xi, 1 is not a
variable and should be present before xi arrives, which would
be consumed by the downstream winner-take-all layer and
result in false output.

DNA Strand-Displacement Implementation. Here we
show a loser-take-all implementation that is both cascadable
and requires no dual-rail representation (Figure 1b). First,
reversal of each input signal is accomplished by computing the
average of all input signals excluding itself:
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where ∈ +xj , i, j ∈ {1, 2, ..., n} for a circuit with n inputs. It is
clear that the largest yi corresponds to the smallest xi: suppose
x1 < x2 < ··· < xn, then c − x1 > c − x2 > ··· > c − xn where c =
∑ixi. Next, the output of the circuit is computed as a winner-
take-all function of the reversed input signals:
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DNA strand-displacement implementation of the winner-take-
all function has been previously developed.9 It involves
pairwise annihilation that facilitates competition between all
input strands until there is only one winner left, and
subsequent signal restoration that recovers the concentration
of the winner species through a catalytic reaction that utilizes a
gate and fuel species. Sequential operation of these two types
of reactions was approximated by controlling the rate of
annihilation (kf) to be much faster than that of signal
restoration (ks) via a longer toehold domain (s* T* on Anhij
and T* on GZi as shown in Figure 2). Here we develop a DNA
strand-displacement implementation of signal reversal that is
composable with the winner-take-all implementation (Figure
2). In a three-input loser-take-all circuit, each input strand
(e.g., X1) irreversibly reacts with one of two signal reversal
gates (e.g., GY12 and GY13) to produce one of two output
strands (e.g., Y2 and Y3). Output strands that contain the same
toehold and branch migration domains for reacting with an
annihilator (e.g., output strands from GY12 and GY32 both
contain domains s T Sy2) collectively represent a reversed
signal (e.g., Y2). When signal reversal gates are in excess, the
concentration of a reversed signal at reaction completion is

Figure 1. Concept of a loser-take-all circuit. (a) Confusion matrix and
example pattern classification results of winner-take-all (WTA) and
loser-take-all (LTA) neural networks. Training and testing patterns
were taken from the MNIST database12 and converted from grayscale
to binary. Weights were assigned as the average of the first hundred
patterns in the training data set. (b) Abstract design of a three-input
loser-take-all circuit.
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expected to be the average of all but one initial input
concentrations (e.g., [Y2]|t=∞ = ([X1]|t=0 + [X3]|t=0)/2) if it is
not consumed by any downstream reactions.
Demonstration of Signal Reversal. We first demon-

strated signal reversal by connecting the signal reversal gates
directly to reporters (i.e., replacing each Syi domain with Szi).
To correctly compute the average of certain inputs, it is
important that each input strand reacts with all signal reversal
gates at the same rate. As the effective rate constant of an
irreversible strand-displacement reaction mainly depends on
the toehold length and sequence,15,16 the same toehold
sequence was employed in all signal reversal gates. To evaluate
how well input signals can evenly split to produce output
signals, we tested each input strand with a pair of signal
reversal gates. No more than 10% difference was observed
between each pair of output signals (Figure 3a). Considering
stoichiometry inaccuracy and experimental noise, this differ-
ence is unsurprising. However, despite having almost no
difference between the two outputs produced by input X1, their
concentrations were approximately 40% lower than expected.
Given that the data was normalized based on the fluorescence
level of 1× output directly reacting with the reporter, this
difference could be due to the effective concentration of the
input strand being lower than that of the output strand, which
is not uncommon with unpurified DNA strands.17 Nonethe-
less, when all three input strands and six signal reversal gates
were mixed together, the smallest input signal resulted in the
largest output signal for two unique combinations of input
signals that we tested (Figure 3b), suggesting a successful
demonstration of signal reversal.
Rate Measurements for Evaluating the Fairness of

Competition among Reversed Signals. Equal reaction
rates are essential not only for signal reversal but also for
winner-take-all, as they ensure fair competition among distinct

signal species.9 To promote equal reaction rates, the toeholds
on all annihilators were designed to have the same sequence.
As discussed above, the toeholds on annihilators need to be
longer than that on signal restoration gates so as to
approximate sequential operation, and thus a common s
domain was introduced in all input signals to allow for a
common extended toehold (s* T*) on all annihilators (Figure
2). To investigate the impact of branch migration sequence on
strand displacement rate, we measured the rate of signal

Figure 2. DNA strand-displacement implementation of a three-input loser-take-all circuit. In the chemical reactions, the species in black or gray are
needed as part of the function or to facilitate the reactions, respectively. The concentrations of facilitating species are in excess. The concentration
of a signal strand corresponds to the value of a variable (e.g., x1 = [X1]). Signal Yj is the union of all top strands in GYij. Signal Zi is the top strand in
GZi. The initial concentration of GZi (e.g., [GZi]0 = 1× standard concentration) determines the steady-state concentration of Fluori when output Zi
is computed to be ON. Zigzagged lines indicate toehold domains and straight lines indicate branch migration domains. Extended toehold domains
on annihilators are indicated as s* T*. Clamp domains for reducing leak between double-stranded complexes are not shown here but included in
Figure S1. Three distinct ATTO dyes were used in reporters for fluorescence readout.

Figure 3. Demonstration of signal reversal. (a) Individual input
strands reacting with a pair of signal reversal gates. (b) Signal reversal
of three inputs at distinct concentrations. Abstract reaction diagrams
indicate the reactions involved in each experiment. Simulation and
fluorescence kinetics data are shown as solid and dotted trajectories,
respectively. Standard concentration 1× = 50 nM. Initial concen-
trations of all signal reversal gates and reporters were 2×.
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restoration (Figure 4a)signal restoration gates share the
same branch migration domains (Syi) as the annihilators and

their outputs are directly measurable by reporters. We
estimated a 2.4-fold difference in strand displacement rate
constant ksi (specified in eq S3) across three signal restoration
pathways. As expected, signal restoration slowed when signal
reversal gates and annihilators were present (Figure 4b). In
particular, signal strands Yi were anticipated to react with the
annihilators, which allowed us to estimate toehold dissociation
rate constant kri (specified in eq S2) across three annihilation
reaction pathways. Like ksi, a 2-fold difference was estimated
for kri. We suspect this is due to spurious interactions that
temporarily inhibit the toeholds (also known as toehold
occlusion)18,19 having different impacts on annihilators with
different branch migration sequences.
Concentration Adjustments for Compensating Rate

Differences and Improving ON−OFF Separations.
Applying the estimated ksi and kri in simulations, we predicted
that the overall behavior of the loser-take-all circuit would bias
toward identifying input X2 as the smallest signal; this was
indeed shown in experiments where output Z2 turned ON the
fastest when the concentration of X2 was 0 (Figure 5a). It
would be possible to reduce the difference in reaction rates by
carefully redesigning the DNA sequences guided by sequence-
level kinetics simulations,20,21 but it would be challenging given
the complexity of the circuit. We thus chose to explore the
possibility of exploiting concentration adjustments to com-
pensate for the rate differences. We hypothesized and verified
by simulations that reducing the concentration of annihilator
Anh13 to half would reduce the competition between reversed

signals Y1 and Y3 while simultaneously promoting both of them
to compete with Y2 − this introduced bias would negate the
observed bias in producing output Z2. This hypothesis was
supported by experimental observations: with the adjustment
in annihilator concentration, similar kinetics were achieved in
all three outputs that turned ON when the corresponding
input strand had the lowest concentration (Figure 5b). In
general, when the production of a particular output Zi is faster
than the others, reducing the concentrations of annihilators
Anhjk, ∀j, k ≠ i would help balance the rate bias. Alternatively,
more experiments with distinct Syi domains could be
performed to allow the selection of sequences with similar
ksi and kri.
Considering the lower effective concentration of input

strands indicated by experiments on the signal reversal layer of
the circuit (Figure 3a), we further hypothesized and verified by
simulations that doubling the concentration of inputs would
speed up the circuit while resulting in a better separation
between outputs that are supposed to turn ON and those that
are supposed to stay OFF. The second hypothesis was also
supported by experiments: with the additional adjustment in

Figure 4. Rate measurements in signal restoration (a) without and
(b) with the presence of signal reversal gates and annihilators.
Abstract reaction diagrams indicate the reactions involved in each
experiment. Simulation and fluorescence kinetics data are shown as
solid and dotted trajectories, respectively. Standard concentration 1×
= 50 nM. Initial concentrations of all signal reversal gates,
annihilators, signal restoration gates, fuels, and reporters were 2×,
4×, 1×, 2×, and 2×, respectively.

Figure 5. Adjustments in annihilator and input concentrations. Three-
input loser-take-all behavior (a) without, and with adjustment in (b)
annihilator and (c) input concentrations. Abstract reaction diagram
indicates the reactions involved in the experiments, highlighting the
molecules whose concentrations were adjusted. Simulation and
fluorescence kinetics data are shown as solid and dotted trajectories,
respectively. Except specified below, standard concentration 1× = 50
nM, initial concentrations of all signal reversal gates, annihilators,
signal restoration gates, fuels, and reporters were 2 × , 4 × , 1 × , 2 × ,
and 2 × , respectively. Concentration of Anh13 was adjusted to 2× in b
and c. Standard concentration for all input strands was adjusted to 1×
= 100 nM in c.
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input concentration, larger gaps between ON and OFF outputs
were achieved within 2 h (Figure 5c).
Demonstration of Loser-Take-All. With the above

adjustments in annihilator and input concentrations, we
demonstrated the three-input loser-take-all function with
nine unique input combinations (Figure 6). If all rate constants

in each of the circuit layers (signal reversal, pairwise
annihilation, and signal restoration) were equal, input
combinations with the same values but different orders
(shown in each row of Figure 6) would lead to the same
kinetics in output trajectories but different identities. Because
the rate constants were not equal and the concentration
adjustments could not fully account for the differences, the
ON−OFF separation in outputs was better in some cases than
others. For example, with the same smallest input, swapping
the identities of the two larger inputs could result in a slightly
better performance (Figure 5c, rightmost plot vs Figure 6,
rightmost plot in the first row). Regardless of the quantitative
variations, the loser-take-all computation was qualitatively
correct for the nine example input casesoutput correspond-
ing to the smallest input reached at least 60% reaction
completion within 2 h while the other outputs remained below
40% (Figure 6).
Robustness of Loser-Take-All Compared to Winner-

Take-All DNA Circuits. Admittedly, the loser-take-all
behavior was not as robust as the previously demonstrated

winner-take-all behavior.9 A main reason is that the difference
between any reversed signals is reduced to 1/(n − 1) of that
between the original inputs in a loser-take-all circuit with n
inputs. As shown in the bar chart in Figure 6, a 50% reduction
is expected in the three-input circuit, making the competition
more challenging. Besides that, we investigated another
possible reason: in winner-take-all circuits, all signal strands
had exactly one toehold domain; in loser-take-all circuits, signal
reversal was designed to be irreversible, which requires two
toehold domains in input strands. We suspected that these
input strands with two toeholds could have increased spurious
interactions, particularly with the annihilators. For example, if
single-stranded DNA is sufficiently stretchable, it is conceivable
that an input strand could bind to an annihilator by both
toeholds, which would lead to slower dissociation rate and thus
more significant toehold occlusion compared to a single
toehold. For this reason, we explored two alternative designs.
In the first we removed one toehold from the input strands,
allowing signal reversal reactions to be reversible (Figure S2a).
Interestingly, the performance of the circuit became worse
(Figure S2b), suggesting that the common s domain needed
for reacting with the extended toeholds on annihilators
introduced significant crosstalk among signal reversal reactions
in the reverse direction. In the second design we changed the
3′ end toehold on input strands to a different sequence, which
is now distinct from the toeholds on annihilators (Figure S3a).
This design did result in mild improvement in circuit
performance (Figure S3b), indicating reduced effect of toehold
occlusion.

Simulation Analysis of a 100-bit, Three-Memory
Loser-Take-All Neural Network. Finally, we evaluated the
performance of a loser-take-all neural network in simulation for
processing three similar classes of 100-bit patterns: MNIST
digits 1, 4, and 8. Analysis of all test patterns in their weighted
sum space suggested that 20% more patterns can be correctly
classified by the loser-take-all neural network (Figure S5) than
the winner-take-all neural network (Figure S4). However, due
to the reduced differences among the weighted sums after their
strengths are reversed, the percentage of patterns that are
experimentally feasible (defined by a 15% margin between two
closest weighted sums) is only mildly larger in the loser-take-all
neural network. The behavior of the network was simulated
with four example patterns per class among the experimentally
feasible ones (Figure S6). Examples of digits 1 and 8 were
correctly identified to be least similar to 4; examples of digit 4
resulted in ambiguous classification where the separation
between the two fastest output trajectories was small,
indicating that the input pattern was similarly different from
1 and 8. These simulation results suggest that in principle
loser-take-all neural networks are useful for processing classes
of patterns that are too similar to be recognized by winner-
take-all neural networks, and that alternative strategies for
implementing signal reversal that maintain or increase the
difference among distinct weighted sums of input will improve
the performance of the neural network.

Complexity Analysis of Three Distinct Implementa-
tions for Loser-Take-All Neural Networks. In the above
simulations, the loser-take-all neural network was implemented
by combining signal reversal with summation (Figures S6a and
S7a), which resulted in n2 − 2n more distinct species compared
to the implementation of winner-take-all neural networks,9

where n is the number of memories (i.e., classes of patterns).
Alternatively, the signal reversal function can be combined

Figure 6. Demonstration of three-input loser-take-all with nine input
combinations. Abstract reaction diagram indicates the reactions
involved in the experiments. Bar chart shows all input values and
expected reversed signal values. The first two kinetics plots in the top
row are the same as in Figure 5c. Simulation and fluorescence kinetics
data are shown as solid and dotted trajectories, respectively. Standard
concentration for all input strands was 1× = 100 nM. Initial
concentrations of annihilators Anh12, Anh13, and Anh23 were 4×, 2×,
and 4×, respectively, and that of all signal reversal gates, signal
restoration gates, fuels, and reporters were 2×, 1×, 2×, and 2×,
respectively, where 1× = 50 nM.
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with weight multiplication, resulting in the same number of
distinct species compared to winner-take-all neural networks
for arbitrary memories and input patterns (Figure S7b, upper
bound). However, for specific classes of patterns with many
zeros, this implementation is not efficient, as it always requires
m × n weight species regardless of the patterns, where m is the
number of all bits in the patterns (Figure S7b, lower bound).
For processing a few classes of complex patterns (e.g., m ≥

n2), the strategy of signal reversal generally leads to simpler
implementations than the dual-rail technique (Figure S7c).
Moreover, there are two issues with the dual-rail implementa-
tion of winner-take-all or loser-take-all neural networks. First,
only half of the dual-rail circuit producing zi

ON can be
implemented while the other half producing zi

OFF cannot, as it
would require a function other than winner-take-all. Second, an
“always ON” signal used for generating a set of constants
needed for the dual-rail implementation must arrive at the
same time as the input signals, otherwise false output will be
produced (i.e., output corresponding to the largest constant
will turn ON), which cannot be reversed after the input signals
have arrived. For this reason, the dual-rail implementation is
only correct if autonomous operation of the neural network is
not required (e.g., for a diagnostic task for which human
intervention is allowed but not for a therapeutic task for which
the circuit must respond to changes in a molecular environ-
ment that are unknown to humans).
Future Work. It is worthwhile to mention that other than

the rate constants estimated from experiments that were
designed to quantify the difference in distinct signal restoration
and annihilation reaction pathways, we applied the same rate
constants from previous work7,9,18 in all simulations. In some
cases, the simulation did not fully explain the experimental
data, which was especially true for outputs that were supposed
to stay OFF. Because these outputs were mainly produced by
signals that bypassed the annihilators and became amplified by
signal restoration gates and fuels, this observation calls for
future study on a better model for annihilation, which is a type
of cooperative hybridization.22

More importantly, our results suggest two criteria for
improving the robustness of DNA circuits: an ideal circuit
design should tolerate at least 2-fold variation in any reaction
rates and at least 40% variation in any signal concentrations. In
theory, the computational power of rate-independent chemical
reaction networks has been explored, where correct output is
guaranteed for any reaction rates.23,24 In experimental work,
robust DNA circuits have been developed where both reaction
rate and signal concentration requirements allow a wide
range.17,18 For example, in seesaw logic circuits, correct
computation can be achieved so long as one type of reaction
rate is at least 10 times larger than the other and all signals
representing logic OFF and ON are within 0−0.3× and 0.7−
1×, respectively. By contrast, no DNA neural networks
demonstrated thus far have similar tolerance in reaction rates
and concentrations. Hopefully our work will motivate future
research in DNA neural networks with ever-increasing
robustness, for example by considering alternative architectures
that utilize binary weights.25

■ CONCLUSIONS
By introducing the concept of loser-take-all DNA circuits and
experimentally demonstrating a three-input loser-take-all
function, we have advanced the architecture of DNA-based
neural networks. Like the previously developed winner-take-all

DNA circuits, only two-stranded motifs are used here and no
dual-rail representation is required, both of which are desired
properties for simplicity and scalability. In contrast to winner-
take-all, loser-take-all allows for recognition of molecular
patterns based on their least similarities to a set of memories,
opening up possibilities for analyzing and responding to highly
noisy patterns that cannot be correctly recognized by winner-
take-all DNA neural networks. Furthermore, the design
principle of loser-take-all DNA circuits could be more generally
applied to other implementations including k-winner-take-all
(k-WTA). For example, a three-input 2-WTA function could
be implemented by introducing fan-out in the signal
restoration layer of the loser-take-all circuit. This k-WTA
implementation is potentially more feasible for experimental
demonstration than previous proposals4,5 and could enable
more sophisticated pattern classification tasks traditionally
performed by multilayer linear threshold circuits.11

■ METHODS
Sequence Design. Every strand of DNA in the loser-take-

all system consisted of two types of functionally independent
components: short toehold domains and long branch-
migration domains. All domain sequences were drawn from a
set of sequences that had been designed in line with heuristics
that had already been validated experimentally.17,18 The
heuristics are summarized as follows: every domain utilized a
code of A, T, and C in order to minimize undesired
interactions between strands and secondary structure. To
minimize synthesis errors, the domain sequences were limited
to at most four consecutive A’s or T’s and at most three
consecutive C’s. The toehold domains are five nucleotides long
and universally used in all strands. The branch-migration
domains are 15 nucleotides long, and the sequences had a
range of C-content of 30−70% in order to ensure similar
melting temperatures between the double-stranded complexes.
Lastly, the sequences had a minimum of 30% difference in
nucleotides between all pairs of branch-migration domains and
no pair could share a matching sequence longer than 35% of
the length of those domains to prevent spurious branch-
migrations from reaching completion.
Same as the previously designed winner-take-all circuits,9 the

toehold was extended by two nucleotides in the annihilator
molecules in order to increase the binding energies and
effective rates of strand displacement for the annihilation
reactions. This was done to ensure that the annihilation
reaction was faster than signal restoration in order to reduce
the amplification of the signals in the winner-take-all reaction
before all but the winner species were annihilated. To prevent
bias and allow fair competition in the pairwise annihilation, the
annihilator molecules had the same 2-nucleotide toehold
extension to keep consistent binding energies.
The DNA sequences for all molecules in the loser-take-all

system were analyzed with NUPACK26 in order to verify that
the desired structures would form and additionally to check
that no spurious structures would form.

Sample Preparation. DNA oligonucleotides were pur-
chased from Integrated DNA Technologies (IDT). Reporter
strands with fluorophores and quenchers were ordered with
high-performance liquid chromatography (HPLC) purification,
while gate, fuel, annihilator, and input strands were ordered
unpurified (standard desalting). Strands were shipped with
formulation service LabReady (100 μM in IDTE buffer at pH
8.0). They were stored at 4.0 °C.
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Annihilator and gate complexes were annealed at 45 μM
with a 1:1 ratio of top and bottom strands. Reporters were
annealed at 20 μM with a 1.2:1 ratio of top and bottom
strands. All complexes were annealed in TE buffer with 12.5
mM Mg2+. Annealing took place in a thermocycler
(Eppendorf). Samples were heated to 90 °C for 5 min and
then cooled to 20 °C at a rate of 0.1 °C per 6 s.
As the excess top strands of the reporter complexes do not

interfere with designed molecular interactions in the circuit,
reporter complexes do not need to be purified. However, an
excess of either the top or bottom strands of the annihilator or
gate complexes would affect the circuit behavior. Therefore,
annihilator and gate complexes were purified using 12%
polyacrylamide gel electrophoresis (PAGE). The gels were run
at 150 V for roughly 6 h. Bands containing the complexes were
cut out from the gel, diced into smaller pieces, and incubated
for at least 24 h at room temperature in TE buffer with 12.5
mM Mg2+. The buffer containing each complex that diffused
out from the gel pieces was then collected. The absorbance of
each collected sample at 260 nm was measured using a
NanoDrop (Thermo Fisher). Along with the extinction
coefficients of the complexes, these data were used to calculate
the concentration of each complex.
Fluorescence Kinetics Experiments. Fluorescent data

was collected on a microplate reader (Synergy H1, Biotek). A
96-well plate (Corning) was used for experiments, with 110 μL
of reaction mixture per well. The standard concentration for
the experiments was 50 nM. Excitation/emission wavelengths
were 496 nm/525 nm for fluorophore ATTO488, 555 nm/582
nm for fluorophore ATTO550, and 598 nm/629 nm for
fluorophore ATTO590. Readings were taken every 2 min for
the duration of the experiment.
Data Normalization. The raw fluorescence data from the

fluorescent kinetic experiments were normalized to relative
concentrations of the respective output signal using internal
controls for each set of experiments. These controls consisted
of a negative control sample with no input where each output
signal was in a minimum OFF state as well as three positive
control samples each with one of the reversed signals Y1 to Y3
at 50 nM (Figures 3, 4, 5a,b) or 100 nM (Figures 5c and 6, and
Figures S2 and S3) where each output signal was in a maximal
ON state. The controls were conducted in parallel with the
corresponding set of experiments that used the same circuit
components, but varying input signals. The negative control
was used to set the baseline 0× relative concentration by
averaging the first five data points. Similarly, the last five data
points of the positive control samples at the point where the
trajectories had reached a plateau were averaged to set the 1×
relative concentration.
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