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Machine learning of material properties: Predictive 
and interpretable multilinear models
Alice E. A. Allen* and Alexandre Tkatchenko*

Machine learning models can provide fast and accurate predictions of material properties but often lack transparency. 
Interpretability techniques can be used with black box solutions, or alternatively, models can be created that are 
directly interpretable. We revisit material datasets used in several works and demonstrate that simple linear com-
binations of nonlinear basis functions can be created, which have comparable accuracy to the kernel and neural 
network approaches originally used. Linear solutions can accurately predict the bandgap and formation energy 
of transparent conducting oxides, the spin states for transition metal complexes, and the formation energy for 
elpasolite structures. We demonstrate how linear solutions can provide interpretable predictive models and high-
light the new insights that can be found when a model can be directly understood from its coefficients and func-
tional form. Furthermore, we discuss how to recognize when intrinsically interpretable solutions may be the best 
route to interpretability.

INTRODUCTION
Predictive models using neural networks (NNs), random forest, and 
kernel regression have been applied across the physical sciences, 
with great success in many areas (1–8). However, explaining how 
these types of “black box” models work can be challenging. Machine 
learning (ML) interpretability methods can help us understand ML 
models, but limitations exist with these techniques (9–16). Rather 
than using interpretability techniques on sophisticated ML solutions, 
an alternative approach is to reformulate a model into an intrinsically 
interpretable model (17). As long as the underlying basis remains 
interpretable and the solution is not overly complex (16), simple 
linear combination of nonlinear basis functions (which we will refer 
to as linear models) is an excellent approach for interpretable pre-
dictions. In this work, we highlight examples where kernel methods 
or NNs have been used, but alternative directly interpretable solu-
tions exist. In doing so, we demonstrate the benefits of moving 
toward simpler regression models where possible. Furthermore, we 
discuss how to identify the set of problems that can be described 
without complex nonlinear solutions and the alternative approaches 
for creating intrinsically interpretable models.

The prediction of a material’s properties using ML has been a 
subject of interest in the material science community for many years 
(1, 18–21). Understanding how these predictive models work is also 
highly important (2–5, 5, 22–29). Interpretability has been consid-
ered in the development of the model itself; examples include the 
rule-based descriptors (5, 22) and symbolic regression (30). These 
are intrinsically interpretable models that do not require further 
processing steps to be analyzed. The development of SISSO (sure 
independence screening and sparsifying operator), which can auto-
matically create analytical formulas from physical properties, has been 
particularly influential in this area (5, 26). Alternatively, post hoc inter-
pretability methods can be used to analyze a nonlinear ML model 
after it has been fit (1, 24, 28). However, most ML regression models 
remain black boxes without clear explanations for their predictions.

As an example, we consider the winning model of the crowd-
sourced material science Novel Materials Discovery (NOMAD) 
Kaggle competition discussed in (19). This competition involved in 
predicting the relative formation energy and electronic bandgap 
energy for a set of transparent conducting oxides (TCOs), specifically 
(AlxGayInz)2O3 compounds (with x + y + z = 1). The winning group 
used a kernel ridge regression (KRR) model. However, while a KRR 
model can explain predictions in terms of similarity to other data 
points, models built with KRR do not provide a description of the 
nonlinearity or the interactions present or give a breakdown of the 
contribution of each variable to an outcome. We begin by considering 
the connection between the representation used in the winning 
solution of the NOMAD Kaggle competition and the cluster ex-
pansion method (31–33). We then demonstrate that linear models 
with pairwise interaction terms can predict the formation energy 
and bandgap energy of TCOs with the same accuracy as the kernel 
approach originally used.

We then show two further examples where simple linear models can 
be built. First, for the prediction of formation energies for elpasolite 
crystals from (21). These are quaternary crystals with the form 
ABC2D6 in the Fm3m space group. Again, KRR is not required, and 
a highly accurate linear model for the formation energy can be 
created. The existence of an accurate linear solution can be anticipated 
by considering both the discrete nature of the variables and the size 
of the dataset used. We then demonstrate that the prediction of spin 
splitting in transition metal complexes, as carried out in (34), can be 
performed with a linear solution. In the resulting model, the coeffi-
cients reflect trends in the dataset and known physical principles.

Before the datasets are revisited, it is important to consider what 
is meant by interpretability. Interpretability is a concept with a defi-
nition that is specific not only to a given field but even also to a 
given paper. Although steps have been taken to try and clarify what 
is meant by interpretability [see (25) for an insightful discussion], a 
clear general definition is lacking. In this work, we refer to the linear 
solutions we create as interpretable as both an overall understand-
ing of the global model can be achieved because of the simplicity of 
the functional form, and individual predictions can be broken down 
into contributions from variables and interactions. However, as 
interpretability is a subjective and field-dependent concept, other 
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viewpoints will exist, particularly regarding the required sparsity of 
the model. Greater consensus may be reached as the area is further 
developed; however, it is currently not possible to strictly define a 
model as interpretable or not.

The problems around interpretability extend to discussions around 
its benefits. Advantages can be stated such as improvement in 
scientific understanding, trust, new chemical and physical insights, 
and increased knowledge. However, rather than focus on indefinite 
concepts, we instead identify a set of characteristics and associated 
advantages:

1) By analyzing the coefficients of a linear model, it can be seen 
whether a model agrees or disagrees with known physical principles. 
As we will show, this can serve as a form of validation test for phys-
ical behavior. For example, the expected trends in the elpasolite 
formation energy across the periodic table can be seen from the 
coefficients of the linear model created.

2) With a clear functional form, the assumptions present in a 
model can be seen. This allows us to compare the new solution to 
existing predictive models and to recognize the physical assump-
tions present. This can indicate in which regimes a model will work 
or fail. By reformulating the solution for the TCOs to a specialized 
linear model, the similarities and differences to cluster expansion—
an established method in materials modeling—can be recognized, 
and the systems the model will accurately describe can be predicted.

3) The coefficients of a linear model can provide information that 
can be used to guide future predictions. This can make property 
prediction faster by focusing on important variables and interactions. 
We use this for the elpasolite universe to perform a focused search 
of low formation energy structures.

While using post hoc interpretability methods on nonlinear solu-
tions can help with the analysis, being able to use the coefficients of 
a linear model is much simpler and does not require further calcu-
lations. Furthermore, the functional form is stated. Visualizing the 
relationship between hundreds of variables and a predicted outcome 
is more complex than having the relationship described by a well- 
defined formula. Interaction detection is possible with post hoc 
interpretability methods but can require expensive or complex 
techniques (11–15, 35, 36). Approaches using symbolic regression 
or SISSO also have the characteristics listed (5, 22, 30). However, 
automated searches for analytical formula can become prohibitively 
expensive when there are a large number of features. In addition, 
analyzing a model containing hundreds of basis functions with multi-
ple different transforms becomes extremely challenging. Therefore, 
these techniques have not been used for the applications studied in 
this work. Instead, we use a much smaller number of possible oper-
ators that are guided by physical insight. We also focus on datasets 
with a large number of features, where it has not been realized that 
simple linear combinations of nonlinear basis functions produce 
accurate predictive models.

The examples we revisit were innovative contributions to the 
field that helped to establish the power of complex nonlinear ML 
methods for predicting chemical and material properties. By pro-
ducing specialized linear solutions for these challenging tasks, we 
provide new insight about how these predictive models work and 
demonstrate that changing the type of regression model used can be 
a viable route to interpretability. Generalized nonlinear solutions 
will offer accurate models for a wide range of problems, but the use 
of more specialized regression models can provide benefits beyond 
accuracy. This has already been seen with the development of linear 

interatomic potentials and the associated improvements in speed 
and extrapolation (37–40). Here, we show the benefits of interpret-
ability with predictive linear solutions.

RESULTS
Transparent conducting oxides
The first example that we will examine is the winning model of the 
NOMAD Kaggle competition and the prediction of formation ener-
gies for TCOs. The representation scheme used in this model was 
n-grams. The simplest form of n-grams is 1-grams, which describe 
each atom by its element type and coordination number (see Fig. 1). 
The number of each type of 1-grams in the unit cell is then counted 
and divided by the volume of the unit cell. Sequences of neighbor-
ing 1-grams are constructed, with up to 4-grams in this case. That 
is, the number of connected clusters in a given volume is used as 
the representation.

The motivation for constructing a linear model for this case comes 
from considering the parallels between the n-gram representation 
and cluster expansion. Cluster expansion represents the elements 
present in a material by spin-like variables on a fixed lattice (33). 
Distinct clusters on a lattice are then defined, and the sum of the 
spin product across the clusters is calculated. Coefficients are then 
assigned to each distinct clusters to calculate the formation energy. 
The n-gram representation is not formulated from a spin-based 
model but effectively counts the number of unique spin configura-
tions for small clusters. Given the similarities between the approaches, 
the existence of an accurate linear model using the n-gram repre-
sentation can be hypothesized. Two linear models were constructed 
with the n-gram representation. First, a linear additive model with-
out interactions present

  E(χ) =  ∑ i      α  i     
 χ  i   ─ V   + c  (1)

where i is the number of n-gram clusters of type i, V is the volume 
of the unit cell, and the i coefficients are calculated by fitting to the 

Fig. 1. A diagram of the n-gram representation. The n-gram representation is 
shown for an example material. The 2-grams and 3-grams shown do not represent 
all those present in the structure.
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dense functional theory (DFT) data. Second, a linear model with 
pairwise cluster-cluster interactions

  E(χ) =  ∑ i      α  i     
 χ  i   ─ V   +  ∑ j<i      β  ij     

 χ  i    χ  j   ─ 
 V   2 

   + c  (2)

The presence of pairwise interactions between clusters will incor-
porate nonlocal and higher body order effects into the model. Note 
that these are interactions between different n-gram clusters and not 
between different atoms. We will refer to Eq. 2 as a bilinear model. 
A KRR was retrained using the settings described in (19). In (19), it 
was shown that using NN or light gradient–boosting machine did 
not improve results. The linear model was fit to the whole training 
set at once and did not explicitly identify or separate a structure by 
its space group (six different space groups are included in the dataset 
R  

_
 3  c, C2/m, Pna21, Ia  

_
 3  , P63/mmc, and Fd  

_
 3  m). Details of the LASSO 

(least absolute shrinkage and selection operator) fitting procedure 
are given in Materials and Methods.

The mean absolute error (MAE) for the testing and training set 
is shown in Table 1. The comparable performance of the bilinear 
model and the kernel model can be seen. The linear additive model 
has an error that is 51.1% higher than the bilinear model, indicating 
the importance of interactions between clusters for this problem.

Replacing a KRR model with a linear model is advantageous for 
a number of reasons. The functional form and coefficients of the 
model enable a global understanding to be achieved. The n-gram 
representation partitions a structure into distinct clusters that are 
identified by the elements present and their coordination number. 
The linear model then assigns a contribution to the formation energy 
for each of the clusters present. The interaction cluster-cluster term 
adds a further contribution to the formation energy if two specific 
kinds of clusters both occur in the material. As the nonlinearity in-
corporated into the KRR model is not explicitly defined, gaining a 
global understanding of the model is extremely challenging. As pre-
viously noted, the linear n-gram model has similarities with cluster 
expansion, which also identifies distinct clusters of atoms, uses a 
linear model, and is fit to DFT data. However, by using the coordi-
nation number of an atom to identify clusters, the n-gram model 
can be accurately fit to multiple space groups at once and can be 
used on lattices it was not explicitly fit to. This increases the number 
of basis functions but does not decrease performance as LASSO is 
used to sparsify the basis. The advantages of applying l1 regularization 
for cluster expansion have previously been seen (41). An additional 
difference between the two approaches is that cluster expansion does 
not include the pairwise cluster-cluster interactions.

Understanding the link between cluster expansion and linear 
n-grams is not just an interesting insight but has clear practical ben-
efits. Recognizing the assumptions present in a model, and how 
existing predictive models relate to one another, can help us predict 
the systems a model will accurately describe. The capabilities and 
limitations of cluster expansion are known and can be used to 
predict the accuracy of linear n-grams. For example, in (42), cluster 
expansion was shown to perform poorly for the prediction of the 
mixing energy, Eme, of 8043 symmetrically different Zn8Mg24O32 
structures in a 64 atom supercell. This is a dataset with a fixed com-
position, multiple space groups, and a very narrow energy range. The 
assumptions present in the cluster expansion model fail to describe 
the system accurately. In linear n-grams, the atoms are represented by 
the element type and the coordination number, and this allows multiple 
space groups to be accurately modeled. The presence of pairwise 
interaction terms will further improve performance as the model is not 
limited to localize four atom descriptions. We can therefore predict 
that the linear n-gram model will improve on cluster expansion and 
better describe the small energy differences between structures and 
multiple space groups. We are able to make this prediction as the 
physical assumptions present in linear n-grams are known, as is 
the link to cluster expansion. The test set MAE for cluster expansion in 
(42) for the Eme was 20 meV per supercell when trained to 6434 struc-
tures. However, this corresponds to an R2 (coefficient of determination) 
of 0.39 as the energy range is very narrow. In contrast, linear 
n-grams have an MAE of 5.7 meV per supercell and an R2 of 0.96, 
a substantial improvement. We can also predict that linear n-grams 
will accurately describe materials that cluster expansion has shown 
to perform well for, e.g., an AgPd system (43). When fit to 600 
face-centered cubic structures from (43), linear n-grams can reach a 
test set accuracy of 3.6 meV per atom. This is comparable to the 
accuracies reached by state of the art interatomic potentials (43).

Another advantage of a linear model is that the contribution of 
variables to an individual prediction can be calculated. For nonlinear 
models, methods such as SHAP (SHapley Additive exPlanations) or  
LIME (Local Interpretable Model-Agnostic Explanations) can show 
estimated contributions from individual variables (14, 15). Linear 
models do not require assumptions to calculate variable contribution, 
and moreover, interaction and individual effects can be completely 
separated. As the contributions are simply calculated by the coefficient 
multiplied by the variable, there is also little barrier to understanding 
linear contributions.

To explore variable contributions further, we examine the five 
polymorphs of aluminum oxide contained in the dataset (Fig. 2). 
The order of the formation energies for the structures are correctly 
recreated with the linear model, despite R  

_
 3  c and Pna21 not being 

present in the training set. Figure 2 shows that R  
_

 3  c and Ia  
_

 3   have the 
same variables contributing to the formation energy, demonstrating 
the similarity of these two structures in the n-gram representation. 
Despite the similarity, however, there is still a difference of 0.037 eV 
per atom in the predicted formation energy. This is due to the slightly 
higher amount of Al6 and O4, and associated n-grams, per unit 
volume in R  

_
 3  c. This level of insight into individual predictions, with 

variable and interaction contributions identified, is another advan-
tage of linear models.

For the prediction of the bandgap energy, again, we see that a 
linear model with pairwise interactions is sufficient to recreate the 
bandgap energy with comparable accuracy to KRR (Table 1). Therefore, 
both the formation energy and bandgap energy can be predicted 

Table 1. The training and testing set MAE of the KRR regression 
models and the linear regression models for the formation energy (Ef) 
and bandgap energy (Ebg). The score for the bilinear model using the 
measure used in the NOMAD competition is 0.079 and 0.020 for the Ebg 
and Ef, respectively. 

MAE (eV per cation)

Ef Ebg

Model Train Test Train Test

KRR 0.011 0.015 0.088 0.107

Linear 0.022 0.022 0.143 0.143

Bilinear 0.013 0.015 0.085 0.105
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using an alternative linear model. The comparable accuracy between 
KRR and a linear model emphasizes the importance of representa-
tions for this problem. Although cluster expansion has previously 
been used for the prediction of the bandgap energies, its use has been 
limited compared to the wide-spread prediction of formation ener-
gies (42, 44, 45). The performance of cluster expansion for bandgap 
energy prediction has been varied and is dependent on the system 
studied (42, 44,45). It is yet to be seen whether the addition of 
cluster-cluster interactions using l1 regularization and adding the 
coordination number of the element to identify atoms can allow linear 
n-grams to accurately predict bandgap energies for a wider range of 
materials. However, the performance for TCOs is promising.

To investigate whether the kernel solution originally proposed 
resembles the n-gram linear model, post hoc interpretability tech-
niques were used to visualize the kernel solution for the formation 
energy. Partial dependence (PD) plots show the average relationship 
between a variable and the outcome for an ML model; a further 
description is provided in Materials and Methods (9). An ensemble 
of KRR models is used for this analysis with the variation in the 
solutions shown. A measure of the uncertainty present is necessary 
to see if the trends are robust to small changes. The PD plots for the 
kernel model for three variables are shown in Fig. 3. This figure 
demonstrates that the predicted formation energy tends to decrease 
linearly with a higher percentage of O4 and In6-O4-Ga6-O4. This 
linear trend generally continues across other variables and higher- 
order n-grams, with a linear solution within the 95% confidence 
interval of the PD plots for the vast majority of examples.

However, for many variables, the uncertainty of the PD is large, 
and conclusions cannot be reached, as there is not a consensus in 
behavior across the ensemble, as shown by Al6 in Fig. 3.

The PD plots can be supplemented by individual conditional 
expectation (ICE) plots to see if the behavior is consistent across all 
data points (Fig. 3) (10). PD plots show the averaged behavior of a 
variable, whereas ICE plot show the behavior at multiple data points. 
For O4, the ICE plot demonstrates that while the relationship be-
tween the variable and outcome remains linear, there is variation in 
the gradient. For other variables, a similar trend can be seen with 
the relationship between the variables and the outcome following a 
linear trend but with inhomogeneity in the gradient across the data 
points. This inhomogeneity indicates that interactions are present 
in the model. The pairwise interactions for the 1-gram features are 
shown in Fig. 3. The strongest interactions present are between Al6 

and O4. This interaction was also important for the aluminum oxide 
polymorphs and is consistently nonzero across an ensemble of 
linear models. The 2-gram interactions are shown in fig. S2.

The linear behavior and the presence of interactions in the kernel 
model suggest that not only is the linear solution as accurate as the 
kernel model but also the solutions have additional similarities. If the 
possibility of using a linear combination of nonlinear basis functions 
had not been previously recognized, then visualizing the relationships 
between the variable and outcome through ICE plots could have ex-
posed this. Likewise, possible transforms could also have been found 
by examining the ICE and PD plots.

We will now demonstrate how the discovery of TCOs can be 
guided by information from the specialized linear models. When 
analyzing predictive models, it is important to consider that there 
may be multiple solutions to the underlying problems and not one 
unique solution. While analyzing individual predictive models can 
be useful, care has to be taken when drawing general conclusions 
about TCOs. The consistency of trends in the coefficients can be 
explored by examining the deviation in values across an ensemble 
of linear models. This is shown in fig. S3, where variation is seen in 
the coefficients across the ensemble. When two properties are being 
optimized, the variables that influence both are of particular interest. 
Their presence will positively contribute to multiple properties. If a 
large bandgap, low formation energy material is desired, then we 
want to identify variables that increase the bandgap and lower 
the formation energy. These variable can be found by examining the 
large coefficients present in both models. This is shown in fig. S3C 
for the ensemble linear models. Three variables result in both a high 
bandgap and low formation energy. Two are interactions variables 
between Al6,O4 and O4,Ga6 and then the single variable O5. If we 
wanted to design new compounds, then we could therefore concen-
trate on creating structures that contain these n-grams. This analysis 
would in theory be possible using a nonlinear model; however, using 
post hoc interpretability methods on all possible pairwise interaction 
would be prohibitively expensive. Of the three identified coefficients, 
the O5 variable is of particular interest as this is only present in the 
Pna21 space group. A focused searches of structures in this space 
group could be performed and weighted toward producing high O5 
concentration structures. When suitable compounds where found, 
the lowest-energy polymorph could then be identified. Within the 
existing dataset, a very clear relationship between the bandgap energy 
and O5 concentration can already be observed (see fig. S3D).

Fig. 2. The variable contributions for the aluminum oxide polymorphs. For the five Al2O3 polymorphs in the transparent conduction oxide dataset, the contributions 
of the top five variables to the predicted formation energy are shown, with the remaining contributions and intercept also given. These can be calculated directly from 
the bilinear model by ixi or ijxixj, and the predicted energy is simply the sum of all variable contributions. Interaction terms are shown in red, and main effects are shown 
in blue. Energies are given in electron volts per cation.
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By reformulating the n-grams model, we have shown how moving 
toward simpler regression models can expose the assumptions in a 
model and discussed how analyzing an ML model can guide future 
predictions. We have begun to demonstrate the advantages of moving 
away from generalized nonlinear solutions, and we will continue to 
do so with two further examples.

Elpasolite crystals
In (21), a predictive model for the formation energy of 10,590 elpa-
solite structures, with quaternary crystal structure ABC2D6 in the 
Fm3m space group, was produced using KRR. The features used to 
describe the structures were the principle quantum number (n) and 
number of valence electrons (v) at each site A, B, C, or D. The pri-
mary reason why a linear model is expected to work for this problem 
is the discrete nature of the variables. As there are only a discrete 
number of possibilities for each variable (either six or eight), the 
variables can be one-hot encoded (i.e., na can instead be represented 
as six separate binary variables: nA1, nA2, nA3, nA4, nA5, and nA6). This 
assigns each row and column in the periodic table a distinct contri-
bution to the formation energy. If a variable is binary, then trans-
forms do not need to be considered, and therefore, the set of possible 
solutions is greatly decreased.

A linear model was produced with interactions between up to 
three variables included (trilinear)

  
 E (  n , v )   =  ∑ i      α  i    n  i   +  ∑ i      β  i    v  i   +  ∑ j<i      α  ij    n  i    n  j   +  ∑ j<i      β  ij    v  i    v  j   + 

       ∑ i,j      γ  ij    n  i    v  j   +  ∑ k<j<i      α  ijk    n  i    n  j    n  k   +  ∑ k<j<i      β  ijk    v  i    v  j    v  k   +     
 ∑ k<i,j      γ  ijk    n  i    v  j    n  k   +  ∑ k<j,i      λ  ijk    n  i    v  j    v  k  

   

(3)

where i sums over all positions (A, B, C, and D) and all one-hot 
encoded values. Again, LASSO was used to fit the coefficients, with 
further details given in Materials and Methods.

For this problem, it is clear that at least pairwise interactions will 
be important, as otherwise, the formation energy for an atom would 
be dictated purely by its group and period.

There are fundamental limits to the interaction order that can 
accurately be fit in a dataset of a given size. If there are 10,000 data 
points with around 40 different elements at four different positions, 
then this means that if everything is approximately uniform, there 
will only be around six structures in the training set for any two ele-
ments at a given position. For example, the number of training 
structures with Ca at A and Mg at B will be approximately 6. This 
means that it may be possible to include important interactions 
between four variables as there is adequate data. However, beyond 
that, the training set is not large enough to capture important inter-
actions; the sampling is insufficient. High interaction order effects 
can only be important in a model if the dataset size is large enough 
to sample them properly.

At 10,000 data points, the trilinear model has an MAE of 0.11 eV 
per atom. In (21), an MAE of 0.10 eV per atom was reported for a 
KRR model. Therefore, the trilinear model offers comparable accu-
racy to the KRR model. The accuracy of the DFT data has been stated 
as between 0.10 eV per atom for transition metal oxides and ele-
mental solids and 0.19 eV per atom for heats of formation for filled 
d shells (21, 46,47). Three variable interaction terms are necessary 
as the pairwise interaction model does not provide the same per-
formance at 0.14 eV per atom. However, an MAE of 0.14 eV per 
atom is still relatively low and much improved on the linear additive 
model, which has an error of 0.46 eV per atom.

With the linear model, trends in the behavior of elpasolites can 
be directly seen from the model. For example, in (21), it was found 
that fluoride lowered the formation energy at position D the most. 
Carbon at position D, on the other hand, was associated with the 
highest formation energy. Using the coefficients of linear model 
(simply summing the coefficients of nDx and vDy and the pairwise 
interaction term nDx, vDy), the contribution of each element to 
the formation energy can be isolated (Fig. 4A). In Fig. 4A, it can be 

Fig. 3. The PD, ICE, and interactions for the KRR TCO model. PD and ICE plots for two 1-gram features (O4, Al6) and one 4-gram feature (In6-O4-Ga6-O4) for the KRR 
model for formation energy. The interactions between the 1-grams in the KRR model are also shown. The code required for this plot is available at https://github.com/
aa840/icepd.git.

https://github.com/aa840/icepd.git
https://github.com/aa840/icepd.git
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seen that carbon at position D has the highest contribution to the 
formation energy, while fluorine at position D has the smallest. This 
trend reflects that fluorine prefers to form heteronuclear bonds 
rather than homonuclear bonds, while carbon prefers to form homo-
nuclear bonds. Therefore, we can see how the coefficients reflect 
known physical principles. In addition, the contribution of the indi-
vidual coefficients can be calculated (fig. S4). For example, carbon’s 
contribution to the formation energy at position D is composed of 
nD2 and vD4 and nD2, vD4 with coefficients of 0.48, 0.68, and 1.39, 
respectively. This demonstrates the importance of the pairwise inter-
action term for this case, indicating that carbon does not follow the 
trends of its group and period.

In addition, we can begin to understand why extrapolation to a 
new regime may fail. To illustrate this, we retrained the trilinear 
model with a training set of 10,000 structures, none of which con-
tained carbon in position D. A test set was constructed consisting of 
295 elpasolite structures with carbon in position D, and the resultant 
error was 2.07 eV per atom. The error on a test set without carbon 
in position D was 0.11 eV per atom, 20 times smaller. The contribu-
tion of each atom to the formation energy at position D for this model 
is shown in Fig. 4B). The trends are identical to original model, 
except for carbon’s formation energy, which is noticeably different, 
2.24 eV per atom compared to 4.34 eV per atom. This is because the 
important pairwise interaction term previously discussed is zero in 
this new model. Generalizability and interpretability are connected 
concepts, and when we can understand how a model works, we can 
begin to understand whether a model will work or fail.

To show that the linear model is still capable of exploring the 
elpasolite universe, the formation energies for ~2 ×106 ABC2D6 
structures were calculated. We then examined the 250 lowest-energy 
structures to see if the lowest-energy structure suggested in (21), 
CaSrCs2F6, was found. In (21), the low-energy structures all con-
tained fluorine in positions D, and the same is seen for the linear 
model. We also again see that CaSrCs2F6 is in the bottom of 
250 energies identified by the linear model. As with the TCOs, the 

contributions of each term to an individual prediction can be cal-
culated. However, in this case, it should be appreciated that as each 
value is one-hot encoded, the meaning of the zero value has changed. 
Therefore, we can now understand why CaSrCs2F6 is predicted to 
have a low energy (Fig. 5). Fluorine at position D lowers the forma-
tion energy as we have previously seen, and the cesium atom at 
position C has a negative contribution to the formation energy too. 
However, what is also essential is the pairwise interaction terms 
between vD,vA and vD,vB and vD,vC, which all lower the formation 
energy by at least −0.25 eV. Therefore, not only can a linear model 
be used to explore the elpasolite universe and identify low-energy 
structures, but it can also show the important interactions present.

As previously noted, one of the benefits of interpretable ML 
models for materials is assisting in predictions. The coefficients 
of the linear model from the elpasolite structures can help us more 
efficiently explore regions of the elpasolite universe we wish to 
investigate further. For example, we may be interested in the low 
formation energy elpasolites. At the simplest level, this could mean 
exploring only materials with fluorine at position D. However, if we 
only used information about single sites, the optimal structure sug-
gested would be FFBa2F6. This is not a low-energy structure, and the 
bonding between different sites is not considered. Therefore, inter-
actions between terms must be taken into account. These interac-
tions are not easily accessible in a nonlinear model. With a three 
variable linear model, we have access to a large amount of informa-
tion from the coefficients. If we want to identify materials with a 
low formation energy, as an example, then we can exploit this in-
formation. Rather than search the full space of the elpasolites, we can 
instead focus on the highly negative three variable contributions and 
construct algorithms that will favor low-energy structures.

A set of 260 unique structures was produced using an algorithm 
based on three variable contributions described in Materials and 
Methods, with the position of these structures in the elpasolite uni-
verse shown in fig. S5. The sampled structures are consistently in 
the low-energy regime, with 46 of the 100 lowest structures in the 
elpasolite universe of 2 ×106 structures being identified within this 
small set of proposed structures. This is far more efficient than ran-
domly searching the elpasolite universe even when position D is 
constrained to containing fluorine (see fig. S5). Given that the elpa-
solite universe can be fully explored and has been already analyzed, 
improving sampling for this system is not necessary. Nonetheless, 
the possibility of using analysis from an ML model to guide predic-
tions has been highlighted, and the advantages of using linear com-
binations of terms have been seen.

Transition metal complexes
In transition metal complexes, the degeneracy of the d-orbitals of 
the central metal ion is broken by the presence of the surrounding 
ligands. For octahedral complexes, three d-orbitals are at a lower 
energy than the remaining two d-orbitals. This leads to the existence 
of two spin state configurations, a high and a low spin state. The size 
of the spin splitting is connected to various properties of the ligand 
and the metal ion, and therefore, these properties were used as vari-
ables for an NN model in (34). The Hartree-Fock exchange fraction 
of the B3LYP functional was also used as a variable. The energy dif-
ference between high and low spin state, EH − L, was predicted for 
a set of octahedral transition metal complexes.

For this example, continuous variables are present, but the vari-
ables describing the oxidation state/element of the metal ion and the 

A

B

Fig. 4. The contribution to the formation energies across the periodic table for 
site D. The formation energy (in electron volts per atom) for each atom at site D for 
(A) a model with carbon included in the training set and (B) a model without carbon 
included in the training set at position D. This is calculated directly from the coeffi-
cients of the model, and the zero point is set to the lowest value of fluorine.
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connecting element of the ligand atoms are binary. The variables 
describing the charge and denticity of the ligands have only three 
possible values. Furthermore, spin splitting has previously been shown 
to be linearly dependent on the Hartree-Fock exchange fraction 
(48, 49). Therefore, restricting this variable to a linear form will not 
decrease the predictive performance. The variables mentioned are 
all expected to be highly important in the predictive model. Given 
these factors, a linear model with interactions is a viable option. A 
trilinear model was constructed, with three variable interaction terms 
included and again fit using LASSO, with details given in Materials 
and Methods. Interaction terms between three variables allow for 
contributions that are dependent on the nature of the two types of 
connecting ligands and the metal ion. Interactions also allow the 
sensitivity to the Hartree-Fock exchange to be dependent on prop-
erties of the ligand, which has been previously observed (49).

The trilinear model offers comparable accuracy to the NN result 
used in (34). The testing (training) set root mean square error is 
2.2 (1.7) kcal/mol for the linear model and 3.1 (3.0) kcal/mol for the 
NN reported in (34). Figure 6A) shows how the contribution to the 
predicted spin splitting changes with the metal ion and its oxidation 
state. This can be calculated using the coefficients for the metal ion, 
oxidation state, and pairwise term for the metal and oxidation state 
together. Higher-order effects are again not considered. In Fig. 6B, 
the distribution of the spin splitting for different metal ions and oxi-
dation states dataset is shown. Manganese with oxidation state 2+ is 
predominantly in the high spin state configuration, and therefore, 
the net negative contribution for the Mn2+ coefficients is expected. 
Other factors will be important for the prediction, but it would be 
suspect if the coefficients for Mn2+ were large and positive. In addi-
tion, the differences between the oxidation states can be seen. 
Cobalt shows this as Co3+ has a larger value than Co2+. This is then 
reflected in the distribution of the energy difference for cobalt, with 
Co3+ in the low-energy state more frequently than Co2+.

The coefficients of the linear model reflect the physical principles 
that underpin transition metal spin splitting. The electron configu-
ration for Cr3+ is [Ar]3d3, and therefore, it cannot exist in a low spin 
state as at least four electrons must be present in the d-orbitals. The 
lack of low spin states can be seen in the distribution of EH − L in 
Fig. 6B. Consequently, the coefficient contributions for Cr3+ are highly 
negative, reflecting that Cr3+ is always associated with the high spin 
state. This shows how analyzing a linear model can reveal that phys-
ical properties are reflected in the model.

DISCUSSION
One of the interesting aspects of interpretable ML is that the best 
route to interpretability depends on the underlying problem and 

dataset. Identifying if a directly interpretable regression model is 
available requires the consideration of a number of factors. Com-
paring the representation used in a nonlinear model with existing 
physically motivated models, as well as considering the nature and 
known relationships between variables, can help to identify when 
simplistic linear solutions can replace a nonlinear model. Another 
key factor is the size of the dataset, as discussed for the elpasolite 
structures, as the larger the dataset, the more constrained the space 
of possible solutions is.

Once it has been identified that complex nonlinear solutions may 
not be necessary, the next step is to decide how to construct an 
interpretable model. In this work, we have constructed linear com-
binations of nonlinear basis functions by applying knowledge about 
the physical system and variables and manually adding new terms. 
Although we have not used variable transforms in these examples, 
this could additionally be incorporated into the process. However, 
alternative approaches have also been used to discover intrinsically 
interpretable solutions.

Automated methods exist to produce physically meaningful de-
scriptors with well-defined formula. These methods include symbolic 
regression and rule-based descriptors (5, 22, 30, 50, 51). Complex 
relationships can be recreated with these approaches, but because of 
poor scaling, there are difficulties in using these methods if there are 
a large number of variables (5, 50). However, they remain an ex-
tremely effective approach to producing physically meaningful 
formula. Complex linear polynomials, such as those used in inter-
atomic potentials, can also be created with automated approaches 
(37–40). However, if there are tens of thousands of basis functions 
with varying forms, then analyzing a linear solution by its individual 
coefficients becomes practically impossible.

To varying degrees, the links between linear and nonlinear 
models can be described analytically. For example, there is a known 
exact equivalence between linear models and polynomial kernels, 
and for other kernel types, approximations to linear models can 
be produced. Visualizing nonlinear solutions provide an alternative 
way to compare the links between a linear and nonlinear solution. 
PD and ICE can both be used to visualize the relationship between 
a variable and the predicted outcome as seen for the TCOs (9, 10). 
If clear relationships can be seen in the nonlinear solution, then a 
linear model can subsequently be built that incorporates these rela-
tionships. For example, Fig. 7 shows PD and ICE plots for simulated 
data. The quadratic relationship of the x0 can be observed in both 
plots, and if the relationship was not previously known, then the 
x0 variable could be squared and used in a linear model. The ICE plot 
would confirm that the relationship seen was consistent across many 
data points in the dataset. Alternative methods exist for produc-
ing intrinsically interpretable models, such as using generalized ad-
ditive models or simple decision trees. They provide another route, 
which also does not rely on using post hoc interpretability methods.

There are many problems that cannot be simplified this way. For 
example, intrinsically interpretable models cannot be created for 
interatomic potentials or for predicting the formation energy of 
a material purely from stoichiometric information without a large 
reduction in accuracy (6, 52, 53). While linear models can be creat-
ed for interatomic potentials, their form is far more complex. Some 
understanding can still be gained given their linear form, but they 
cannot be as readily analyzed as the simplistic linear models de-
scribed in this work (37–40). It is important to distinguish and identify 
those applications that require nonlinear solutions or complex 

Fig. 5. The variable contributions for CaSrCs2F6. The variable contributions for 
CaSrCs2F6; the formation energy for this material is −3.11 eV per atom.
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linear solutions and those that do not. While the former cannot be 
represented by intrinsically interpretable models, the latter often 
can. The required complexity of the regression model for a given 
problem determines the best route for interpretability.

The works we have revisited were chosen as they are excellent 
examples of how ML can assist in material and molecular property 
prediction. However, remarkably simple regression models can be 
used for these problems. We have demonstrated that a black box 
model is not the only option for exploring the elpasolite universe, 
predicting the spin states of transition metal complexes, or even 
winning the NOMAD Kaggle competition. The nature of the vari-
ables present in the model, as well as knowledge of the physics of the 
underlying problem, can both help to identify when simplistic 
linear solutions will offer comparable performance. Specialized re-
gression models can provide multiple advantages. With linear inter-
atomic potentials, improvements in speed and extrapolation have 
already been observed (37–40). With simplistic linear solutions, the 
benefits of interpretability become apparent.

These benefits include showing how a model agrees or disagrees 
with known physical principles. This is reflected by the trends seen 
in the coefficients of the models for the elpasolites and the transition 
metal complexes. In addition, linear models can provide informa-
tion that can guide future predictions, and this was seen with the 
search for low-energy elpasolite structures and the discovery of the 
variables responsible for large bandgap and low formation energy 
structure for TCOs. Furthermore, the similarities between the n-gram 
model and cluster expansion could be analyzed in the linear refor-
mulation. This information could then be used to predict the sys-
tems that the linear n-gram model could accurately describe.

In this work, we have focused on examples from the material 
science community; however, producing interpretable predictive 
models by creating simple linear combinations of nonlinear basis 
functions is widely applicable. While certain problems require deep 
learning or other such techniques, this is not always the case. It 
is important to be able to identify when more transparent solutions 
are available.

A

B

Fig. 6. The model coefficients and dataset distributions for the transition metal complexes. The (A) contribution from the metal and oxidation state to the predicted 
spin splitting. The gray indicates that Ni3+ is not present in the dataset. The (B) distribution of EH − L for different metal ions in the dataset. If the difference is positive, then 
the spin configuration is low, and if the difference is negative, then the spin configuration is high.

A
B C

Fig. 7. An example of PD, ICE and interaction detection for simulated data. The (A) PD and (B) ICE plot for x0. The simulated data have the form  f(x ) =  x 0  2  + 0.1  ∑ 
i=1

  N−1     x  i   + ϵ , 
where x is drawn from a uniform probability distribution between −1 and 1 and ϵ ∼ N(0,0.25). The   x 0  2   relationship can be seen in the PD. The dashed lines show the 95% 
confidence interval, and the solid line is the mean value for the five models fit. An NN model is used. The PD plot it centered so that PD(0) = 0 for the mean of the ensemble. 
The ICE plot is centered so that    ̂ f  (0,  x c  (i)  ) = 0 . (C) The distribution of H statistics for the real ensemble model and null distribution for an NN ensemble model fit to f(x) = x0 + 
x1 + x0x1 + ϵ.
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MATERIALS AND METHODS
LASSO fitting
To fit the coefficients of the model, LASSO was used with the regu-
larization optimized by a grid search (54). Fivefold cross-validation 
was used on the training set to find the optimal regularization 
parameter.

For the TCOs, features with less than 10 entries were removed to 
reduce the size of the dataset, resulting in 62,089 remaining vari-
ables. The final model for Ef had only 387 nonzero coefficients.

Kernel ridge regression
A radial basis kernel was used for the TCO examples as in (19). A 
Laplacian kernel was used for the elpasolite example as in (55). 
Hyperparameters controlling the length scale of the Gaussian and 
the regularization strength were optimized using a grid search. The 
Python package scikit-learn was used.

Transparent conducting oxides
The formation energy is defined relative to the binary phases and nor-
malized per number of cations: Ef = E(AlxGayInz)2O3 − xE(Al2O3) − 
yE(Ga2O3) − zE(In2O3), where  x =    N  Al   ___________   N  Al   + N  a  Ga   + N  a  In    ,  y =    N  Ga   ___________   N  Al   + N  a  Ga   + N  a  In     

and  z =    N  In   ___________   N  Al   + N  a  Ga   + N  a  In    . This differs from the usual definition and 
gives a measure of the stability of the ternary compound relative to 
the binary compounds. The formation energy and n-gram repre-
sentation is taken from (19). For a detailed explanation of how 
the n-gram features were built, how the formation energy was cal-
culated, and the contents of the dataset, see (19). The dataset con-
sists of 3000 structures, 2400 are used in the training set and 600 are 
in the testing set.

Both properties were calculated using DFT with the Perdew- 
Burke-Ernzerhof (PBE) exchange functional in FHI-aims (56). The 
accuracy of the bandgap calculation is discussed in (19). The features 
are scaled so that 0/1 is the minimum/maximum value of the feature 
in the dataset. The model was then fit to the formation energy. Two 
other models were discussed in (19), the first one used an smooth 
overlap of atomic positions (SOAP) representation with an NN 
(52, 53) and the second one represented the local atomic environ-
ment with a variables derived from analytic bond-order poten-
tials along with other geometric and chemical properties and used 
LightGBM, a form of gradient boosting (57–59). We focus here just 
on the n-gram model as this representation can be interpreted easily.

The n-grams for the MgZnO and AgPd systems use cutoff radii 
based on the covalent radii of the elements scaled by 1.5. The MgZnO 
model was trained to 6434 structures and tested on 1609 structures 
with five different test/train splits used. The AgPd model was trained 
to 600 structures and tested on 76 structures with five different test/
train splits used.

Elpasolite dataset
The elpasolite dataset consists of ABC2D6 structures and contains 
all main-group elements up to Bi. There are 10,590 structures in the 
dataset, with up to 10,000 are used as training data, and it is taken 
from (55).

Transition metal complexes
The transition metal complexes dataset was taken from (34). There 
are 807 structures in the training set and 538 in the testing set. All 
complexes are octahedral, and the central metal ion can be Cr, Mn, 

Fe, Co, or Ni. Oxidation states of 2+ and 3+ are included in the set. 
Variables describing the electronegativity differences and the shape 
of the ligand are also included. The high and low spin state energy 
was calculated using DFT with the hybrid functional B3LYP at 
seven Hartree-Fock exchange fractions. The exchange fraction is 
also included as a variable in the model.

Post hoc interpretability methods
PD is a commonly used method for visualizing the relationship be-
tween an independent variable and the dependent variable and can 
be calculated by

  PD( x  s  ) =   1 ─ n    ∑ i=1  n    [   ̂  f  ( x  s  ,  x c  
(i) )]  (4)

where xs is the variable of interest, xc is all other variables excluding 
xs, and    ̂  f    is the ML model. Therefore, the PD is a measure of the 
mean value of the ML model at xs across a dataset. A PD plot for 
simulated data with a quadratic form is shown in Fig. 7. The x2 rela-
tionship can clearly be seen in the figure.

ICE plots help to overcome the problems associated with PD (10). 
PD averages the data points contributions, while ICE plots instead 
show all points    ̂  f  ( x  s  ,  x c  

(i) )  for a given xs. This can be used to check for 
interactions and to see if the averaged trends seen in the PD plots 
persist across all data points. An example of an ICE plots for simu-
lated data is shown in Fig. 7B

PD measures can also be used to determine whether an interac-
tion exists. An interaction is said to exist between variables xi and xj 
if a function, F(x), where x = (x1, x2, …, xn), cannot be expressed as 
two functions

  F(x ) =  f  ∖j  ( x  1  , … ,  x  j−1  ,  x  j+1  , … ,  x  n   ) +  f  ∖i  ( x  1  , … ,  x  i−1  ,  x  i+1  , … ,  x  n  )  (5)

where f∖j does not depend on xi and f∖j does not depend on xi (35). 
An interaction between two variables can be quantified using H sta-
tistics (36). The interaction between two variables j and k is defined by

   H jk  2   =   
 ∑ i=1  n    [P D  jk  ( x j  (i) ,  x k  (i)  ) − P D  j  ( x j  (i)  ) − P D  k  ( x k  (i) )]

    ─────────────────────────   
 ∑ i=1  n   P D jk  2  ( x j  (i) ,  x k  (i) )

    (6)

with   H  jk   =  √ 
_

  H jk  2     . For meaningful interpretation, the H statistics 
for    ̂  f  (x)  must then be compared to the distribution of H statistics 
if no interactions are present. The null distribution, H0, is pro-
duced by generating artificial data from the best possible additive 
model (36, 60)

    ~ y    i   =    ̂  f    A  ( x  i   ) + [ y  p(i)   −    ̂  f    A  ( x   p  (i)    )] , where     ̂  f    A  (x)  is the best additive 
model and p(i) represents a random permutation of integers 1,2,...,N.

The original model is then fit to the artificial data (    ~ y    i   , xi), and H0, jk 
is calculated. An interaction is then define as Hjk − mean(H0, jk) >  × 
std(H0, jk), where  = 4 is used in this work unless otherwise stated. 
An example of the distribution of the H statistics for the null distri-
bution and the components in an ensemble NN model is shown in 
Fig. 7 for f(x) = x0 + x1 + x0x1 + ϵ.

By using ensemble methods to show uncertainty, checking the 
consistency of nonlinearity with ICE plots, and calculating the null 
distribution for H statistics, we have taken steps to test the robust-
ness of conclusions drawn. The code used to calculate and produce the 
figures in this work is provided (https://github.com/aa840/icepd). 

https://github.com/aa840/icepd


Allen and Tkatchenko, Sci. Adv. 8, eabm7185 (2022)     6 May 2022

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

10 of 11

The H statistics for the KRR were calculated using 1000 values in the 
dataset and 10 null data points. The convergence with respect to the 
number of values for Al6,O4 is shown in fig. S1.

Algorithm for exploring elpasolite universe
The algorithm that we use has the following steps:

1) The three variable values of cicjck + cicj + cick + cjck + ci + cj + ck, 
where ci is the coefficient of variable i, are calculated for all possible 
combinations of n and v at each site (A, B, C, and D).

2) The minimum three variable contributions are found and de-
fine up to three of the variables present in the final structure.

3) Under the constraint of the existing variables in the final 
structure, the minimum in the set of remaining three variable con-
tributions is found.

4) This process is repeated until all variables are defined.
Many different variations of this algorithm could be used, and 

this is not a unique solution to the problem. Performing this proce-
dure for the elpasolite three variable model results in the structure 
CaSrCs2F6 being identified first. This is in the bottom 250 structures 
in the elpasolite universe and coincidentally the lowest-energy struc-
ture found by subsequent DFT calculations. Multiple structures can 
be created by systematically preventing low-energy three variable 
contributions previously identified from being used in new struc-
tures. Up to four different interactions identified from the previously 
produced structure were prevented from being chosen in the creation 
of a new candidate. The effective degenerate structure of ABC2D6, 
BAC2D6, was also added to the set. This resulted in the production 
of 260 unique structures.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at https://science.org/doi/10.1126/
sciadv.abm7185

REFERENCES AND NOTES
 1. O. Isayev, C. Oses, C. Toher, E. Gossett, S. Curtarolo, A. Tropsha, Universal fragment 

descriptors for predicting properties of inorganic crystals. Nat. Commun. 8, 15679 (2017).
 2. T. Xie, J. C. Grossman, Crystal graph convolutional neural networks for an accurate 

and interpretable prediction of material properties. Phys. Rev. Lett. 120, 145301 (2018).
 3. P. Mikulskis, M. R. Alexander, D. A. Winkler, Toward interpretable machine learning 

models for materials discovery. Adv. Intell. Syst. 1, 1900045 (2019).
 4. G. Pilania, Machine learning in materials science: From explainable predictions 

to autonomous design. Comput. Mater. Sci. 193, 110360 (2021).
 5. R. Ouyang, S. Curtarolo, E. Ahmetcik, M. Scheffler, L. M. Ghiringhelli, Sisso: A compressed-

sensing method for identifying the best low-dimensional descriptor in an immensity of 
offered candidates. Phys. Rev. Mater. 2, 083802 (2018).

 6. D. Jha, L. Ward, A. Paul, W. K. Liao, A. Choudhary, C. Wolverton, A. Agrawal, Elemnet: Deep 
learning the chemistry of materials from only elemental composition. Sci. Rep. 8, 17593 
(2018).

 7. A. Nandy, C. Duan, M. G. Taylor, F. Liu, A. H. Steeves, H. J. Kulik, Computational discovery 
of transition-metal complexes: From high-throughput screening to machine learning. 
Chem. Rev. 121, 9927–10000 (2021).

 8. J. A. Keith, V. Vassilev-Galindo, B. Cheng, S. Chmiela, M. Gastegger, K. R. Müller, 
A. Tkatchenko, Combining machine learning and computational chemistry for predictive 
insights into chemical systems. Chem. Rev. 121, 9816–9872 (2021).

 9. J. H. Friedman, Greedy function approximation: A gradient boosting machine. Ann. Stat. 
29, 1189–1232 (2001).

 10. A. Goldstein, A. Kapelner, J. Bleich, E. Pitkin, Peeking inside the black box: Visualizing 
statistical learning with plots of individual conditional expectation. J. Comput. Graph 24, 
44–65 (2015).

 11. D. W. Apley, J. Zhu, Visualizing the effects of predictor variables in black box supervised 
learning models. J. R. Stat. Soc. Ser. B Stat Methodol. 82, 1059–1086 (2020).

 12. G. Hooker, Generalized functional ANOVA diagnostics for high-dimensional functions 
of dependent variables. J. Comput. Graph 16, 709–732 (2007).

 13. E. Å. Trumbelj, I. Kononenko, Explaining prediction models and individual predictions 
with feature contributions. Knowl. Inf. Syst. 41, 647–665 (2013).

 14. M. T. Ribeiro, S. Singh, C. Guestrin, in Proceedings of the 22nd ACM SIGKDD International 
Conference on Knowledge Discovery and Data Mining (Association for Computing 
Machinery, 2016), pp. 1135–1144.

 15. S. M. Lundberg, S.-I. Lee, Advances in Neural Information Processing Systems, I. Guyon, 
U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, R. Garnetteds, Eds. 
(Curran Associates Inc., 2017), vol. 30.

 16. Z. C. Lipton, The mythos of model interpretability: In machine learning, the concept 
of interpretability is both important and slippery. Queue 16, 31–57 (2018).

 17. C. Rudin, Stop explaining black box machine learning models for high stakes decisions 
and use interpretable models instead. Nat. Mach. 1, 206–215 (2019).

 18. C. Kim, G. Pilania, R. Ramprasad, From organized high-throughput data to  
phenomenological theory using machine learning: The example of dielectric 
breakdown. Chem. Mater. 28, 1304–1311 (2016).

 19. C. Sutton, L. M. Ghiringhelli, T. Yamamoto, Y. Lysogorskiy, L. Blumenthal, T. Hammerschmidt, 
J. R. Golebiowski, X. Liu, A. Ziletti, M. Scheffler, Crowd-sourcing materials-science 
challenges with the nomad 2018 Kaggle competition. npj Comput. Mater. 5, 111 (2019).

 20. A. Furmanchuk, A. Agrawal, A. Choudhary, Predictive analytics for crystalline materials: 
Bulk modulus. RSC Adv. 6, 95246–95251 (2016).

 21. F. A. Faber, A. Lindmaa, O. A. von Lilienfeld, R. Armiento, Machine learning energies of 
2 million elpasolite (ABC2D6) crystals. Phys. Rev. Lett. 117, 135502 (2016).

 22. L. M. Ghiringhelli, J. Vybiral, S. V. Levchenko, C. Draxl, M. Scheffler, Big data of materials 
science: Critical role of the descriptor. Phys. Rev. Lett. 114, 105503 (2015).

 23. L. M. Ghiringhelli, J. Vybiral, E. Ahmetcik, R. Ouyang, S. V. Levchenko, C. Draxl, M. Scheffler, 
Learning physical descriptors for materials science by compressed sensing. New J. Phys. 
19, 23017 (2017).

 24. A. Ziletti, D. Kumar, M. Scheffler, L. M. Ghiringhelli, Insightful classification of crystal 
structures using deep learning. Nat. Commun. 9, 2775 (2018).

 25. J. Schmidt, M. R. G. Marques, S. Botti, M. A. L. Marques, Recent advances and applications 
of machine learning in solid-state materials science. npj Comput. Mater. 5, 83 (2019).

 26. R. Ouyang, E. Ahmetcik, C. Carbogno, M. Scheffler, L. M. Ghiringhelli, Simultaneous 
learning of several materials properties from incomplete databases with multi-task SISSO. 
J. Phys. Mater. 2, 024002 (2019).

 27. B. Kailkhura, B. Gallagher, S. Kim, A. Hiszpanski, T. Y.-J. Han, Reliable and explainable 
machine-learning methods for accelerated material discovery. npj Comput. Mater. 5, 108 
(2019).

 28. M. de Jong, W. Chen, R. Notestine, K. Persson, G. Ceder, A. Jain, M. Asta, A. Gamst,  
A statistical learning framework for materials science: Application to elastic moduli 
of k-nary inorganic polycrystalline compounds. Sci. Rep. 6, 34256 (2016).

 29. B. R. Goldsmith, M. Boley, J. Vreeken, M. Scheffler, L. M. Ghiringhelli, Uncovering 
structure-property relationships of materials by subgroup discovery. New J. Phys. 19, 
013031 (2017).

 30. Y. Wang, N. Wagner, J. M. Rondinelli, Symbolic regression in materials science. MRS Commun. 
9, 793–805 (2019).

 31. Q. Wu, B. He, T. Song, J. Gao, S. Shi, Cluster expansion method and its application 
in computational materials science. Comput. Mater. Sci. 125, 243–254 (2016).

 32. D. D. Fontaine, in Solid State Physics (Academic Press, 1994), vol. 47, pp. 33–176.
 33. J. W. D. Connolly, A. R. Williams, Density-functional theory applied to phase 

transformations in transition-metal alloys. Phys. Rev. B 27, 5169–5172 (1983).
 34. J. P. Janet, H. J. Kulik, Predicting electronic structure properties of transition metal 

complexes with neural networks. Chem. Sci. 8, 5137–5152 (2017).
 35. D. Sorokina, R. Caruana, M. Riedewald, D. Fink, in Proceedings of the 25th International 

Conference on Machine Learning (Association for Computing Machinery, 2008), pp. 1000–1007.
 36. J. H. Friedman, B. E. Popescu, Predictive learning via rule ensembles. Ann. Appl. Stat. 2, 

916–954 (2008).
 37. R. Drautz, Atomic cluster expansion for accurate and transferable interatomic potentials. 

Phys. Rev. B 99, 014104 (2019).
 38. A. V. Shapeev, Moment tensor potentials: A class of systematically improvable 

interatomic potentials. Multiscale Model. Simul. 14, 1153–1173 (2016).
 39. R. K. Lindsey, L. E. Fried, N. Goldman, Chimes: A force matched potential with explicit 

three-body interactions for molten carbon. J. Chem. Theory Comput. 13, 6222–6229 (2017).
 40. C. van der Oord, G. Dusson, G. Csányi, C. Ortner, Regularised atomic body-ordered 

permutation-invariant polynomials for the construction of interatomic potentials. 
Mach. Learn. Sci. Technol. 1, 015004 (2020).

 41. L. J. Nelson, V. Ozoliņš, C. S. Reese, F. Zhou, G. L. W. Hart, Cluster expansion made easy 
with Bayesian compressive sensing. Phys. Rev. B 88, 155105 (2013).

 42. S. D. Midgley, S. Hamad, K. T. Butler, R. Grau-Crespo, Bandgap engineering 
in the configurational space of solid solutions via machine learning: (Mg,Zn)O case study. 
J. Phys. Chem. 12, 5163–5168 (2021).

 43. C. W. Rosenbrock, K. Gubaev, A. V. Shapeev, L. B. Pártay, N. Bernstein, G. Csányi, 
G. L. W. Hart, Machine-learned interatomic potentials for alloys and alloy phase diagrams. 
npj Comput. Mater. 7, 24 (2021).

https://science.org/doi/10.1126/sciadv.abm7185
https://science.org/doi/10.1126/sciadv.abm7185


Allen and Tkatchenko, Sci. Adv. 8, eabm7185 (2022)     6 May 2022

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

11 of 11

 44. X. Xu, H. Jiang, Cluster expansion based configurational averaging approach 
to bandgaps of semiconductor alloys. J. Chem. Phys. 150, 034102 (2019).

 45. B. P. Burton, S. Demers, A. van de Walle, First principles phase diagram calculations 
for the wurtzite-structure quasibinary systems SiC-AlN, SiC-GaN and SiC-InN. J. Appl. Phys. 
110, 023507 (2011).

 46. G. Hautier, S. P. Ong, A. Jain, C. J. Moore, G. Ceder, Accuracy of density functional theory 
in predicting formation energies of ternary oxides from binary oxides and its implication 
on phase stability. Phys. Rev. B 85, 155208 (2012).

 47. S. Lany, Semiconductor thermochemistry in density functional calculations. Phys. Rev. B 
78, 245207 (2008).

 48. D. C. Ashley, E. Jakubikova, Ironing out the photochemical and spin-crossover behavior 
of fe(ii) coordination compounds with computational chemistry. Coord. Chem. Rev. 337, 
97–111 (2017).

 49. E. I. Ioannidis, H. J. Kulik, Towards quantifying the role of exact exchange in 
predictions of transition metal complex properties. J. Chem. Phys. 143, 034104 
(2015).

 50. S.-M. Udrescu, M. Tegmark, AI Feynman: A physics-inspired method for symbolic 
regression. Sci. Adv. 6, eaay2631 (2020).

 51. B. Weng, Z. Song, R. Zhu, Q. Yan, Q. Sun, C. G. Grice, Y. Yan, W. J. Yin, Simple descriptor 
derived from symbolic regression accelerating the discovery of new perovskite catalysts. 
Nat. Commun. 11, 3513–3513 (2020).

 52. A. P. Bartók, M. C. Payne, R. Kondor, G. Csányi, Gaussian approximation potentials: 
The accuracy of quantum mechanics, without the electrons. Phys. Rev. Lett. 104, 136403 
(2010).

 53. A. P. Bartók, R. Kondor, G. Csányi, On representing chemical environments. Phys. Rev. B 
87, 184115–184116 (2013).

 54. R. Tibshirani, Regression shrinkage and selection via the lasso. J. R. Stat. Soc. Ser. B Stat 
Methodol. 58, 267–288 (1996).

 55. F. Faber, A. Lindmaa, O. A. von Lilienfeld, R. Armiento, Crystal structure representations 
for machine learning models of formation energies. Int. J. Quantum Chem. 115, 
1094–1101 (2015).

 56. V. Blum, R. Gehrke, F. Hanke, P. Havu, V. Havu, X. Ren, K. Reuter, M. Scheffler, Ab initio 
molecular simulations with numeric atom-centered orbitals. Comput. Phys. Commun. 
180, 2175–2196 (2009).

 57. T. Hammerschmidt, B. Seiser, M. E. Ford, A. N. Ladines, S. Schreiber, N. Wang, J. Jenke, 
Y. Lysogorskiy, C. Teijeiro, M. Mrovec, M. Cak, E. R. Margine, D. G. Pettifor, R. Drautz, 
BOPfox program for tight-binding and analytic bond-order potential calculations. 
Comput. Phys. Commun. 235, 221–233 (2019).

 58. R. Drautz, T. Hammerschmidt, M. Čák, D. G. Pettifor, Bond-order potentials: Derivation and 
parameterization for refractory elements. Model. Simul. Mater. Sci. Eng. 23, 074004 (2015).

 59. G. Ke, Q. Meng, T. Finely, T. Wang, W. Chen, W. Ma, Q. Ye, T.-Y. Liu, Advances in Neural 
Information Processing Systems 30 (NIPS, 2017).

 60. B. Efron, R. J. Tibshirani, An Introduction to the Bootstrap (Chapman and Hall/CRC, 1993).

Acknowledgments 
Funding: The authors acknowledge funding from the IAS-Luxembourg (Audacity Grant DSEWELL). 
Author contributions: Conceptualization: A.E.A.A. and A.T. Investigation: A.E.A.A., 
Supervision: A.T. Writing—original draft: A.E.A.A. Writing—review and editing: A.E.A.A. and A.T. 
Competing interest: The authors declare that they have no competing interests. Data and 
materials availability: All data needed to evaluate the conclusions in the paper are present in 
the paper and/or the Supplementary Materials.

Submitted 11 October 2021
Accepted 21 March 2022
Published 6 May 2022
10.1126/sciadv.abm7185


