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Abstract

Background: Breast cancer is a highly predominant destructive disease among women characterised with varied tumour
biology, molecular subgroups and diverse clinicopathological specifications. The potentiality of machine learning to trans-
form complex medical data into meaningful knowledge has led to its application in breast cancer detection and prognostic
evaluation.

Objective: The emergence of data-driven diagnostic model for assisting clinicians in diagnostic decision making has gained
an increasing curiosity in breast cancer identification and analysis. This motivated us to develop a breast cancer data-driven
model for subtype classification more accurately.

Method: In this article, we proposed a firefly-support vector machine (SVM) breast cancer predictive model that uses clin-
icopathological and demographic data gathered from various tertiary care cancer hospitals or oncological centres to distin-
guish between patients with triple-negative breast cancer (TNBC) and non-triple-negative breast cancer (non-TNBC).

Results: The results of the firefly-support vector machine (firefly-SVM) predictive model were distinguished from the traditional grid
search-support vector machine (Grid-SVM) model, particle swarm optimisation-support vector machine (PSO-SVM) and genetic
algorithm-support vector machine (GA-SVM) hybrid models through hyperparameter tuning. The findings show that the recom-
mended firefly-SVM classification model outperformed other existing models in terms of prediction accuracy (93.4%, 86.6%,
69.6%) for automated SVM parameter selection. The effectiveness of the prediction model was also evaluated using well-known
metrics, such as the F1-score, mean square error, area under the ROC curve, logarithmic loss and precision-recall curve.

Conclusion: Firefly-SVM predictive model may be treated as an alternate tool for breast cancer subgroup classification that
would benefit the clinicians for managing the patient with proper treatment and diagnostic outcome.
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cases of non-invasive breast cancer. In total, 43,250 women
have died from the disease. Breast cancer is believed to be a
diversified disease with respect to its biological behaviour,
treatment response and prognosis. Clinicopathological
characteristics (such as tumour grade, size, lymph node
status) and molecular parameters (like molecular subtypes,
HER-2 and hormone receptor) are some of the variables that
affect the prognosis of breast cancer. Based on the presence
or absence of immunohistochemical markers that include
oestrogen receptor, progesterone receptor, and human epider-
mal growth factors receptor-2 (HER-2), breast cancer can be
categorised into four subtypes: luminal A, luminal B, HER-2
positive and triple-negative breast cancer (TNBC). Endocrine
and targeted therapy have higher prognosis and survival rates
for the majority of breast cancer subtypes.” In contrast to
other breast cancer subtypes, TNBC? is distinguished by the
absence of three receptors: oestrogen, progesterone and
HER-2. This breast cancer subtype is also characterised by dif-
ferent tumour biology, an early recurrence rate, and a poor
prognosis. Furthermore, there are no approved targeted therap-
ies for this particular form of breast tumour. Cytotoxic chemo-
therapy is considered as the main therapeutic modality
although resistance develop in some patients, while others
suffer from various side effect.* This necessitates the categor-
isation of breast cancer into distinct subgroup for appropriate
treatment planning and precise therapeutic options.

In order to handle heterogeneous medical dataset and to
find complex relationship between them, support vector
machine (SVM) acts as a powerful ML algorithm and is
ideal for categorisation tasks. The idea of linear SVM was
first investigated by Vapnik in 1963.” Finding a decision
boundary that divides the data points into two components
and minimises misclassification error is the core idea behind
SVMs. It is necessary to select a decision boundary or
hyperplane that maximises the distance between all
nearby data points on both sides of the different classes.
Support vectors are the closest data points on either side
of the decision boundary, and the hypothetical line separat-
ing these closest points are known as margins. Thus, max-
imising the margin width will result in the best hyperplane.
The main advantage of SVM is its capability to handle
high-dimensional data as well as to perform well on small
datasets. Non-linear data points are best handled by differ-
ent kernel functions. However, the choice of kernel func-
tions is pivotal as SVM is very sensitive, and for larger
datasets, they are computationally expensive. The kernel
SVM transforms the non-linear data points in low dimen-
sion to linear separable points into one dimension higher
such that the data points in distinct classes are mapped in
different dimension. SVM works well when there are
more dimensions than samples. Many literatures have
reported successful application of SVM in breast cancer
type classification, cancer genomics, developing prognostic
model, recurrence predictive model and survival analysis.
Wu et al.® stated that SVM is capable of distinguishing

TNBC and non-triple-negative breast cancer (non-TNBC)
more accurately using RNA-sequence data of two patient
populations. Huang et al.” investigated the classification
power of SVMs on cancer genomics as a result of which
new biomarkers, targeted medications and important
knowledge about cancer-driver genes have evolved. By
extracting prognostic information from clinical, demo-
graphic and biochemical data, a prediction model was
developed in combination of SVM and random optimiser
(RO) and has been reported in Ferroni et al.® Kim et al.’
focussed on constructing breast cancer recurrence model
that could predict 5-year recurrence rate following breast
surgery in a Korean population, and the model prediction
performance was also compared with other existing
models. Bai et al.'® explored the effect of peripheral lym-
phocytes in identifying prognostic markers among breast
cancer patients, and SVM has been used in developing
prognostic classifier. Mihaylov et al.'' predicted the sur-
vival time of breast cancer patients originally generated
from tumour-oriented clinical parameters like age of diagno-
sis, tumour stage and tumour size. The results showed the
advantages of Linear SVM and other models in survival ana-
lysis. SVM has certain parameters that does not participate in
the training phase of machine learning (ML) model but con-
trols the behaviour of the model. These parameters are
called hyperparameters and need to be adjusted upfront
before the training phase. Hyperparameters play a crucial
role in creating robust and precise model. They also contribute
bias-variance trade-offs, thereby preventing underfitting or
overfitting. As the real-world data are often noisy, linear sep-
arability into distinct classes may not be possible for linear
SVM. A standard SVM attempts to segregate positive and
negative classes almost accurately such that misclassification
is minimised and finally leads to overfitting. To tackle this
concept, the idea of ‘soft margin’ was introduced. Soft
margin allows some data points to be misclassified at the
expense of better generalisation. Soft margin determines the
decision boundary in an optimisation problem by increasing
the distance of decision boundary from the support vectors
and also maximise the correctly classified data points in the
training phase. This trade-off is handled by C parameter.
The C parameter assigns a penalty for every misclassified
point. For a smaller C value, decision boundary with larger
margin is chosen as the misclassification penalty is low and
larger C value results in decision boundary with smaller
margin due to high penalty value. In case of radial basis func-
tion (RBF) SVM, gamma parameter determines the far-off
influence of a particular training point. Low gamma value
denotes larger similarity radius such that the margin between
the classes is more generalised. For larger gamma value, the
data points are very close to each other to lie within a class,
resulting in overfitting. Hence, finding the optimum value
for the hyperparameters is still challenging.

Over two decades, scientists and biologists have been
studying the cooperative behaviour of social insects like
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ants and bees’ colonies, school of fish, birds flocking, worms
and termites for building their nest, foraging, locating their
prey and mating, which led to the evolution of swarm intelli-
gence. In cellular robotics systems, Gerardo Beni and Jing
Wang'? originally put forth the idea of swarm intelligence,
which were capable of producing intelligent behaviour. It
focuses on the collective behaviour of individuals that coordi-
nates in a decentralised manner and can self-organise within
themselves. The individuals interact with each other on the
basis of simple rules and utilises the local information exchange
between the individuals during interaction or with their environ-
ment. The main characteristic of swarm intelligence is its cap-
ability to show group behaviour in spite of the absence of
coordinator/in-charge of the group. All individuals in the
swarm are independent of each other and have their own contri-
bution in the group despite of other members’ activity. Each
individual behaves in a stochastic manner, which depends on
the local perception of its neighbouring individuals. The collect-
ive and social behaviour of insects have been employed in
finding complex optimisation problems efficiently such as the
choice of shortest path from nest to food source by the colonies
of ants. The chemical pheromones are left behind by the ants on
the earth during their movement from nest to food source back
and forth, while every ant takes a probabilistic decision of
finding the shortest route based on the perceived pheromone
intensity. Particle swarm optimisation (PSO),"* ant colony opti-
misation,m’15 artificial bee colony,l6’17 cuckoo search,18 bat
algorithm,"? firefly algorithm,™ krill herd method?' and cluster-
ing algorithms®** are few of the well-known swarm intelli-
gence algorithms. Recently, some of the new promising
nature-inspired metaheuristic algorithms like owl search algo-
rithm,* monkey-king evolutionary algorithm® and Harris
Hawks Optimisation®® have also emerged. The search process
for metaheuristic algorithms depends on a delicate balance
between two factors: exploration and exploitation.?’
Exploration is the capability of an algorithm to locate diverse
solution within the search space, and exploitation refers to the
process of looking for the best solution nearby while making
use of the knowledge already known. A nature-inspired, stochas-
tic method called the ‘Firefly Algorithm™ is based on the flash-
ing patterns of tropical fireflies. The purpose of these flashing
lights is to draw in potential mates and warn off potential preda-
tors. The fireflies’ lantern, a light-emitting organ, is what creates
the flashing light. The adult male fireflies have the ability to
produce high and discrete flashes that attract females on the
ground. The females begin generating continuous or blinking
lights in specific patterns in response to this courtship signal.
The female fireflies always prefer to have brighter male partners.
However, there are rare instances in which the female fireflies
cannot tell apart between distant flashes produced by strong
light sources and nearby flashes produced by weaker light
sources. These movement of fireflies based on the flashing pat-
terns is being employed to develop a mathematical model for
solving optimisation problems. The primary benefit of the
Firefly algorithm is its speedy, simultaneous discovery of both

global and local optimal solutions®® when compared to other
popular metaheuristic algorithms viz. genetic algorithm (GA)
and PSO. The firefly algorithm has been used in this study to
obtain the ideal SVM hyperparameter value.

Utilising clinical, pathological and demographic data gath-
ered from three tertiary care cancer hospitals/oncological
centres, a breast cancer classification model has been devel-
oped in this article based on the hybridisation of the firefly
algorithm and SVM. This model can distinguish between
patients with TNBC and non-TNBC. The social behaviour
and the bioluminescent communication of tropical fireflies
have been used for determining the optimal hyperparameter
values of SVM. In firefly algorithm, the local attraction is
always greater than distance attraction, which results in auto-
matic division of population into sub-classes. Additionally,
the firefly method is effective at handling non-linear and multi-
modal optimisation issues. RBF has been used as the basic
kernel for the majority of literature presenting firefly approach
for tweaking SVM hyperparameters over the years because of
its dependability and flexibility in parameter management.
Different kernel functions have been provided as alternatives
and implemented in Python in this paper in order to achieve
the best hyperparameter combination of SVM, rather than con-
sidering the RBF as the only option. This will allow the best
kernel function to be evolved as an automated SVM parameter.
The optimised SVM parameters are then applied in the training
phase of ML model, which is capable of segregating the breast
cancer patients into two distinct classes. The classification out-
comes of the firefly-support vector machine (firefly-SVM)
model have been assessed with other hyperparameter tuning
models of traditional grid search-SVM (Grid-SVM) model,
particle swarm optimisation (PSO-SVM) and the genetic
algorithm-SVM (GA-SVM). The same multicentric datasets
were used for all models, and the five-fold cross-validation
approach was applied. The effectiveness of the prediction
model was also evaluated using well-known metrics, such as
the F1-score, mean square error (MSE), area under the ROC
curve (AUROC), logarithmic loss and precision—recall curve.

The remaining part of the paper is structured as follows:
Methods section emphasises on the datasets taken into consider-
ation for study as well as the proposed hybrid model and existing
hyperparameter tuning ML models. The suggested firefly-SVM
model’s classification performance is discussed in the Results
section, along with comparisons to other existing models and
statistical analysis demonstrating the dependence of clinicopatho-
logical characteristics in separating patients into the TNBC and
non-TNBC classes. The discussion is highlighted in the next
section, and finally, the paper ends with the Conclusion.

Methods

Datasets

Biostudies databases serve as descriptions of biological
studies and connect their data to other databases, both
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inside and outside of EMBL-EBI, that do not match the def-
inition of structured archives.?’ In addition, the authors can
provide supplemental data that is related to the publication.
From Biostudies, two retrospective study datasets for
African nations were obtained, while the third dataset was
a longitudinal one from a tertiary care hospital in central
India. A retrospective analysis was conducted at the
National Institute of Oncology, Rabat, Morocco, consisting
of 905 breast cancer patients treated in 2009 and was fol-
lowed up to 2014.>° The medical record of every patient
was investigated carefully to obtain clinical, pathological
and therapeutic implications. A total of 405 cases were
taken out of the analysis because of missing data, overseas
patients and male patients. The remaining 500 instances of
female breast cancer were divided into two categories: 415
cases were non-TNBC, leaving only 85 cases with
TNBC.?' Another non-interventional study®> was con-
ducted among the participants at Lagos University
Teaching Hospital, Nigeria. In this study, 251 patients
who underwent initial outpatient clinic visits from July
2017 to July 2019 and were histologically determined to
have breast cancer were taken into account. Only female
participants above the age of 18 were included. A structured
pro forma was prepared by interviewing the individual
patients about their sociodemographic and disease attri-
butes. Based on the molecular subtypes, the patients were
evaluated into two groups: 119 (47.4%) cases as TNBC,
while the remaining 43.2% were non-TNBC cases. The
patient’s datasets are readily available at Biostudies.®® It
should be noted that the authors of the original research®*?
have provided an anonymised patient dataset in an excel file
format, which is publicly available at Biostudies and has
been utilised for performing this secondary analysis. The
third study was a longitudinal one investigated at NKP
Salve Institute of Medical Sciences and Research Centre,
Nagpur, India. A total of 85 patients with breast cancer
who had both histological and cytological confirmation of
their diagnosis were recruited during the period 2012 and
2014. Case sheets for individual patient consisting of demo-
graphic information, clinical profile, associated risk factor
and disease staging were recorded. A total of 37 (43.7%)
cases were categorised as TNBC, and the remaining 48
patients are of non-TNBC. Moreover, TNBC tumour has
aggressive histology of grade 3 when compared to
non-TNBC group. The original study* has been conducted
retrospectively and published in 2015, and as a result,
ethical clearance for performing this secondary analysis
with the same retrospective dataset has been waived.

Existing hyperparameter tuning ML models. To control the
behaviour of ML models, hyperparameter tuning is a
crucial component. If the hyperparameter is not tuned prop-
erly, the model parameters will estimate suboptimal results
and unable to minimise the loss function. As a result, the
model will have high misclassification errors leading to

decrease in classification accuracy. There lies a distinction
between hyperparameter and parameter in ML. The learn-
ing algorithm learns during the training phase, estimates
the values of the model parameters and continues to
update its values until the learning is completed. After the
training phase, these model parameters become a part of
the model, for example, the weight and bias of neural
network. On the other hand, model parameters are com-
puted by the hyperparameters, which are algorithm specific.
Thus, hyperparameter tuning is essential and deals with
manipulating optimal set of hyperparameter values for
any learning algorithm.

Many research articles of nature-inspired optimisation
algorithms viz. GA®> and PSO?® to train the hyperpara-
meters of SVM and feature selection are available over a
decade. Recently, Korovkinas et al.”” applied PSO to tune
the cost(penalty) parameter of linear SVM, thereby improv-
ing the accuracy of classifying textual data. Additionally,
the majority voting ensemble technique is used to boost
the model’s effectiveness. GA suggested by John
Holland®® depends on the biological evolutionary process
of natural selection. To evaluate optimisation problems, a
GA seeks for a nearly optimal solution from an objective
function. Initially, a random population is formed from a
set of chromosomes that encodes the parameter of search
space as strings. The fitness value, which represents the
quality of the solution in the search space, is used to rank
each member of the population. Based on the theory of
natural evolution, a new population is created from the
chromosomes with better fitness values. Then, processes
of evolution like crossover and mutation are used to
evolve subsequent generations of offspring. The process
of natural selection, crossover and mutation continues for
finite number of generations or until the stopping criteria
is attained. In the context of SVM hyperparameter setting,
every chromosome consists of two genes: cost C and
gamma. On the training dataset, a five-fold cross-validation
error is used to fit the fitness function. The generalisation
capability of SVM strongly depends on the optimised
setting of hyperparametric values of C and gamma.
However, the basic hyperparameter of SVM is kernel for
mapping non-linear data. Eberhart and Kennedy devised
the population-based stochastic technique called PSO*
after being inspired by the flocks of birds and their social
behaviours. Every particle is considered as the potential
solution of any minimisation function. There exists a
global minimum in the search space. None of the particle
knew the actual location of global minimum, but all the par-
ticles are assigned with a fitness score by the fitness func-
tion. The magnitude and velocity of the particles
determine how they move in the subsequent iteration.
Every particle can interact with other particles and share
location and velocity. For a particular iteration, velocity is
calculated by the inertia of the particle and two best posi-
tions: personal best and global best. Personal best refers
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to a particle’s optimal fitness value position, whereas global
best refers to the optimal outcome attained by the entire
swarm. The particle updates its position, and the fitness func-
tion is recalculated depending upon the new information avail-
able. On the training dataset, the fitness function changes out
for a five-fold cross-validation error in order to adjust the
hyperparameter values. The process is repeated until the popu-
lation converges. The particle final position is the optimised
solution attained. One of the most traditional methods for
hyperparameter tuning is grid search.”” In grid search, the
hyperparameter domains are divided into discrete grids.
Every combination of grid values is evaluated with cross-
validation metrics. The grid point that maximises the cross-
validation average value is considered as the best combination
of hyperparametric values. Thus, the grid search is utilised for
obtaining the optimised hyperparameters of a model to make
accurate prediction. But the drawback of grid search is its
computational complexity in calculating every possible com-
bination of all hyperparameters.

The proposed model

The luminescence of the tropical fireflies acts as the inspir-
ation for the firefly algorithm, a swarm intelligence, meta-
heuristic optimisation technique.*'™ Firefly algorithm
depends on three idealised rules: (1) Since fireflies are all
unisex, they can be attracted to one another regardless of
sex. (2) The attractiveness reduces with increasing distance
between the fireflies and is closely correlated to the intensity
of the light of the fireflies. The firefly with less lumines-
cence will migrate in the direction of the firefly with more
luminescence. If there exist no brighter fireflies than the
current one, then it will travel at random inside the search
area. (3) A firefly’s brightness is related to the landscape
of objective function. Thus, the firefly deals with two
vital issues: the formulation of luminous intensity and the
second one is the variation of attractiveness. Due to the
fact that light intensity varies with distance and some
light is absorbed by the medium, therefore:

I=1Ipe (1

Where [ denotes light intensity, I, =1light intensity at the
original source, distance =r and y represents light absorp-
tion coefficient.** As observed by the nearby firefly, the
attractiveness is directly proportional to the light intensity,
hence the fluctuation in attractiveness § with distance r is
given by the equation:

B =P @)

Where f, is the attractiveness at the source r =0. The move-
ment of firefly i to another brighter firefly j is defined as:

Xp=x; + ﬂoe_yrz (xj — x;) + ag 3)

Where x; denotes the current location of firefly i, the second

term refers to how attracted the fireflies are to one another,
a signifies the randomised scaling parameter for regulating
the step size, and ¢; is the random vector selected at random
from a variety of distributions. This attractiveness behav-
iour of fireflies has been applied in handling exploitation
and exploration efficiently and thereby making it more
robust when compared to other evolutionary algorithms.
Moreover, firefly algorithm is good at finding global
optima and local optimal values simultaneously. This
urged us to apply firefly algorithm in obtaining the
optimal set of hyperparameter values of SVM. The detailed
discussion about SVM has been provided in the previous
section. The firefly algorithm performs several runs to opti-
mise certain population size for fixed number of genera-
tions. There are certain parameter combinations that are to
be cached to get benefited for more optimised runs. These
necessitate to define size of the population, maximum
number of generations, number of independent runs,
maximum number of stagnating generation, scoring and
random state before applying firefly algorithm. Python
version 3.11.2 and its related statistical packages have
been utilised for entire implementation purpose.

The firefly algorithm search procedures are as follows:

estimator = svclassifier

param_grid = {"kernel": [“rbf”, “sigmoid”, “linear”], “C":
np.logspace(—1, 1, num =25, base = 10), “gamma": np.log-
space(—1, 1, num =25, base =10)}

cv=>5

verbose = 1

population_size =25

max_n_gen =100

max_stagnating_gen =10

runs =3

scoring="fl_macro’

random_state =42

where the estimator means the model instances that are to be
passed to check the hyperparameters; param_grid represents
the dictionary with parameter names along with the list of par-
ameter settings that we want to find out; cv =35 stands for five-
fold cross-validation; verbose denotes the logging information
and the possible values of level can be 0, 1, 2; population_size
is represented by the number of population’s trained estima-
tors. The search process will move more quickly in areas
with lower populations, but there exists a possibility of
getting struck to local optimum while larger population size
may slow down the search process. On the other hand, the
search method turned out to be a traditional grid search if
the population size is equal to or close to the number of par-
ameter combinations. The max_n_gen specifies the total
number of generations after which the search will be
stopped. The max_stagnating_gen =the most generations up
to which the classification score will remain constant before
the optimisation for a specific run is terminated. runs =the




DIGITAL HEALTH

number of independent iterations required for optimisation.
The optimised results obtained from parameter combination
are temporarily stored between the runs that make every sub-
sequent runs faster than the previous ones. Scoring means the
passing of valid string/object of an evaluation metric, and ran-
dom_state with an integer value signifies the seeding of the
random generator.

Pandas, an open-source library of python, has been uti-
lised for dealing with relational and labelled data. Pandas’
data frame has been created by importing the datasets from
existing excel files. Pandas’ data frame is comparable to a
feature matrix, where columns reflect the relevant patient’s
clinicopathological parameters, and rows represent the
patient’s anonymous identity. Details about the sociodemo-
graphic, clinical and pathological features utilised for model
creation have been presented in the form of a Supplemental
table. Scikit-learn,*> a python in-built ML library, has been
applied to support various data analysis functionality.
Another python open-source library, NumPy, was imported
to work with matrix data structure and multidimensional
arrays. Data preprocessing in python was carried out while
taking care of missing value, categorical features, normalisa-
tion of dataset and finally splitting the dataset into training
and validation sets. The SimpleImputer function has been
applied to replace the missing values with imputation strat-
egies like mean, median, most_frequent and constant.
StandardScaler, a data standardisation function, was used to
rescale the data such that the distribution of values has zero
mean and unit variance. The train_test_split technique was
used to split the dataset into training and test sets. The
model was fitted using the training data, which was obtained
from the observed data. The test set was utilised for model
evaluation with unseen data. The validation dataset, a subset
of training set, was used for estimating model performance,
adjusting the model hyperparameters. For the proposed
hybrid model, the train_test_split method splits the datasets
randomly in the proportion 7:3, that is, 70% of the dataset
was used as a training set and the remaining 30% as test set.
The estimator object that learns from the data was svclassifier.
The sequence of dictionary with parameter name kernel, C and
gamma along with the discrete values of each parameter viz.
‘1bf’, ‘sigmoid’, ‘linear’ for kernel constitute the parameter
grid. The initial population size of firefly was 25. The
maximum number of generations for optimisation and
maximum stagnating of generation was fixed at 100 and 10,
respectively. The data logging information verbose was set
to 1. Scoring =fl_macro denotes the arithmetic mean of all
per-class F1 scores, and the number of independent runs
was assigned to 3. Table 1 exhibits the development process
of firefly-SVM predictive model as a flowchart.

The necessary algorithms for the suggested firefly-SVM
predictive model implemented in python are as follows:

Step 1: Import the dataset as pandas’ data frame with m =
patients’ identity and n = clinicopathological features.

Step 2: Handling the missing values and data standardiza-
tion technique with SimpleImputer and StandardScaler
function respectively.

Step 3: Class labels as (m X 1) targeted array.

Step 4: train_test_split () function for training and test data-
sets in the ratio of 7:3.

Step 5: Choose the best kernel =: [“rbf,” “‘sigmoid,”
“linear”’], C and gamma values with FA algorithm.

Step 6: Display the best parameter combination with
best_params_

Step 7: Train the model with fit method: svclassifier.fit
Step 8: Perform prediction using predict method: svclassi-
fier. predict

Step 9: Generate classification_report.

Research ethics and patient consent. The original datasets of
African countries were publicly available from Biostudies as a
Supplemental material. For the purpose of conducting this sec-
ondary analysis, the corresponding authors of the original
research have been communicated regarding the ethical permis-
sion. The ethical permission has been waived as the original
research has already been conducted and published in the year
2020. Multiple times ethical approval was not required for the
same data to be investigated, which are publicly available.
Moreover, this secondary analysis does not involve direct
human participation. As a result, informed consent from the
patients was not necessary for carrying out the present study.
The datasets collected were scrutinised and validated with the
clinical collaborators for performing the current study. I hereby
also declare that the patient’s dataset utilised in this paper is
purely for research work, maintaining the anonymous patient’s
identity that is neither disclosed nor shared publicly at any time.

Results

This paper analyses three hospital datasets of patients with clin-
icopathological features and are diagnosed with breast cancer in
different tertiary care hospitals or oncological centres. At
Morocco’s National Institute of Oncology, the study’s first
dataset contained 905 individuals who had received breast
cancer treatment. Finally, 500 cases were taken into consider-
ation due to incomplete medical records and male participants.
In total, 251 breast cancer patients recruited at the Lagos
University Teaching Hospital in Nigeria were assessed in the
second dataset. The third dataset was investigated at NKP
Salve Institute of Medical Sciences and Research Centre,
Nagpur, India, with 85 enrolled patients with histopathological
and cytologically confirmed cases of breast cancer.

Performance evaluation of firefly-SVM hybrid model

Some popular assessment metrics, including the confusion
matrix, area under the receiver operator curve (ROC curve),
MSE, logarithmic loss, precision—recall curve, and learning
curve, were used to assess the performance of the
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Table 1. Flowchart of the proposed firefly-SVM predictive model.

Start

Import datasets with m
rows=patient’s identity
and n columns =

clinicopathological
features

Missing value handling
and data standardization
techniques with
SimpleImputer and
StandardScaler functions

A

Class labels as (mx1)
targeted array

v

Data splitting with
train_test_split () function
in the ratio 7:3

Choose the best
YES Kernel =: [“rbt.” NO
“sigmoid,” “linear”],
C and gamma values
with FA algorithm
v
Display the best
parameter combination
with best_params_
Train the model with Perform prediction End
fit method: »| using predict method: .Gen§rate
svclassifier. fit svclassifier. predict classification_report

firefly-SVM model. A confusion matrix is a tabular the performance of the hybrid model through the evaluation
representation that depicts the number of accurate and of widely known metrics viz. accuracy, precision, recall,
inaccurate predictions made by the classifier. It assesses Fl-score and support. For convenience, Lagos University
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Hospital, Nigeria dataset, National Institute of Oncology,
Morocco dataset and NKP Salve Institute of Medical
Sciences, Nagpur dataset were designated as dataset 1,
dataset 2 and dataset 3, respectively. Further, TNBC and
non-TNBC cases were denoted as 1 and 0. Figure 1 displays
the classification report for the firefly-SVM hybrid model
on datasets 1, 2 and 3. Higher precision, recall and
F1-score values suggest that the hybrid model almost accur-
ately distinguished TNBC patients from non-TNBC
instances.

The AUROC is a diagnostic tool for predicting probabil-
ity under different threshold values on two-class classifica-
tion problems. It is laid out graphically by plotting
false-positive rate along the x-axis and true positive rate
along the y-axis for different threshold values lying
between 0.0 and 1. Smaller values on the x-axis suggest
low false-positive and high true negative cases, while the
larger values on the y-axis indicate higher true positive

cases and low false negatives. On an average, randomly
chosen positive instances are assigned with higher probabil-
ity by a skillful model when compared to negative
instances. Skillful models are illustrated with curves that
move upwards from the top left. A no-skill model cannot
differentiate between the classes and in most cases predict
a random or any constant class. For all threshold values,
it is drawn with a diagonal line from the bottom left to
the top right of the plot, appearing at point (0.5,0.5) with
an ROC value of 0.5. When a model’s values lie between
(0,1) and a line is drawn from the bottom left of the plot
to the top left and then upwards, the model is said to have
perfect skill.*® Points lying above the diagonal line denote
better classification results, while points below the line
signify bad classification. The ROC of the predictive
model was shown on three different datasets in Figure 2.
The ROC of dataset 1 attained true positive rate =1 with
a corresponding fall-out value of 0.1 and moved across to

Classification report of firefly-SVM model on dataset 1

precision
0 1.0000
gl 0.B8649
accuracy
macro avg 0.9324
weighted awvg 0.9431

recall fl-score support
0.B8B¢&4 0.9398 44
1.0000 0% 9295 32
0.9342 76
0.9432 0.9336 76|
0.9342 0.934¢ 76

Classification report of firefly-SVM model on dataset 2

precision
0 0.9435
1 0.5000
accuracy
macro avg G.7218
weighted avg 0.8844

recall fl-score support
0.9000 0.9213 130
0.6500 0.5652 20
0.8667 150
0.7750 0.7432 150
0.8667 0.8738 150

Classification report of firefly-SVM model on dataset 3

precision
0] &...5223
al 0.8000
accuracy
macro avg 0.5619
weighted avg 0.5619

recall fl-score support
0.8462 0.6471 13
0.2308 03333 13
B.5385 26
5385 0.4802 26
0.5385 0.4%902 26

Figure 1. Classification report of firefly-SVM predictive model on three datasets. 0 stands for non-TNBC cases and 1 represents TNBC cases.
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Figure 2. Area under the curve (AUC) of firefly-SVM predictive model on three datasets. AUC is plotted graphically with false-positive rate
in the x-axis and true positive rate in the y-axis. The blue dashed line denotes the no-skill line. The orange colour line represents the model

skill before reaching (1,1).

coincide with no-skill line. Dataset 2 curve bowed up stead-
ily and achieved sensitivity 1 at 0.7 false-positive value
before reaching (1,1). The dataset 3 ROC curve rises up
from bottom left with some threshold points touching the
diagonal line and finally attain (1,1).

A well-known loss function called mean square error
calculates the average of the square variations between
the value predicted by the model and the actual value.

1 .

MSE = N; (i = $1) @)
where y; denotes the model predicted value, y; stands for the
actual value and N signifies the total number of patients in two
datasets from north-western Africa and one from India that
were used as test cases. A lower MSE value implies that the
model classified the data almost precisely and the estimated
value is close to the actual value. MSE is never negative
because of the squaring of the error. On datasets 1, 2 and 3,
the firefly-SVM model’s respective MSE values were 0.06,
0.13 and 0.46, indicating low MSE values and a good
degree of classification power for the hybrid model.

To investigate the effectiveness of the classification
model based on the idea of probability, another Loss

function called Logarithmic Loss or Log Loss is employed
as an evaluation metric. Log loss value deals with the
measure of uncertainty of the model predicted value and
its variation with the actual class label. The smaller is log
loss value, the lesser is the deviation of predicted probabil-
ity from the actual class label. For a model to be perfect, log
loss value is equal to zero. The negative average multiplied
by the sum of each patient’s logarithmic predicted probabil-
ity results in the computation of log loss.

®)

where i stands for the related patient, y; for the actual value,
p; for the expected probability and log for the number’s
logarithmic value. The log loss values for datasets 1, 2
and 3 using the hybrid model were 0.19, 0.32 and 0.74,
respectively.

Under different probabilistic thresholds, the precision—
recall curve determines the balance that exists between
the true positive rate (recall) and positive predictive value
(precision). It is plotted with multiple threshold settings
with recall on the x-axis and precision on the y-axis. It illus-
trates how well the model predicts the positive class and is
suitable for datasets with imbalances. Precision-recall

Logloss; = —[yiInp; + (1 — y;) In(1 — pi)]
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curve with non-overlapping regions indicates better classi-
fication results than the one close to the baseline.
Precision—recall curve of hybrid model on the three datasets
are demonstrated in Figure 3. Dataset 1’s precision—recall
curve shows no overlapping areas and is significantly
higher than the baseline. The dataset 2 curve moves in a
zigzag manner before reaching near the baseline, while
dataset 3 finally touches the baseline.

Convergence of optimised ML algorithms can be recog-
nised as stopping condition on attaining a stable point
beyond which further iteration of the algorithm does not
produce any further improvement or changes. It is mea-
sured and explored empirically with the help of learning
curve. Learning curve is a diagnostic tool for ML algo-
rithms that learn from the training datasets incrementally.
The model’s learning and generalisation capabilities are
demonstrated by the evaluation of the learning curve. The
learning curve maps how well the model learns over time
or with experience. It can also be utilised to investigate
underfit, overfit or well-fit models. A learning curve deter-
mines the number of samples for training necessary to fit the
model with the trade-off between bias and variance.
Figure 4 depicts learning curves for datasets 1, 2 and 3

with the size of the training set on the x-axis and accuracy
score on the y-axis, respectively. In dataset 1, the training
score of the learning curve was high and steady on addition
of training set, while the cross-validation score was low ini-
tially and then increases gradually with the training size.
For dataset 2, the training score falls rapidly on 100 and
225 training size before attaining stability above 300 train-
ing sample. The cross-validation score increases initially
with slight deep around 250 set size and then moves
almost linearly. The training score of dataset 3 decreases
abruptly around 20 training samples and increases further
with the set size. The cross-validation score also had
break point near 20 sample sizes and obtained a constant
score with a 0.56 accuracy. The duration of time needed
for the model to fit the estimator with the training dataset
determines the model’s scalability. Training examples are
plotted on the x-axis, and fit_times are plotted on the
y-axis. The amount of time the model needs to fit the clas-
sifier using the training examples for each cross-validation
is known as fit_times. The curve of dataset 1 and dataset 2
increases gradually with the training examples and attains
peaks at fit_times 0.30 and 0.05, respectively, while the
curve on dataset 3 achieves scalability with 0.004 fit_times.
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Figure 3. Precision-recall curves of firefly-SVM predictive model on three datasets. It is plotted graphically with recall in the x-axis and
precision in the y-axis. The blue dashed line denotes the no-skill line just above the base, and the orange colour line represents the model

skill before touching the baseline.
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Figure k. Learning curve of firefly-SVM predictive model on three datasets. The learning curve is plotted with training set size in the x-axis

and accuracy score in the y-axis, respectively.

Fit_times versus test score was used to assess the perform-
ance of the model. The dataset 1, 2 and 3 attain stability at
test score above 0.50, 0.80 and 0.55, respectively. Figures 5
and 6 demonstrate the scalability and effectiveness of the
hybrid model on three datasets.

Comparison with other existing models

The effectiveness of the newly developed firefly-SVM
model for identifying breast cancer was compared with
other existing hyperparameter tuning hybrid models of trad-
itional Grid-SVM model, GA-SVM, and PSO-SVM. The
details of these existing hybrid models were covered in
the previous section. On three datasets—two from Africa
and one from India—Table 2 compares the classification
accuracy of existing models and the firefly-SVM model.
Firefly-SVM model’s classification accuracy on datasets
1, 2 and 3 was 93.4, 86.6 and 69.6, respectively, which
clearly outperformed the other existing model results.

Tables 3-5 represent the optimised hyperparameters
values like kernel, C and gamma of SVM on firefly-SVM
model and other classic hybrid models on dataset 1, 2 and
3. Over the years, majority of the literature reporting
firefly algorithm for tuning hyperparameters of SVM have
adopted RBF as the base kernel due to its reliability and
ease of adaptability in parameter handling.*’~* Owing to
achieve the best hyperparameter combination of SVM, in
this paper, different kernel functions have been provided
as alternatives and implemented in python so that the best
kernel function can be evolved as an automated SVM par-
ameter rather than considering RBF as an ultimate choice.
The kernel functions obtained on dataset 1, 2 and 3 were
radial basis, linear and sigmoid functions. A greater C par-
ameter value signifies that the firefly-SVM model on dataset
1 seeks to minimise the misclassified samples as a result of a
high penalty value, while a smaller gamma value of the
model indicates substantial similarity radius, allowing for
more points to fit into a certain class. This is reinforced
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Figure 5. Scalability and performance of firefly-SVM predictive model on dataset 1 and 2. The scalability of the model denotes the time
required by the model to fit the estimator with the training dataset. The blue-shaded region in the scalability graph indicates the region of
fit times mean +&- fit_times standard deviation. The performance of the model represents the test score with respect to fit_times. The
blue-shaded region indicates the region of test scores mean + & - test scores standard deviation.

by the fact that dataset 1’s higher classification accuracy is
93.4%. A lower C value on datasets 2 and 3 indicates that
the SVM decision boundary has a big margin to accommo-
date more misclassification. As a result, the classification
accuracy is lower than dataset 1 with 86.6% and 69.6%,
respectively. The findings showed that the recommended
firefly-SVM classification model outperformed other exist-
ing models in terms of prediction accuracy for automated
SVM parameter selection.

Statistical analysis

Statistical measure heatmap or correlation matrix is often
employed in identifying the association between the clini-
copathological parameters and their significance in breast
cancer classification. Heatmaps are plotted to visualise the

amount of dependency between the clinicopathological
parameters and are denoted by colours of varying intensity.
Correlation heatmaps are depicted to analyse the associ-
ation between the clinicopathological attributes, that is,
the positive and negative association among all the clinico-
pathological features and are represented by the blue and
red colours, respectively. Larger correlation magnitude is
identified with stronger colour shades. The diagonal in the
heatmap is shaded with dark blue colour, which indicates
the correlation of the same variable with itself. In python,
the seaborn package is used to draw heatmap. The correl-
ation heatmap on dataset 1, 2 and 3 are delineated in
Figures 7, 8 and 9, respectively. The heatmap on dataset
1 reveals that the menopausal state, comorbidity, nutritional
status and hypertension are all strongly positively correlated
with age. Apart from these, there also exists a relationship
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Figure 6. Scalability and performance of firefly-SVM predictive model on dataset 3. The scalability of the model denotes the time required
by the model to fit the estimator with the training dataset. The blue-shaded region in the scalability graph indicates the region of fit times
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Table 2. Classification accuracy of firefly-SVM model with other
existing models on datasets 1, 2 and 3.

Firefly-SVM 93.4 86.6 69.6
GA-SVM 91.4 82.0 53.8
PSO-SVM 91.4 82.0 53.8
Grid-SVM 90.3 82.3 50.0

Dataset 1= Lagos Teaching University, Nigeria, breast cancer dataset.
Dataset 2= National Institute of Oncology, Rabat, Morocco, breast cancer
dataset.

Dataset 3= NKP Salve Institute of Medical Sciences and Research Centre,
Nagpur.

between histology type, disease stage and metastasis. Age,
menopause, the number of full-time pregnancies, hormone
therapy and lymph nodes, tumour size with surgery type
and tumour advancement are all factors that positively cor-
relate in dataset 2. Strength of association also prevails
between size at presentation, duration in months and quad-
rant on the heatmap of dataset 3. Further, there is also a
strong correlation between tumour size and surgery type,
radiotherapy and adjuvant chemotherapy, as well as nodal
stage and TNBC/non-TNBC.

The Pearson’s Chi-square test is another statistical
method for evaluating the relationship between the clinico-
pathological characteristics of breast cancer patients. The

Table 3. Optimised hyperparameter values like kernel, C and
gamma of SVM on firefly-SVM model and other classic hybrid
models on dataset 1.

FA-SVM rbf 177.82 0.000177
GA-SVM rbf 31.62 0.001
PSO-SVM rbf 5623.41 5.62
Grid-SVM rbf 10 0.001

Dataset 1= Lagos Teaching University, Nigeria, breast cancer dataset.

square of the difference between each categorical para-
meter’s actual value and expected value divided by that
parameter’s expected value determines the chi-square sta-
tistics.

(011 —En)*  (On—Ep)? (Oun — Eyn)?
©= En + Ep o Eyn
— Xm: Xn: (& ; Ey)’
i=1 j=1 y
(6)

Here, © denotes chi-square value, O;; = observed value and
E;;=expected value of the parameters. It attempts to deter-
mine whether a feature’s observed value differs from its
expected value by chance or because of a real relationship
that exists between them. The degree of freedom that
varies with the number of features label and the class
label is adjusted in the chi-square statistics. The chi-square
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Table &. Optimised hyperparameter values like kernel, C and
gamma of SVM on firefly-SVM model and other classic hybrid
models on dataset 2.

FA-SVM linear 0.38

GA-SVM rbf 8.25 0.21
PSO-SVM rbf 8.25 0.21
Grid-SVM rbf 100 0.001

Dataset 2= National Institute of Oncology, Rabat, Morocco, breast cancer
dataset.

test was carried out using Python version 3.11.2, and the
output values include the chi-square score, chi-square
p-value, F-score, F-score p-value and mutual information
within the clinicopathological parameters. According to
the findings from dataset 1, clinicopathological characteris-
tics such as patients’ height, family history of breast cancer,
body mass index, comorbidities allergies and hormone
receptor status were shown to be statistically significant
(p<0.05) in differentiating TNBC from non-TNBC cases.
Clinically significant (p <0.05) clinicopathological factors
for classification in dataset 2 were hormone therapy and
progression (metastasis/relapse). The chi-square test of
dataset 3 revealed that the clinicopathological parameters
duration in months, axillary mass, duration of breastfeeding
in months, tumour stage and node stage were statistically
relevant (p<0.05). The statistical analysis results justify
the aggressive nature of breast cancer, which are charac-
terised with metastasis/relapse, hormone therapy,
hormone receptor status and other risk factors. The detailed
comparative analyses of clinicopathological features
between TNBC and non-TNBC subgroups from statistical
perceptive were explored in the original studies.****%

Discussion

The AUROC, precision—recall curve, MSE, logarithmic
loss, Fl-score and learning curve were used to quantify
the performance of the firefly-SVM hybrid model. The
results demonstrated improved classification accuracy
when compared to the hyperparameter tuning models of
GA-SVM, PSO-SVM, and the conventional Grid-SVM
model. The statistical analysis has also identified the signifi-
cant risk factors establishing the aggressivity of breast
cancer. Hence, the hybrid model’s overall performance
illustrates the potency of classifying patient groups into
those with and without TNBC. Similar type of study
employing SVM-FFA hybrid model has been reported by
Sudheer Ch et al.”° for estimating the malaria incidence
in Bikaner and Jodhpur districts of Rajasthan,

Table 5. Optimised hyperparameter values like kernel, C and
gamma of SVM on firefly-SVM model and other classic hybrid
models on dataset 3.

FA-SVM sigmoid 1.0
GA-SVM sigmoid 1.0
PSO-SVM sigmoid 1.0
Grid-SVM sigmoid 1000

Dataset 3= NKP Salve Institute of Medical Sciences and Research Centre,
Nagpur.

India. A. Kazem et al.>' applied chaotic firefly algorithm
for optimising SVR hyperparameters in stock price predic-
tion. These studies had adopted radial basis kernel function
as a basis for hyperparameter tuning of SVM, while our
present study have contemplated different kernel functions
as alternatives aiming to achieve the best kernel function
regardless of choice. Huang et al.>* assessed the capability
of SVM and SVM-ensembles for breast cancer prediction
on large- and small-scale datasets. Besides these, various
models of firefly algorithm and SVM have been developed
and applied in diverse domain like solar radiation predic-
tion,>* forecasting soil temperature at several depths>* and
fraud detection.” Our study is likely the first to report on
the automated generation of SVM parameters with a
firefly-SVM predictive model to classify patient groups
into TNBC and without TNBC based on clinicopathologi-
cal criteria. The advantage of using hybrid model lies in
unifying the complementary parameters of all models
involved, thereby reducing the weakness incurred by the
individual classifiers.’® The use of ML technologies in the
analysis of medical data has become indispensable due to
high-dimensionality and heterogeneity in medical datasets.
To tackle such complexity, hybrid ML models have started
to appear in literature. Taghizadeh et al.’” employed an inte-
grated machine learning approach (HMLA) that entails an
in-depth search for the identification of the best HMLAsS,
comprising feature selection methods, a feature extraction
technique and classifiers for breast cancer diagnosis.
Hybrid ML models reporting the fusion of firefly algorithm
and SVM for breast cancer prediction can be found in litera-
ture.”®°" In medical sciences, breast cancer subtype classi-
fication traditionally deals with immunohistochemical
staining, imaging and radiomics.®>~®> However, application
of ML hybrid models with improved classification accuracy
provides a framework for categorising TNBC vs.
non-TNBC tumours effectively and can be recognised as
an alternative, complementing the medical procedures.
According to GLOBOCAN 2020,°® 186,598 new cases
of breast cancer and 85,787 cases of high mortality have
been reported in Africa. Moreover, breast cancer was




Sarkar and Mali

15

Age W u
Education Level - =
Weight (kg) -
Menopausal status -
RF_Alcohol - "

RF_Breastfeeding -
RF_Parity -

PC_Lump -
PC_NippleDischarge -
Disease Stage -
Disease Grade -
Histology Type -
Commorbidity
Commorbidity_Allergy -
Commeorbidity_HIV -

RF_Radiation exposure - "a

-100
- 0.75
-0.50
-0.25

“a_ -0.00

=4
o
u
o
|
|
ht
N
w

Figure 7. The correlation heat map of dataset 1. The higher correlation value among the clinicopathological parameters was indicated with
the stronger colour shades. The dark blue colour heatmap diagonal signifies the correlation of the same variable with itself.

recorded as the most prevalent cancer in Africa ahead of
cervix uteri. The breast cancer incidence among the
females was estimated at 531,086 cases with 74.3 per
100,000 women, while the death count was 19.4 per
100,000, which shows the significant breast cancer
burden in Africa. TNBC, a destructive variant of breast
cancer, is characterised by high incidence among premeno-
pausal younger females, associated with aggressive tumour,
greater chance of recurrence within the first 3 years and low
survival rates upon metastasis. Being chemo-sensitive in
nature, surgery in combination with chemotherapy is
often considered as the available treatment modalities
despite the fact that there are no specific targeted medicines
that have been approved by the Food and Drug
Administration. This impels us to classify TNBC vs.
non-TNBC breast cancer subgroups in African countries.
With the extensive use of bioinformatics, statistics and
ML tools, there has been an intensive development in
knowledge-based diagnostic system for cancer identifica-
tion. Future outcomes of breast tumours can be precisely
predicted through ML, which has the ability to recognise,
discover patterns, and develop relationships from

complicated medical data. Moreover, application of ML
techniques in cancer classification provides an informative
base for cancer prognosis and prediction that can easily
be precisely tested within a short time.®” Recently, many
research articles pertaining to ML application in molecular
classification of breast tumour have started to come out.®®~
70 By understanding the breast cancer molecular subtypes,
doctors can decide for appropriate treatment, thereby pre-
venting the side effects of unnecessary medication as well
as saving the financial burden of patient’s party.”' Due to
digitisation of medical records and its availability to
medical practitioners, the medical decision-making para-
digm has now been shifted to data-driven diagnostic
systems. There lies a necessity of maintaining privacy
issues related to electronic health care data in clinical prac-
tise before applying ML. Using ML in breast cancer pre-
dictive analysis also supports proper treatment plans,
clinical patient assessment, determining surgery methods
and necessary adjuvant therapies. ML is found to provide
satisfactory results in clinical patient management.”>"*
This compels us to develop an integrated ML model for
classifying breast cancer with clinicopathological features
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Figure 8. The correlation heat map of dataset 2. The higher correlation value among the clinicopathological parameters was indicated with
the stronger colour shades. The dark blue colour heatmap diagonal signifies the correlation of the same variable with itself.

of patients possessing breast cancer in tertiary care hospitals
or oncological centres.

The diagnosis and identification of breast cancer using
microarray gene expression profiling has received substan-
tial research and is considered as the golden method,”® but
the dynamic characteristics of genes within an individual
may cause misclassification errors, which results to its
incapability to accurately classify data into various molecu-
lar subtypes.”®”’® Numerous imaging techniques have been
shown to be quite beneficial for the early diagnosis of breast
cancer. In early stages, digital mammography stands as the
most popular breast cancer screening and diagnostic
tool.”#" The radiation risks from digital mammography,
however, are dangerous to the patient’s body and could
potentially increase their chance of breast cancer.®' The
major drawback of mammography is its incompetency of
characterising reducing sensitivity and low specificity in
younger women with thick breast. In clinical practise, ultra-
sonography has recently gained popularity as a mammog-
raphy alternative.®*** Another useful tool widely used in
clinical practise is the Breast Imaging Reporting and Data
System (BI-RADS). However, due to physicians’ varying
levels of experience and subjective dependencies, there is
still a high rate of misinterpretation in the therapeutic
setting. As a result, the use of computer-aided diagnosis
(CAD) systems can help the clinicians to make more accur-
ate diagnoses of breast tumours. In recent years, numerous
CAD methods for the early diagnosis of breast cancer have

been put forth.*>” SVM has been employed as an effective
classifier in several of these CAD systems.®*° Breast
tumours were classified as benign or malignant applying
SVM with 28 textural features on an ultrasound image by
Huang et al.”! To automatically identify and categorise
tumours, a novel CAD system based on stepwise regression
selection of features and fuzzy SVM was developed.®? The
majority of data-driven diagnostic systems developed with
SVM for the detection and investigation of breast lumps are
centred on ultrasound imaging, while the focus of the
current study is on setting up a data-driven diagnostic
model that incorporates clinicopathological and demo-
graphic information collected from multiple tertiary care
cancer hospitals or oncological centres for the classification
of breast cancer subtypes.

Our present investigation with firefly-SVM hybrid
model plays a pivotal role in identification of lethal variants
of breast cancer TNBC, which are to be prioritised with
better treatment regimen apart from classifying breast
cancer subtypes with higher prediction accuracy. The sig-
nificance of the present study also lies in validation with
multicentric datasets of diverse geography, which can be
look upon as a lacuna in previously reported studies.
Lastly, hybridised ML models for classification of breast
cancer with hospital-based patient’s dataset consisting of
demographic, clinical and pathological risk factors are
rarely reported in literature. Hybridisation of firefly-SVM
model has led to data-driven diagnostic system, which
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Figure 9. The correlation heat map of dataset 3. The higher correlation value among the clinicopathological parameters was indicated with
the stronger colour shades. The dark blue colour heatmap diagonal signifies the correlation of the same variable with itself.

could assist the medical practitioners for clinical assessment
of patients and admissible treatment lay-out.

Our hybrid model has categorised breast cancer into TNBC
and non-TNBC subtypes, but in reality, there exist several var-
iants of TNBC and non-TNBC subgroup that have not been
explored in this research. Analysis of clinicopathological
breast cancer characteristics from hospital-gathered datasets
yields smaller dataset size. The possible reason for this paucity
of hormone receptor data might be the financial hindrance of
patients in less economically developed countries of Africa
and India. This study has performed analysis on three datasets
of which National Institute of Oncology’s breast cancer datasets
in Morocco constitute an unbalanced design of TNBC cases,
and the remaining two datasets, namely Nigeria and India data-
sets, have almost balanced TNBC cases of 47.4% and 43.7%,
respectively. Appropriate technique for handling the imbalance
dataset may be incorporated in future work. Additionally, the
effects on the various patient populations’ varying demographics
were not taken into account. Hence, the possible shortcomings
of the study have been realised.

Conclusion

The current firefly-SVM predictive model can be used as an
alternative approach for correctly classifying TNBC and
non-TNBC subgroups of breast cancer, which would also
help the health care professionals to manage the patients

with the best possible treatment and better diagnostic results.
Combining several risk factors in breast cancer prediction
modelling might aid in the early identification of the disease
and the development of essential treatment regimens. Since
predictive models can quickly identify high-risk individuals
using known clinical and demographic risk factors, they are
vital for personalised medications. Investigation of more pre-
dictive models is recommended for improvement in prediction
and accuracy to identify personalised medication for the
dreadful variant of breast cancer TNBC.
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