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Abstract
In today’s social network age, information flowing in networks does not derive solely from external sources; people in the 
network also independently generate signals. These self-generated signals may not be deliberate lies, but they may not bear 
any relationship with the truth, either. Following the philosopher Harry G. Frankfurt, we refer to such self-generated signals 
as bullshit. We present an information diffusion model that allows nodes which hold no value to spread information, cap-
turing the diffusion of bullshit information. The presence of self-generated signals (i.e., bullshit) increases the amount of 
information available for transmission in the network. However, participants in the spread process respond to the existence 
of such self-generated information by receiving data from internal sources with caution. These two contradictory forces—the 
increase in information transmission on the one hand, and in suspicion on the other—result in a two-sided effect of bullshit 
on the total spread time. We first take a numerical approach, simulating our model on Watts–Strogatz networks and building 
a decision tree to characterize the effects of bullshit given different network structures. We find that increasing the rate of 
self-generated information may have either a monotonic or non-monotonic effect on the rumor spread time, depending on the 
network structure and rate of non-self-generated internal communications. Then, taking an analytical approach, we analyze 
the spread behavior for cliques, and identify the conditions for monotonic behavior in a 2-clique network.
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1 Introduction

It is impossible for someone to lie unless he thinks he 
knows the truth. Producing bullshit requires no such 
conviction.
Harry G. Frankfurt, “On Bullshit” (Frankfurt and Wil-
son 2005)

In today’s social media age people are bombarded with 
information, not all of which is trustworthy and dependable. 
Online social networks are fertile ground not only for liars, 
who use falsehood to hide the truth, but also for bullshitters, 

who don’t care whether what they say is true or false. The 
source of bullshit information is often network-internal, gen-
erated by users who lack either access to or interest in seek-
ing out trustworthy data. Meanwhile, users receiving trans-
mitted information have two choices. People may continue 
to spread a received signal, despite not knowing whether it 
is true. Or people may be suspicious about the reliability of 
a received signal, and ignore it.

Too much bullshit information in a system leads to a lack 
of trust. This is a concern not only from the perspective of 
users, but also from the perspective of the companies pro-
viding social-network services. Freedom of speech is the 
fuel of social-network platforms, allowing users to pour out 
their thoughts, opinions, and speculations without censure. 
However, freedom of speech may also be the adversary of 
such platforms, when that freedom jeopardizes the trust peo-
ple assign to the information disseminated through the plat-
form. Without trust, people stop receiving and transmitting 
information, and may eventually leave the platform. Imagine 
an extreme case where information is generated at a high 
rate but immediately evaporates, without being spread at 
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all. Soon, the platform will have no users. Therefore, social-
network firms like Facebook, Twitter, Instagram, and oth-
ers have a strong interest in understanding the dynamics of 
information spread within networks, and the consequences 
of self-generated signals in a network structure.

Surprisingly, there is no clear-cut framework in the sci-
entific literature for studying how rumors spread when each 
node has the capacity both to transmit and to produce sig-
nals. In particular, no existing framework allows for estimat-
ing the effects of changes in the rate of self-generated signals 
on rumor spread. The present study explores these dynamics.

In Tuchner and Gilboa-Freedman (2019), we proposed 
a rumor spread model that captures this concept of self-
generated signals. The nodes do not merely transfer informa-
tion received from other nodes, but can also generate new 
information. Accordingly, the information flow process now 
incorporates a dimension of suspicion. The Covid-19 pan-
demic, ongoing as of this writing, offers a fitting example. 
In this situation, people are eager for information about the 
values of different variables—for example, official mortality 
rates from the disease. Our model assumes that the value of 
this variable at any time is available from some trustworthy 
external source (e.g., national health authorities), but that 
this information requires some effort to access and check. 
Our model also assumes that there is internal diffusion of 
information about this value within the network, from one 
person to another, and that this internal diffusion may rep-
resent either the real value, or false values invented by non-
informed individuals. (We recognize that in the case of the 
Covid-19 pandemic there is debate about the methods used 
by official bodies to record statistics such as infection and 
mortality rates. However, for the purposes of this example, 
we note that official statistics serve as a basis for policy mak-
ing and citizens’ personal decisions, and therefore knowing 
the true value of official statistics is important.)

The current paper uses the rumor spread model devel-
oped by Tuchner and Gilboa-Freedman (2019) to further 
investigate the influence of these self-generated signals. The 
high-level goal of both papers is to explore the influence of 
self-generated signals on the properties of the spread pro-
cess given a certain network structure. The contribution of 
the current study over the previous paper is twofold. (1) We 
describe here a simpler version of the model, where nodes 
are in one of two states (informed vs. non-informed), without 
distinguishing between pure and non-pure informed states as 
in Tuchner and Gilboa-Freedman (2019). (2) In this study 
we deepen our examination into how self-generated signals 
influence a particular property of networks, which we call 
the existence of a turning point. We do this by extending our 
earlier numerical study and adding an analytical one.

From the perspective of the manager of a social network 
company, it is important to evaluate whether bullshit infor-
mation stimulates or depresses activity on the platform. 

We use our model to examine an equivalent question: will 
self-generated signals accelerate or slow the rate of propa-
gation? The answer is not straightforward, as the dynam-
ics of self-generated signals involve two opposing forces: 
on the one hand, spontaneous signals increase the aggre-
gate amount of information produced; on the other hand, 
the existence of spontaneous signals increases suspicion 
towards any received information. The goal of our research 
is therefore to identify which force will dominate the other, 
given particular model parameters. Interestingly, we find that 
for some parameters, each force may dominate at different 
times: increasing the rate of bullshit production up to some 
threshold will accelerate the rate of propagation, but increas-
ing the bullshit production rate beyond that threshold will 
slow the propagation rate. This threshold is what we call a 
turning point.

We next describe our “bullshit model” (Tuchner and 
Gilboa-Freedman 2019). The bullshit model extends the 
independent cascade model by adding diffusion processes 
that are sourced at internal resources (i.e., generated by non-
informed nodes). (1) At the start of the process, all nodes 
are non-informed. (2) Once the process begins, a signal is 
transmitted by an external source. (3) Additionally, signals 
can be transmitted by any node, whether informed or not, 
independently of the history of the process. (4) Nodes may 
accept received signals and become active, but signals gen-
erated internally are accepted with caution. (5) This process 
runs until a predefined proportion of the nodes are activated.

To analyze our model, we start by simulating the rumor 
spread process on two graphs: a Facebook sample graph 
and a random graph. In general networks, the spread of a 
rumor is a complex process involving a large number of 
actions taken by many interacting entities. For this reason, 
our approach combines a numerical study of simulation 
results over different parameters with an analytical study of 
simple networks.

Our numerical study sheds light on how the rate at which 
bullshit spreads in a network influences the time required for 
the predefined percent of nodes to become informed (i.e., for 
those nodes to possess information, regardless of whether 
that information is generated by a reliable external source 
or an unreliable internal source). Specifically, we examine 
whether the rate of spread is monotonic or non-monotonic 
in large network structures, using combinations of the model 
parameters. We use a decision tree approach to characterize 
the network structures in which encouraging bullshit has a 
non-monotonic effect—that is, where increasing the bullshit 
rate up to some level makes the network more active, but 
increasing this rate further has the opposite effect. Our deci-
sion tree shows that whether the graph is characterized by 
such opposing behaviors for different rates of bullshit spread 
is closely related to the sparseness of the graph and the rate 
at which information from informed nodes is transmitted.



Social Network Analysis and Mining           (2020) 10:65  

1 3

Page 3 of 12    65 

Our analytical study considers the special case of a 
2-clique network, computing the expected time until both 
nodes become informed. For this fundamental framework, 
we examine how the choice of model parameters affects 
whether increasing the rate of self-generated signals has 
a monotonic or non-monotonic effect. We also present a 
framework for analyzing the more complex case of a general 
clique. The results shed light on how to use our methodology 
to analyze other network topologies (specifically, by solv-
ing a set of transition equations and achieving the expected 
number of iterations needed to complete the rumor spread, 
and then calculating the partial derivative of this value with 
respect to the self-generated signals transmission rate).

2  Related work

In today’s post-truth era (Keyes 2004), social media technol-
ogies increasingly govern our access to news (Gottfried and 
Shearer 2016), and our response to everything from natural 
disasters (Mendoza et al. 2010; Gupta et al. 2013) to ter-
rorist attacks (Starbird et al. 2014). Hence, there is increas-
ing interest within the scientific literature in the concept of 
“fake news,” and specifically the epidemiology (Kucharski 
2016), detection (Conroy et al. 2015), and impact of false 
or misleading stories. The “fake news” phenomenon has the 
potential to influence attitudes towards journalistic objectiv-
ity (Marchi 2012), and may impose real costs on society and 
politics (Allcott and Matthew 2017). From a corporate point 
of view, false stories have potential to damage a firm’s or 
brand’s image and propel firms into financial disaster (Hayes 
and Kotwica 2013). Of course, false stories have always 
existed—but the ability of social media platforms to spread 
such narratives rapidly and aggressively gives the question 
new importance. One recent study focusing on the social 
network Twitter found that fake news “diffused significantly 
farther, faster, deeper, and more broadly than the truth in all 
categories of information” (Vosoughi et al. 2018).

Works on the spread of fake news within networks have 
largely studied ways to identify untrustworthy information 
(Dhar et al. 2016), and to restrict and contain it (Budak et al. 
2011; Fan et al. 2014). Such works generally consider the 
factual accuracy of a rumor, and look for ways to identify 
untruthful messages of various types, such as hoaxes, irony 
or propaganda (Wang et al. 2019). In our model, we capture 
the creation of fake information, but we consider only the 
originator of the data—an external source or an internal non-
informed node—to classify the information as reliable or 
unreliable, without examining the content of the message.

Reliability in general, and rumor reliability in particu-
lar, is a vast research topic spanning multiple disciplines, 
and a central concept in theories of decision-making (Sav-
age 1951; Simon 1960; Wedgwood 2002; Habib et  al. 

2019), cooperation (Fehr and Fischbacher 2003), commu-
nication (Shannon 1948), viral marketing (Jurvetson 2000; 
Krider and Weinberg 1998), and markets (Bikhchandani 
et al. 1992). The study of reliability commonly draws on 
network models, which often use the term reliability for 
the probability that the proportion of informed individu-
als exceeds a certain value. Some network models asso-
ciate reliability with social cohesion (Wasserman and 
Faust 1994). Modern network models define reliability as 
the probability of data transmission from one element to 
another (Girvan and Newman 2002), or in other words, the 
probability that a given node will be informed.

Our model follows previous work in probability theory 
on interacting particle systems (Liggett 2012). We for-
mulate the simplest extension of an independent cascade 
model (Kempe et al. 2003), a type of model that has been 
investigated in the context of marketing and word-of-
mouth processes (Krider and Weinberg 1998; Golden-
berg et al. 2001). The dynamics at the node level follow 
a predefined scheme of response probabilities and are a 
function of the state of the nodes with which the particle 
interacts, as described by Holland (1995). Our contribu-
tion is in considering richer dynamics for these interac-
tions, specifically the possibility of activation by non-
informed nodes. Unlike existing models that describe the 
transmission of unreliable information (Lazer et al. 2018), 
our model assumes not only that nodes transfer unreliable 
information, but also that information may be generated 
by nodes which have not received information regarding 
the rumor from an external source. As in other studies 
(Gilboa-Freedman and Smorodinsky 2020), the probabil-
ity that a node will spread such signals onward within 
the graph is dependent on the node’s state, with a scheme 
defined by a signal matrix.

In a recent study considering the dynamics of reinvention 
and its effect on information diffusion, Koren et al. (2014) 
found that network topology plays a key role in critical mass 
formation and diffusion properties. Our numerical results 
strengthen this finding by showing a strong link between 
the sparseness of a network and diffusion properties in a 
setup involving bullshit information. We also show that in 
the same topology, the influence of self-generated signals 
can be monotonic or non-monotonic, sometimes speeding up 
and sometimes slowing down the spread time. Our analytical 
study examines these dynamics in a 2-clique network.

We simulate the rumor spread process on a Facebook 
sample graph taken from the SNAP project (Leskovec 2012), 
on a random graph, and on a series of synthetic Watts–Stro-
gatz networks (Watts and Strogatz 1998). Like other stud-
ies in the literature on rumor spread online (Cuypere et al. 
2016), we also consider a mid-sized network (500 nodes). 
The intuition behind this is that opinions and rumors often 
spread within a particular online community which is not 
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that large—for example, people contributing to an online 
forum, or people tweeting and re-tweeting some hashtag.

The complex interactions in the network generate aggre-
gated patterns which are hard to predict (Waldrop 1993). 
Hence, we analyze the simulation results by organizing 
them in a decision tree (Quinlan 1986). Decision trees are 
widely used in machine learning (Kotsiantis et al. 2007), 
with the purpose of predicting a target value (a class) from 
some input features. To build the decision tree, a modeler 
uses a data set that includes a list of measurable proper-
ties (features), one of which is the target. Decision trees are 
among the most popular predictive models—for a survey 
see Safavian and Landgrebe (1991). They are also used as 
descriptive tools (Delen et al. 2013).

3  Objectives

Self-generated signals have two contradictory effects. On the 
one hand, they increase the amount of information transmit-
ted between neighbors in any single iteration. On the other 
hand, the presence of self-generated signals adds an element 
of suspicion, making it less probable that any given node 
will accept the information. If the first effect is dominant 
over the second, then increasing the “bullshit level” (the 
transmission rate of self-generated signals) stimulates net-
work activity, and rumors spread faster. If the second effect 
is dominant, increasing the bullshit level depresses activity, 
and rumors spread more slowly.

Interestingly, some network setups exhibit both effects. 
In these cases, increasing the transmission rate of self-
generated signals has an inconsistent influence: for certain 
ranges of the transmission rate, increasing the transmission 
rate causes rumors to spread more quickly, while for other 
ranges, increasing the transmission rate causes rumors to 
spread more slowly. The present study aims to classify net-
work setups by their tendency to exhibit this interesting and 
paradoxical property, which we call existence of a turning 
point.

From the perspective of social-network firms, it is impor-
tant to know how the transmission of bullshit information 
will affect activity on the platform, and in particular whether 
it will stimulate or depress such activity. Platform managers 
can then use this information to better manage activity on 
the platform (e.g., through policies designed to educate or 
punish users who transmit bullshit). Platform managers also 
need to know whether the influence of transmitting bullshit 
is consistent for different bullshit levels, as the same policy 
may be efficient for some bullshit levels but not for others.

We use computational simulations to study general ran-
dom networks, and analytical methods to study the funda-
mental case of a 2-clique network.

4  Model

Let us have a network G = (V ,E) with nodes 
V = (v1, v2,… , vn) . The state of the model in a specific itera-
tion is

where

In each iteration, the model is also described by

where

The probability that a node will transmit a signal is deter-
mined by its state. The relationship between the two is 
described in Table  1.

The probability that vi will transmit a signal in a given 
iteration is

where

We highlight the fact that the model ascribes a positive prob-
ability Q to transmission (generation) of signals by non-
informed nodes. To put this in a real-world context, consider 
again a public event where information about some variable 
is difficult to come by. In such situations, bullshitters spread 
information that is self-generated (not held), including ficti-
tious values of the variable of interest. The early stages of 
the Covid-19 pandemic in February and March 2020 offer 
a prime example: infection rates, hospitalization rates, and 
mortality rates were all uncertain and changing rapidly, 
opening the door wide to hunches, predictions, and stabs in 

S = (s1, s2,… , sn)

si =

{
1, if vi is informed

0, if vi is non-informed.

T = (t1, t2,… , tn)

ti =

{
1, if vi transmits a signal

0, if vi does not transmit a signal.

siP + siQ

si =

{
1, if si = 0

0, if si = 1.

Table 1  The table describes the probability that a node will transmit a 
signal in a specific iteration

The rows represent the state of the node (i.e., whether or not it is 
informed). The columns represent the probability that the node will 
transmit a signal

Transmits Does not transmit

Informed P 1 − P

Non-informed Q 1 − Q
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the dark that were then passed on as “news.” Other examples 
might include casualty figures following a military attack or 
natural disaster.

In each iteration, non-informed nodes can become 
informed, a shift known as activation. A node can be acti-
vated either by an external signal, or by an internal signal 
from a neighboring node.

Activation by an external signal occurs with probability 
� for each node independently. This represents the probabil-
ity of learning the variable of interest—for example, the 
number of casualties following a military attack—from a 
legitimate resource like a newspaper. Activation by an inter-
nal signal follows the following scheme: for each non-
informed node v where a neighboring node u is transmitting 
a signal, P

P+Q
 is the probability that v accepts the signal being 

transmitted, thereby becoming informed. This probability 
serves as a “trust factor.” The trust factor is used to represent 

nodes’ suspicion towards self-generated signals. This cap-
tures the likelihood of signals coming from an informed 
node, from the perspective of someone with no prior knowl-
edge about the distribution of informed vs. non-informed 
nodes in the network. Returning to our example, the trust 
factor represents the probability that a user of a social media 
platform will accept a casualty figure provided by a friend 
(rather than a legitimate media resource, like the evening 
news).

In total, activation of vi (when non-informed) in a specific 
iteration occurs with probability

The process is fully described in Algorithm 1.

(1)� + (1 − �)

⎧
⎪⎨⎪⎩
1 −

�
(vj,vi)∈E

�
1 −

P

P + Q
(sjP + sjQ)

�⎫⎪⎬⎪⎭
.

Algorithm 1 Rumor spread process with self-generated signals
1: Input:

– P , Q, α: Rate of transmission for informed nodes, rate of transmission (generation)
for non-informed nodes, and advertising rate (the probability of being informed by
an external source).

– Network G with N nodes and adjacency matrix A.
2: Output:

– Time to complete the spread process.
3: ρ = P/(P +Q) // Trust factor
4: Informed = zeros[1,N ]
5: i = 0, totalInformed = 0
6: while totalInformed < 0.95 ·N do
7: i = i+ 1
8: // Randomizing transmission for this iteration
9: Transmit = zeros[1, N ]
10: for n = 1 to N do
11: if Informed[n] == 0 then
12: Transmit[n] = 1 w.p. Q
13: else
14: Transmit[n] = 1 w.p. P
15: end if
16: end for
17: // Calculating new informed states
18: for n = 1 to N do
19: if Informed[n] == 0 then
20: for j = 1 to N do
21: if AND(Transmit[j] == 1, A[n, j] == 1) then // Transmitting neighbor
22: Informed[n] = 1 w.p. ρ // Accepted with trust factor
23: end if
24: end for
25: Informed[n] = 1 w.p. α // Activation by an external source
26: if Informed[n] == 1 then // Informed
27: totalInformed = totalInformed+ 1
28: end if
29: end if
30: end for
31: end while
32: Return i
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5  Useful definitions

We provide some definitions that are useful throughout our 
analysis.

Definition 1 Model Setup: A model setup of the rumor 
spread model is a 4-tuple (G,P,Q, �) containing, respec-
tively, the network within which the rumor spreads, the rate 
of transmission by informed (i.e., activated) nodes, the rate 
of transmission by non-informed nodes (i.e., self-generated 
signals), and the rate of advertising by an external source.

Definition 2 Basic Setup: A basic setup of the rumor 
spread model is a 3-tuple (G,P, �) comprising the set of all 
model setups (G,P,Q, �) where Q ∈ [0, 1].

Definition 3 Spread Time Function: For any set of model 
setups M, a spread time function is a function T ∶ M → ℝ

+.

The spread time function defined by definition 3 repre-
sents the time to completion of the rumor spread process 
for each setup. This can be retrieved in several different 
ways, depending on the context. In our study, it is some-
times computed as an average of several spread simulations 
for the same model setup (as in Sects. 6, 7), and sometimes 
retrieved analytically as the expected completion time for a 
given model setup (as in Sect. 8.2).

Now, let us define the property we wish to examine: exist-
ence of a turning point.

Definition 4 Existence of a Turning Point: Given 
a spread time function T, we say that a basic setup 
(G,P, �) satisfies the existence of a turning point 
proper ty if there exists Q1 < Q2 < Q3 such that 
T(G,P,Q1, 𝛼) > T(G,P,Q2, 𝛼) < T(G,P,Q3, 𝛼).

Notice that the above definition for existence of a turn-
ing point (Definition 4) formalizes the objectives described 
in Sect. 3. Our goal is to classify basic network setups by 
whether or not increasing the transmission rate of self-gener-
ated signals has different influence for different ranges—that 
is, to identify basic setups where there exists a turning point.

6  Example: Facebook sample and a random 
network

We start by simulating our model on a Facebook sample 
graph and on an Erdős-Rényi random graph. The two graphs 
are equivalent in the number of their nodes (4039) and their 
average degree (approx. 44). However, the two differ in their 

topology (e.g., the distribution of the node degrees). The 
Facebook sample graph was taken from the SNAP project 
(Leskovec 2012). The equivalent random graph was gener-
ated by a computer program in Matlab.

Figure 1 displays the number of iterations needed for 
95% of nodes to become informed against Q, where P and 
� are fixed at 0.01, for the two networks (i.e., the Facebook 
sample and the random graph). Each result is an average of 
20 simulations over the same setup. The figure provides an 
example of a basic setup (see Definition 2) characterized by 
the existence of a turning point (Facebook), and an exam-
ple of a basic setup that does not exhibit this property (the 
equivalent random graph). The Facebook network shows a 
range of Q values where the spread time decreases with an 
increase in the transmission rate of self-generated signals (at 
the far left of the graph, where Q is low). However, for larger 
Q values the spread time increases (i.e., the rumor spread 
process slows down). The random network exhibits mono-
tonic decreasing behavior as Q rises. Thus, Fig. 1 demon-
strates that increasing the rate of self-generated signals may 
or may not slow down the spread of the rumor, depending 
on the network’s topology.

There is a magnitude difference between the rates of spread 
in the random graph vs. the Facebook sample graph. However, 
it is the qualitative behavior of the spreads in these networks 
(monotonic or not) that is important in the present study. The 
random graph parameters were set so the two graphs would 
have the same number of nodes and the same average degree. 
It is shown that whether a turning point exists is not trivial, 
and is influenced by the topology of the network.
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Fig. 1  Rumor spread time as a function of the probability of non-
informed nodes spreading self-generated signals. The figure plots 
the number of iterations required for 95% of the nodes to become 
informed as a function of Q when P and � are fixed to 0.01. Each 
result is an average of 20 simulations over the same setup
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7  Numerical study

We simulate the rumor spread process as described by the 
model for a variety of model parameters and network struc-
tures. We then analyze the simulation results, using deci-
sion trees to classify the simulations by their properties. The 
simulations were conducted in a Matlab environment. The 
code used for the simulations is available online (Tuchner 
and Gilboa-Freedman 2020c).

7.1  Preparation of networks

We wrote a Matlab program to generate synthetic networks 
using an algorithm from Watts and Strogatz (Watts and Stro-
gatz 1998). These networks have 500 nodes and vary on 
the parameters K and � , which describe, respectively, the 
ratio between edges and nodes in the graph, and how close 
the graph is to an Erdős-Rényi random graph, where � = 1 
implies a random network and 𝛽 < 1 displays properties of a 
small-world structure (closer to a social network).

7.2  Simulations

Combinations of model parameters ( �,P,Q ) and network 
parameters ( K, � ) were considered in a full factorial design 
experiment. We set Q—the probability of a non-informed 
node transmitting a self-generated signal—to be lower than 
P, under the reasonable assumption that being informed 
about a rumor should not reduce the probability of spread-
ing information.

Each of the five input variable parameters was manipu-
lated to produce a variety of spread process simulations. 
For each set of parameters we ran 20 simulations and calcu-
lated their mean results. In total we examined 41,400 sets of 
parameters (no � = Q = 0 ), in each case running the rumor 
spread process until 95% of the nodes were informed.

The parameter ranges were set as follows: 

1. K—Half the average degree       3, 5, 8, 10, 15, 20
2. �—Randomness of the graph     0.5, 0.8, 1
3. �—Advertising rate                   0–0.1 (steps of 0.005)
4. P—Informed rate                      0.01–0.1 (steps of 0.01)
5. Q—Non-informed rate              0–P (10 constant steps)

where advertising rate refers to activation by an external 
source; informed rate refers to transmission by an informed 
node; and non-informed rate refers to transmission (genera-
tion) by a non-informed node.

7.3  Analysis and results

After generating all possible outcomes over the set of simula-
tion parameters, we analyzed the influence of the parameters 
on the behavior of the rumor spread. For this purpose, we took 
the decision tree approach to elicit relevant observations. The 
simulation results served as input data for training a decision 
tree—i.e., set of rules organized in a hierarchical structure that 
could serve as a predictive model for the relevant measure. 
The tree was constructed using a Python program available in 
GitHub (Tuchner and Gilboa-Freedman 2020a).

K <= 12.5
samples = 756

value = [537,219]

class = Existence

P <= 0.025

samples = 3780

value = [863,2917]

class = Non-existence

K <= 4.0

samples = 3024

value = [326,2698]
class = Non-existence

samples = 504

class = Existence

value = [440,64]

class = Non-existence

samples = 252

value = [97,155]

class = Non-existence

P <= 0.065

samples = 504

value = [226,278]

samples = 2520

value = [100,2420]

class = Non-existence

samples = 252

value = [187,65]

class = Existence

samples = 252

value = [39,213]

class = Non-existence

Fig. 2  Decision tree to predict existence of a turning point for a given 
basic setup. For each leaf, the tree specifies the number of samples 
that were sorted into this leaf over the categories of the target; their 

distribution in terms of how many samples fall in each category; 
and the prediction assigned to this leaf. For each internal node (not a 
leaf), the graph also specifies the splitting criterion
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A decision tree specifies the properties of its nodes. Spe-
cifically, for each leaf (a node with no arrow issuing from it), 
the tree specifies the number of samples sorted into this leaf 
over the categories of the target; their distribution in terms of 
how many samples fall in each category; and the prediction 
assigned to this leaf. For each internal node (i.e., all nodes 
that are not leaves), the graph specifies the aforementioned 
properties, and also the splitting criterion.

We test for the existence of a turning point, defined for-
mally by Definition 4. Our analysis yields the decision tree 
in Fig. 2, from which we can deduce that turning points 
usually appear when the network is sparse and internal com-
munication between informed nodes is low.

More precisely, the figure shows two branches that predict 
the existence of a turning point. In both, the transmission 
rate by informed nodes and the average degree are bounded 
from above. In the first branch, the informed rate is very 
low ( P ∈ {0.01, 0.02} ) and the network is fairly sparse 
( K ∈ {3, 5, 8, 10} ). The samples that fall into this branch 
have a high tendency to demonstrate a turning point (87% of 
the samples, as compared to 23% of the total set of simula-
tions). In the second branch, the network is even more sparse 
( K = 3 ) and the transmission rate by informed nodes is at its 
lower values ( P ∈ {0.01, 0.02, 0.03, 0.04, 0.05} ). In that case, 
74% of the samples demonstrate a turning point.

8  Analytical study

The goal of our analytical study is to identify an analytical 
condition whereby a network exhibits a turning point (see 
Definition 4).

As we already observed in our numerical study, and as 
we saw when comparing the Facebook and random graphs 
in Sect. 6, how the model parameters influence the rumor 
spread process is complex. Thus, analytically examining the 
spread behavior is difficult. For this reason we apply our 
analytical study to a very basic system. The insights derived 
from this study can then be applied to similar phenomena in 
more complex systems.

8.1  The case of an n‑clique

To analyze rumor spread in a model that incorporates 
self-generated signals, we consider an n-clique graph. 
Specifically, we focus on how the advertising rate, � , and 
the transmission rate by informed nodes, P, determine the 
existence (or non-existence) of a turning point. To moti-
vate our analysis, we consider once again the manager of a 
social-network firm who aims to evaluate how the presence 
of bullshit information affects activity on his platform. One 
key area of interest is the influence of bullshit on activ-
ity for a given network topology. n-clique networks were 

chosen for this examination as fundamental topologies, 
that allow stripping the analysis of characteristics that are 
unrelated to propagation rates.

Let {Xi|i = 0, 1, 2,… , n} be a Markov chain where state 
Xi represents a state in which i nodes are informed.

We define a transition matrix A, where Ai,j is the prob-
ability that the process will transition from state Xj (where 
exactly j nodes are informed) to state Xi in the next itera-
tion. Put differently, Ai,j is the probability that when exactly 
j nodes are informed, i − j nodes are activated in a single 
iteration.

Ai,j is determined by combinations of the values of the 
following counters:

• K1 counts the number of nodes that transmit a signal in a 
given iteration out of the population of j informed nodes.

• K2 counts the number of nodes that transmit a signal in a 
given iteration out of the population of n − j non-informed 
nodes.

• K3 counts the number of non-informed nodes that both 
become activated and transmit a signal in a given itera-
tion. Its range is circumscribed by the counters described 
in Table 2, which must be positive.

Table 2 presents the counters of each type for non-informed 
nodes: whether or not they are activated, crossed by whether 
or not they transmit a signal.

The following equation calculates Ai,j by summing the 
probabilities of all possible combinations of K1 , K2 , and K3:

To compute the state transition probability, we first need 
to choose the (i − j) activated nodes out of possible (n − j) 

(2)

Ai,j(n, �,P,Q)

=

(
n − j

i − j

) j∑
K1=0

n−j∑
K2=0

min(K2,i−j)∑
K3=max(0,K2−(n−i))

(
j

K1

)(
n − j

K2

)
⋅

⋅

(
min

(
K2, i − j

)
K3

)
⋅ PK1

⋅ (1 − P)j−K1
⋅

⋅ QK2
⋅ (1 − Q)(n−j)−K2

⋅

⋅

{
� + (1 − �)

[
1 −

(
1 −

P

P + Q

)K1+K2−1
]}K3

⋅

⋅

{
� + (1 − �)

[
1 −

(
1 −

P

P + Q

)K1+K2

]}(i−j)−K3

⋅

⋅

[
(1 − �)

(
1 −

P

P + Q

)K1+K2−1
]K2−K3

⋅

⋅

[
(1 − �)

(
1 −

P

P + Q

)K1+K2

](n−i)−(K2−K3)
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non-informed ones. Once we know K1 , K2 and K3 , we need 
to choose which K1 informed nodes will be transmitting out 
of possible j informed nodes; which K2 non-informed nodes 
will be transmitting out of possible (n − j) non-informed 
nodes; and which are the K3 newly activated transmitting 
nodes out of possible K2 transmitting non-informed nodes 
and (i − j) newly activated nodes.

Note that K3 should be at least K2 − (n − i)—so that 
the number of not-activated not-transmitting nodes 
( (n − i) − (K2 − K3) , see table 2) will be nonnegative, and 
should be lower than both total transmitting non-informed 
nodes and total newly activated nodes.

Now we compute the probability for assumed transmis-
sion state of the system: we need K1 informed nodes to trans-
mit with probability P, j − K1 informed nodes to not transmit 
with probability (1 − P) , K2 non-informed nodes to transmit 
with probability Q, and (n − j) − K2 non-informed nodes to 
not transmit with probability (1 − Q).

Regarding activation, we need K3 non-informed transmit-
ting nodes to be activated—they will be activated either by 
an external source or by accepting any of their neighbors’ 
signals. Since the network is a clique, for some non-infomed 
node v, all transmitting nodes (except of v itself) might be 
the ones activating v, in total K1 + K2 − 1 such transmitting 
neighbors. For the (i − j) − K3 activated non-transmitting 
nodes, probability of activation will be the same, apart from 
the fact that the node is not included in the list of transmit-
ting nodes, so there are K1 + K2 transmitting neighbors. For 
non-activated nodes, we’ll need both the external source to 
not transmit to the node, and for it not to accept the signal 
of any transmitting neighbor, K1 + K2 − 1 or K1 + K2 such 
transmitting neighbors, depending on whether the non-acti-
vated node transmits or not, respectively.

Let ei denote the expected time (number of iterations) 
until the entire graph is informed, given the initial state 
Xi . Our analysis focuses on the process by which all nodes 
become activated from an initial state where information is 
held only by an external source. That is, we analyze e0.

We are most interested in the influence of the param-
eter Q on e0 . As in the numerical study above, we aim to 
classify the basic model setups (see Definition 2) into two 
classes. The first class contains models where the influence 
of Q on e0 is monotonic ( e0 is either increasing with Q for 
all Q ∈ [0, 1] , or decreasing with Q for all Q ∈ [0, 1] ). The 

second, complementary class of models, contains mod-
els where the influence of Q on e0 is non-monotonic ( e0 is 
increasing with Q for some but not all values of Q ∈ [0, 1]).

The second class of models demonstrates the existence of 
a turning point (see Definition 4). In what follows (Sect. 8.2), 
we analyze the turning point property in the special case of 
a 2-clique network.

8.2  The case of a 2‑clique network

We consider a 2-clique setup as the most fundamental scenario 
where external communication competes with internal com-
munication. For this setup, we achieve a closed-form solution 
to describe the constraints for ( �,P ), where basic communica-
tion between two people who know each other demonstrates 
the existence of a turning point as discussed in this article. 
Note that even for such a simple case, it is not straightforward 
to identify the analytical condition for whether a turning point 
exists in a given basic setup.

The equations representing the probability of transition 
from a state Xj (exactly j nodes are informed) to a state Xi 
(exactly i nodes are informed) in a single iteration are shown 
in Table 3. For clarity, we use the notations H and B to repre-
sent the probability of activating a non-informed node when 
the other node is informed (and the transmitted signal is Held 
by the transmitting node from previous iterations) or non-
informed (and the transmitted signal is Bullshit), respectively. 
The fact that the probabilities shown in Table 3 are identical to 
the probabilities achieved by substituting n = 2 in Equation 2 
was verified and excluded for triviality.

More explicitly, H and B are:

We wish to express ei using a recurrence relation. When in 
state Xi , we can move to any state Xj in the chain (adding 
one iteration to the total time needed to inform all nodes) 
with probability Aj,i , and then the remaining expected time 
to completion will be ej . This yields the following relation:

(3)H =� + (1 − �)P
P

P + Q

(4)B =� + (1 − �)Q
P

P + Q
.

Table 2  Notational description of the counters for non-informed 
nodes, based on whether they transmit or do not transmit, crossed by 
whether they are activated or remain non-informed

Transmits Does not transmit

Activated K
3

(i − j) − K
3

Not activated K
2
− K

3
(n − i) − (K

2
− K

3
)

Table 3  Ai,j(2, �,P,Q) . 
Transition probabilities in a 
2-clique network as a function 
of the probabilities H, B that a 
single node will be activated 
when the other node is informed 
or non-informed, respectively

The rows represent the state the 
system moves to, and the col-
umns represent the current state

j = 0 j = 1 j = 2

i = 0 (1 − B)2 0 0
i = 1 2B(1 − B) 1 − H 0
i = 2 B2 H 1
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We want to solve the following set of linear equations:

By definition, e2 = 0 . Substituting this, we get:

Solving the equations above, we get e1 =
1

H
 , and

We are interested in whether or not the network will be char-
acterized by existence of a turning point. Hence, we want to 
know for which set of parameters (P, �) the partial derivative 
�e0∕�Q changes its sign, for example from negative values 
(increasing Q results in a faster spread) to positive values 
(increasing Q results in a slower spread due to suspicion). 
To investigate the sign of �e0∕�Q , let us recall the formula 
(
f

g
)� =

f �g−g�f

g2
 . As the denominator does not affect the sign, 

let us inspect only the numerator.
We calculate the numerator using Wolfram Mathematica 

(Tuchner and Gilboa-Freedman 2020d). Multiplying the 
numerator by (P + Q)6 (which is also always positive), we 
obtain:

As we are only interested in knowing in which basic set-
ups �e0∕�Q changes its sign, we use Wolfram Mathematica 

(5)ei = 1 +
∑

ejAj,i.

e0 =1 + e0A0,0 + e1A1,0 + e2A2,0

e1 =1 + e0A0,1 + e1A1,1 + e2A2,1

e2 =1 + e0A0,2 + e1A1,2 + e2A2,2

e0 =1 + e0(1 − B)2 + e1 ⋅ 2B(1 − B)

e1 =1 + e1(1 − H).

(6)e0 =
H + 2B(1 − B)

HB(2 − B)
.

(7)

Sgn(Q) = −2(� − 1)P2{�4(P + Q − PQ)4

+ �2(−P − Q + PQ)⋅

[P3(−1 − 3P + 3P2) + P2(7P − 3)Q

+ P(−3 + 23P − 18P2)Q2

+ (−1 + 13P − 15P2 + 6P3)Q3]

− �3(−P − Q + PQ)[P3(−3 − P

+ P2) + 9(−1 + P)P2Q − 3(−P + P2)

(−3 + 4P)Q2 + (−3 + 11P − 11P2

+ 4P3)Q3] + P2[−P4 + (−2 + P)P3Q

+ P2Q2 − 4(−1 + P) ⋅ PQ3 + (−2 + P)

(−1 + P)Q4] + �P[−3P5(−1 + Q)

+ 2P(5 − 7Q) ⋅ Q3 + 4Q4 + P4(−2 + 6Q)

+ P2Q2(6 − 28Q + 13Q2)

− P3Q(2 + 11Q − 16Q2 + 4Q3)]}.

to check when Sgn(Q) = 0 under the condition that 
�,P,Q ∈ (0, 1) . We get the following full analytical solution:

where

And r2(�), r3(�) are the second and third roots (respectively) 
of the equation

The ranges of (P, �) described in expression 8, for which the 
2-clique network exhibits a turning point, are shown in the 
filled area in Fig. 3.

9  Conclusions

We analyze the effect of self-generated information—i.e., 
information created at the node level by a node that is not 
informed—on the dynamics of rumor spread in a network. 
Our findings suggest that the transmission of self-generated 
signals (in addition to received signals) does not necessar-
ily make a network more active. We analyze whether the 
transmission of self-generated signals leads to development 
of a turning point, meaning a non-monotonic effect on rumor 

(8)

(Sgn(Q) == 0) ⟺��
0 < 𝛼 ≤

1

2

�
3 −

√
5
�
≈ 0.38

�
∧ (y(𝛼) < P < r3(𝛼))

��
��

1

2

�
3 −

√
5
�
< 𝛼 < 0.401…

�
∧ (r2(𝛼) < P < r3(𝛼))

�

(9)y(�) =
−2� + �2

2(−1 + �)2
+

1

2

√
8�2 − 20�3 + 17�4 − 4�5

(−1 + �)4
.

(10)

(�2 − 3�3 + �4) + (4� − 10�2 + 2�3)x

+ (2 − 4� − 5�2 + �3)x2 + (1 − 9�

+ 6�2 − 2�3)x3 + (−2 − � + 3�2 − �3)x4

+ (−2 + 4� − 3�2 + �3)x5.

0.1 0.2 0.3 0.4
α
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0.4

0.6

0.8

P

y
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Fig. 3  Values of (P, �) for which a 2-clique exhibits a turning point 
are shown in the filled area between the lines
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spread time (the time required for a predefined proportion 
of the nodes to become informed), due to suspicion arising 
from the presence of bullshit information in the network.

In the numerical case, we analyze various network set-
ups and show that increasing the internal transmission of 
self-generated signals may have both positive and negative 
effects on the rumor spread time when both of these two 
conditions hold: when the network is sparsely connected, 
and when other internal communication rate (non-self-gen-
erated) is low.

Analytically, we achieve a general formula for the prob-
ability of adding new informed nodes in a general clique, 
which shows the complexity of fully exploring the model 
analytically. We further analyze the case of a 2-clique net-
work, showing that a turning point may or may not exist, 
depending on the model parameters.
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